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Logic programming, as exemplified by datalog, defines the meaning of a program as its unique smallest model:

the deductive closure of its inference rules. However, many problems call for an enumeration of models

that vary along some set of choices while maintaining structural and logical constraints—there is no single

canonical model. The notion of stable models for logic programs with negation has successfully captured

programmer intuition about the set of valid solutions for such problems, giving rise to a family of programming

languages and associated solvers known as answer set programming. Unfortunately, the definition of a stable

model is frustratingly indirect, especially in the presence of rules containing free variables.

We propose a new formalism, finite-choice logic programming, that uses choice, not negation, to admit

multiple solutions. Finite-choice logic programming contains all the expressive power of the stable model

semantics, gives meaning to a new and useful class of programs, and enjoys a least-fixed-point interpretation

over a novel domain. We present an algorithm for exploring the solution space and prove it correct with respect

to our semantics. Our implementation, the Dusa logic programming language, has performance that compares

favorably with state-of-the-art answer set solvers and exhibits more predictable scaling with problem size.
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1 Introduction
Many important problem domains involve generating varied data according to structural and

logical constraints. Examples include property-based random testing for typed functional pro-

grams [Claessen and Hughes 2011; Goldstein et al. 2023; Goldstein and Pierce 2022; Lampropoulos

et al. 2017; Paraskevopoulou et al. 2022; Seidel et al. 2015], procedural content generation in

games [Dormans and Bakkes 2011; Shaker et al. 2016; Short and Adams 2017], and software config-

uration [Czarnecki et al. 2004, 2002; Le et al. 2011]. To solve these problems, we write generative

programs, characterized by choice points that create multiple possible outcomes and constraints

that eliminate undesirable outcomes. From a declarative perspective, these generative programs
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characterize possibility spaces, and the meaning of a program is the entire space, which may be

considered independently of particular methods for sampling individual solutions.

Using logic to describe possibility spaces has a long history, and its expressive power has been

harnessed by established tools such as satisfiability solvers and logic programming languages.

However, different logic-based tools disagree in important ways about how logical statements

should be interpreted and thus how possibility spaces should be expressed.

Consider the problem of procedurally generating maps for a virtual world of connected regions

where every region has one of three terrain types—mountain, ocean, or forest—and where oceans

never directly adjoin mountains. We can model the possibility space of terrain maps as a Boolean

satisfiability (SAT) problem by saying that the truth of a proposition mountain(𝑟 ) means that a

region 𝑟 has mountainous terrain (and so on):

(mountain(𝑟 ) ∨ forest (𝑟 ) ∨ ocean(𝑟 )) ↔ region(𝑟 ) (1)

(¬mountain(𝑟 ) ∧ ¬forest (𝑟 )) ∨ (¬mountain(𝑟 ) ∧ ¬ocean(𝑟 )) ∨ (¬forest (𝑟 ) ∧ ¬ocean(𝑟 )) (2)

(adjacent (𝑟1, 𝑟2) ∧ ocean(𝑟1)) → (ocean(𝑟2) ∨ forest (𝑟2)) (3)

The conjunction of these three propositions neatly captures the desired possibility space: when

augmented with a finite universe of possible regions and a collection of input literals characterizing

the adjacent relation, a SAT solver would return valid terrain-to-region assignments.

Now suppose we additionally wish to enumerate all regions reachable from a given starting

region by traversing only forests, perhaps with the goal of checking whether a player’s initial

position can reach both mountains and ocean. The fact that a region 𝑟 is reachable from a starting

region is naturally characterized with a recursively-defined proposition reach(𝑟 ) as follows:

reach(𝑟 ) ← start (𝑟 ) (4)

reach(𝑟2) ← reach(𝑟1), forest (𝑟1), adjacent (𝑟1, 𝑟2) (5)

In this instance, logic programming gives the desired interpretation: from a rule 𝑝 ← 𝑞1 . . . 𝑞𝑛
(where 𝑝 and 𝑞𝑖 are all positive assertions) and a database containing 𝑞1 . . . 𝑞𝑛 , we deduce 𝑝 . Such

a program has a single canonical model, the smallest set of assertions closed under the given

implications; any other assertion is deemed false [Van Gelder et al. 1991].

Unfortunately, these two approaches don’t play well together. On one hand, logic programming

lacks a notion of choice point, because propositions are interpreted as rules: not merely justifications

for what may appear in the model, but assertions about what must appear in the model, so the

first program has no direct analog in, say, datalog. On the other hand, defining reachability is

notoriously difficult for SAT solvers: interpreting the reachability program as a logical formula

using Clark’s completion [1978], a SAT solver would validate solutions with spurious reach facts

that have no justification imparted by the programmer.

The programming model we desire seems to alternate between two modes of operation: on the

one hand, making mutually exclusive choices that multiply our possibility space and rule out certain

combinations with other choices; and on the other hand, computing the deductive consequences

of those choices. Unifying these perspectives is precisely what we achieve in this paper with

finite-choice logic programming, a new approach to logic programming in which the generative

constraints in formulas 1-3 can be expressed as follows:

terrain(𝑟 ) is {mountain, forest, ocean} ← region(𝑟 ) (6)

terrain(𝑟1) is {forest, ocean} ← adjacent (𝑟1, 𝑟2), terrain(𝑟2) is ocean (7)

The is syntax signals a functional dependency from the region 𝑟 to its terrain type, and the rules

represent mutually exclusive choices closed under deduction: a region must have one of three
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terrain types, and a region adjacent to the ocean must contain oceans or forests. In finite-choice

logic programming, such rules combine naturally with rules like formulas 4 and 5; we would rewrite

the latter rule as

(
reach(𝑟2) ← reach(𝑟1), terrain(𝑟1) is forest, adjacent (𝑟1, 𝑟2)

)
.

1.1 Answer Set Programming and Its Discontents
Historically, the most successful approach for logic programming with mutually exclusive choices

has been the stable model semantics introduced by Gelfond and Lifschitz [1988]. Stable models

combine the Boolean-satisfiability intuitions behind Clark’s completion with a rejection of circular

justification, and provide the foundation for answer set programming (ASP). Systems for computing

the stable models of answer set programs have fruitfully co-evolved with the advancements in

Boolean satisfiability solving, leading to sophisticated heuristics that make many problems fast in

practice [Gebser et al. 2019]. ASP has seen considerable and ongoing success in procedural content

generation [Dabral and Martens 2020; Neufeld et al. 2015; Smith and Bryson 2014; Smith et al.

2013; Smith and Mateas 2011; Summerville et al. 2018], analysis and scenario generation for legal

regulations, policies, and contracts [Dabral et al. 2023; Lim et al. 2022], spatial reasoning for built

structures [Li et al. 2020], and distributed system reasoning [Alvaro et al. 2011].

In a modern answer set programming language like Clingo [Gebser et al. 2011], the map-

generation critera expressed in formulas 1-3 can be expressed concisely as follows:

1 {mountain(𝑟 ); forest (𝑟 ); ocean(𝑟 ) } 1← region(𝑟 ) (8)

← adjacent (𝑟1, 𝑟2), ocean(𝑟1),mountain(𝑟2) (9)

Formula 8 contains a “cardinality constraint” that insists on precisely one of the three terrain types

holding for each region. Formula 9 is a “headless” rule, interpreted as a constraint forbidding the

conjunction of all three premises from holding simultaneously.

However, the interpretation of answer set programs involves multiple levels of indirection that,

in the authors’ experience, make it challenging to reason about program meaning and performance.

First, the stable model semantics that justifies answer set programming is defined only for logic

programs without free variables. Answer set programming presents clients with an interface of

rules containing free variables, such as formula 9 above; however, in a program with sixteen regions,

the stable model semantics applies after expanding this rule into 256 variable-free rules, one for

each assignment of regions to 𝑟1 and 𝑟2. This is reflected in essentially all implementations of answer

set programming, which involve the interaction of a solver that only understands variable-free

rules and a grounder that generates variable-free rules, usually incorporating heuristics to minimize

the number of rules the solver must deal with [Kaufmann et al. 2016].

The second level of indirection is that even propositional answer set programs do not directly

have a semantics: the definition of stable models involves a syntactic transformation of an answer

set program into a logic program without negation (the reduct, see [Gelfond and Lifschitz 1988]).

This transformation is defined with respect to a candidate model, and if the unique model of the

reduct is the same as the candidate model, the candidate model is accepted as an actual model. This

fixed-point-like definition is what the “stability” of stable models refers to.

The third level of indirection is that stable models are defined in terms of negation and not in

terms of the higher-level constructs — choice, cardinality, and headless rules — that are foundational

for essentially all modern applications of answer set programming. Higher-level constructs are

either justified by translation to “pure” answer set programming with only negation (as in [Sacca

and Zaniolo 1990]) or by appeal to a nonstandard definition of stable models (as in [Simons et al.

2002]).

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 13. Publication date: January 2025.



13:4 Chris Martens, Robert J. Simmons, and Michael Arntzenius

1.2 A Constructive Semantics Based on Mutually-Exclusive Choices
In this paper we develop finite-choice logic programming as a logic programming language with

choice, not negation, as primitive. We present and connect two semantics for finite-choice logic

programming: a set-based semantics that describes the incremental construction of solutions

(Section 2) and an interpretation of programs as the least fixed point of a monotonic immediate

consequence operator over the domain of possibility spaces (Section 5). We demonstrate that

finite-choice logic programming subsumes both datalog (Section 2.2) and answer set programming

(Section 2.3), and present new examples of idiomatic finite-choice logic programs (Section 3). We

present an algorithm for nondeterministic enumeration of solutions (Section 6) and describe an

implementation (Section 7) that outperforms state-of-the-art answer set programming engines

on a variety of examples, in part because our implementation avoids the “grounding bottleneck”

encountered by ASP solvers that take a ground-then-solve approach to program execution.

2 Defining Finite-Choice Logic Programming
At the core of finite-choice logic programming are facts, which take the form p(𝑡) is 𝑣 , where p(𝑡)
is the attribute and 𝑣 is the unique value assigned to that attribute. A set of facts (which we’ll call a

database) mustmap each attribute to atmost one value. Concretely, a fact like terrain(home) is forest
indicates that the region named home contains forest terrain, and cannot contain any other terrain.

This is called a functional dependency: the predicate terrain is a partial function from region names

to terrain types.

Definition 2.1 (Terms). As common in logic programming settings, terms are Herbrand structures,

either variables 𝑥,𝑦, 𝑧, . . . or uninterpreted functions f (𝑡1, . . . , 𝑡𝑛) where the arguments 𝑡𝑖 are terms.

Constants are uninterpreted functions with no arguments, and as usual we’ll leave the parentheses

off and just write b or c instead of b() or c(). We’ll often abbreviate sequences of terms 𝑡1, . . . , 𝑡𝑛 as

𝑡 when the indices aren’t important.

Definition 2.2 (Facts). A fact has the form p(𝑡1, . . . , 𝑡𝑛) is 𝑣 , where p is a predicate and the 𝑡𝑖 and 𝑣

are variable-free (i.e. ground) terms. We call p(𝑡1, . . . , 𝑡𝑛) the fact’s attribute and call the term 𝑣 the

fact’s value. We will sometimes use 𝑎 to stand in for a variable-free attributes p(𝑡).
Finite-choice logic programming admits specification of possibility spaces through the interplay

of two kinds of rules:

Definition 2.3 (Rules). Rules 𝐻 ← 𝐹 have one of two forms, open and closed.

p(𝑡) is? 𝑣 ← 𝐹 (open form rule)

p(𝑡) is {𝑣1, . . . , 𝑣𝑚} ← 𝐹 (closed form rule,𝑚 ≥ 1)

In both cases, 𝐹 is a conjunction of premises of the form p(𝑡) is 𝑣 . The rule’s conclusion (or head) 𝐻

is the part to the left of the← symbol. Both the head and the premises may contain variables, but

every variable in the head must appear in a premise.

For intuition: a closed conclusion, such as terrain(port) is {ocean, forest}, requires that the region
named port be either ocean or forest. An open conclusion, such as terrain(goal) is?meadow, requires
that the attribute terrain(goal) takes some value in the solution, and permits that value to bemeadow.

We make the semantics of these rule forms precise in the next section.

Definition 2.4 (Programs). A program 𝑃 is a finite set of rules.

Definition 2.5 (Substitutions). A substitution 𝜎 is a total function from variables to ground terms.

Applying a substitution to a term (𝜎𝑡 ) or a formula (𝜎𝐹 ) replaces all variables 𝑥 in the term or

formula with the term 𝜎 (𝑥).
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2.1 Fact-Set Semantics
In this section, we present the meaning of finite-choice logic programs by describing their con-

struction according to a nondeterminstic semantics.

Definition 2.6 (Databases). A database 𝐷 is a set of variable-free facts p(𝑡) is 𝑣 that is consistent,
meaning that each attribute p(𝑡) maps to at most one value 𝑣 : if p(𝑡) is 𝑣 ∈ 𝐷 and p(𝑡) is 𝑣 ′ ∈ 𝐷 ,
then 𝑣 = 𝑣 ′.

Definition 2.7 (Satisfaction). We say that a substitution 𝜎 satisfies 𝐹 in the database 𝐷 when, for

each p(𝑡) is 𝑣 in 𝐹 , the fact p(𝜎𝑡) is𝜎𝑣 is present in 𝐷 .

Definition 2.8 (Fact-set evolution). The relation 𝐷⇒𝑃 𝑆 relates a database (a consistent set of

facts) to a set of databases (a set of consistent sets of facts):

• If 𝑃 contains the closed-form rule p(𝑡) is {𝑣1, . . . , 𝑣𝑚} ← 𝐹 and 𝜎 satisfies 𝐹 in𝐷 , then𝐷⇒𝑃 𝑆 ,

where 𝑆 is the set of all 𝐷 ∪ {p(𝜎𝑡) is𝜎𝑣𝑖 } for 1 ≤ 𝑖 ≤ 𝑚 where the result of the union is

consistent (and therefore a database).

• If 𝑃 contains the open-form rule p(𝑡1, . . . , 𝑡𝑛) is? 𝑣 ← 𝐹 and 𝜎 satisfies 𝐹 in 𝐷 , then 𝐷⇒𝑃 𝑆 ,

where 𝑆 contains one or two elements. 𝑆 always contains 𝐷 itself, and if 𝐷 ∪ {p(𝜎𝑡) is𝜎𝑣} is
a consistent set of facts then 𝑆 contains 𝐷 ∪ {p(𝜎𝑡) is𝜎𝑣} as well.

To avoid a corner case with empty programs, we’ll also say that 𝐷⇒𝑃 {𝐷} always.

Definition 2.9 (Steps). We say that the program 𝑃 allows 𝐷 to step to 𝐷 ′ if 𝐷⇒𝑃 𝑆 and 𝐷 ′ ∈ 𝑆 .
Steps gives rise to step sequences: 𝐷1 . . . 𝐷𝑘 is a step sequence for 𝑃 if 𝑘 ∈ N (that is, if the sequence

is finite) and if, for each 𝑖 > 1, the program 𝑃 allows 𝐷𝑖−1 to step to 𝐷𝑖 .

Definition 2.10 (Saturation). A database 𝐷 is saturated under a program 𝑃 if its only possible

evolution under the⇒𝑃 relation is the singleton set containing itself. In other words, 𝐷 is saturated

under 𝑃 if, for all 𝑆 such that 𝐷⇒𝑃 𝑆 , it is the case that 𝑆 = {𝐷}.

Definition 2.11 (Solutions). A solution to the program 𝑃 is a saturated database 𝐷 where ∅ . . . 𝐷
is a step sequence for 𝑃 .

The implications of this definition of fact-set evolution are a bit subtle. In general, for a given

program 𝑃 and database 𝐷 , there may be many 𝑆 such that 𝐷⇒𝑃 𝑆 , as many as there are pairs of

substitutions 𝜎 and rules 𝐻 ← 𝐹 such that 𝜎 satisfies 𝐹 in 𝑃 . This means that each step in a step

sequence resolves two levels of nondeterminism: to take a step from 𝐷 to 𝐷 ′, first it is necessary to

pick one of the possibly many 𝑆 such that 𝐷⇒𝑃 𝑆 , and then it is necessary to pick a database 𝐷 ′

from that set 𝑆 .

2.2 Simulating Datalog
A datalog program without negation is a set of rules (Horn clauses) where all variables in the

conclusion appear somewhere in a premise.

p(𝑡) ← p1 (𝑡1), . . . , pn (𝑡𝑛) (datalog rule)

This is a generic use of “datalog,” as often people take “Datalog” to specifically refer to “function-

free” logic programs where term constants have no arguments, a condition sufficient to ensure

that every program has a finite model. We follow many theoretical developments and practical

implementations of datalog in ignoring the function-free requirement.

Finite-choice logic programming can simulate a datalog proposition p(𝑡) as a fact of the form
p(𝑡) is unit, where unit is a newly introduced constant. This is consistent with the traditional

interpretation of datalog so long as the predicate p only appears in premises of the form p(𝑡) is unit
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p is?ff ← (10)

q is?ff ← (11)

p is {tt} ← q isff (12)

q is {tt} ← p isff (13)

Fig. 1. The finite-choice logic program corresponding to the two rules p← ¬q and q← ¬p in ASP.

or in conclusions of the form p(𝑡) is {unit}. This observation justifies our the use of value-free

predicates in finite-choice logic programs, which we already saw with the use of region(𝑟 ) in rule 6

and adjacent (𝑟1, 𝑟2) in rule 7.

2.3 Simulating Answer Set Programming
Finite-choice logic programming can use the interplay of open and closed rules to obtain all the

expressiveness of stable models without any reference to logical negation. An answer set program

containing the two rules p ← ¬q and q ← ¬p corresponds to the finite-choice logic program

in Figure 1. The open rules 10 and 11 unconditionally permit p or q to have the “false” value ff,
and the closed rules 12 and 13 ensure that the assignment of ff to either p or q will force the

other attribute to take the “true” value tt. (This asymmetry between the handling of truth and

falsehood reflects their asymmetric treatment in answer set programming.) The two solutions for

this program are {p istt, q isff} and {p isff, q istt}, which correspond to the two solutions that

answer set programming assigns to the source program.

Answer set programming is usually defined in terms of variable-free rules that have both non-

negated premises pi and negated premises ¬qi.

p← p1, . . . , pn,¬q1, . . . ,¬qm (ASP rule)

A stable model of an answer set program takes the form of a set 𝑋 of variable-free propositions:

any proposition in 𝑋 is treated as true, and any proposition not in 𝑋 is treated as false. (For the full

definition of stable models, see Gelfond and Lifschitz [1988] or Appendix A.)

Theorem 2.12. Let 𝑃 be a finite collection of ASP rules. There exists a translation of 𝑃 to a finite-

choice logic program ⟨𝑃⟩ such that the following hold:

• For all stable models 𝑋 of 𝑃 , there is a solution 𝐷 to ⟨𝑃⟩ such that 𝑋 = {p | p istt ∈ 𝐷}.
• For all solutions 𝐷 of ⟨𝑃⟩, the set {p | p istt ∈ 𝐷} is a stable model of 𝑃 .

The proof of Theorem 2.12 is available in supplemental materials (Appendix A).

2.4 Example Program Execution
Let 𝑃 be the four rule program from Figure 1. We demonstrate the fact-set semantics step-by-step,

starting from the database 𝐷0 = ∅. Two rules have satisfied premises and thus generate evolutions:

Rules: p is?ff ← Evolutions: ∅⇒𝑃 { ∅, {p isff} } = 𝑆1

q is?ff ← ∅⇒𝑃 { ∅, {q isff} } = 𝑆2

p is {tt} ← q isff rule does not apply

q is {tt} ← p isff rule does not apply

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 13. Publication date: January 2025.
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There are three sets 𝑆 such that∅⇒𝑃 𝑆 : by rule 10 we have∅⇒𝑃 𝑆1, by rule 11 we have∅⇒𝑃 𝑆2,

and by the trivial evolution ∅⇒𝑃 {∅}.
It requires only a slight misreading of the definitions to incorrectly conclude that ∅ is satu-

rated: after all, in all cases that ∅⇒𝑃 𝑆 , it is the case that ∅ ∈ 𝑆 . However, ∅ is not saturated by

Definition 2.10, because ∅ can step to other databases as well.

If we choose to step from ∅ to {p isff}, three rules apply:

p is?ff ← {p isff}⇒𝑃 { {p isff} } = 𝑆3

q is?ff ← {p isff}⇒𝑃 { {p isff}, {p isff, q isff} } = 𝑆4

p is {tt} ← q isff rule does not apply

q is {tt} ← p isff {p isff}⇒𝑃 { {p isff, q istt} } = 𝑆5

As before, there are three possible evolutions and one of them is trivial. If we step to {p isff, q isff}
via 𝑆4, we will find ourselves in trouble:

p is?ff ← {p isff, q isff}⇒𝑃 { {p isff, q isff} }
q is?ff ← {p isff, q isff}⇒𝑃 { {p isff, q isff} }
p is {tt} ← q isff {p isff, q isff}⇒𝑃 ∅
q is {tt} ← p isff {p isff, q isff}⇒𝑃 ∅

This is yet another case where a slight misreading of the definitions could lead one to incorrectly

conclude that {p isff, q isff} is saturated: after all, we’ve just demonstrated that it is a database that

can only step to itself. However, {p isff, q isff} is not saturated by Definition 2.10: if we look at

the last rule, it would seem to require that the program derive q istt, conflicting with the existing

fact q isff. This conflict means that {p isff, q isff}⇒𝑃 ∅, so the the database is not saturated by

Definition 2.10. The database also cannot take a step to any other database aside from itself, and

so this represents a failed search: no series of steps will lead to a solution. Note that this case

demonstrates why we cannot define a saturated database as “a database that can only step to itself.”

Such a definition would—undesirably—admit databases that evolve to the empty set.

If we back up and instead let {p isff} step to {p isff, q istt} via 𝑆5, we can observe that the only

way the database can evolve is to the singleton set containing itself, which is what Definition 2.10

required:

p is?ff ← {p isff, q istt}⇒𝑃 { {p isff, q istt} }
q is?ff ← {p isff, q istt}⇒𝑃 { {p isff, q istt} }
p is {tt} ← q isff rule does not apply

q is {tt} ← p isff {p isff, q istt}⇒𝑃 { {p isff, q istt} }

Because {p isff, q istt} is saturated, it is a solution. Symmetric reasoning applies to see that

{p istt, q isff} is a solution. By inspection, there are no solutions where both p and q are assigned

the same value.

3 Finite-Choice Logic Programming by Example
This section presents examples to demonstrate common idioms that arise naturally in writing and

reasoning about finite-choice logic programs.
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edge(𝑥,𝑦) ← edge(𝑦, 𝑥) (14)

root is?𝑥 ← edge(𝑥,𝑦) (15)

parent (𝑥) is {𝑥} ← root is𝑥 (16)

parent (𝑦) is?𝑥 ← edge(𝑥,𝑦), parent (𝑥) is 𝑧 (17)

Fig. 2. Calculating a spanning tree over an undirected graph.

edge(𝑥,𝑦) ← edge(𝑦, 𝑥) (18)

representative(𝑥) is?𝑥 ← node(𝑥) (19)

representative(𝑦) is {𝑧} ← edge(𝑥,𝑦), representative(𝑥) is 𝑧 (20)

Fig. 3. Appointing a canonical representative for each connected component in an undirected graph.

3.1 Spanning Tree Creation
Seeded with an edge relation, the finite-choice logic program in Figure 2 will pick an arbitrary node

and construct a spanning tree rooted at that node. The structure of this program is such that it’s

not possible to make forward progress that indirectly leads to conflicts: rule 15 can only apply once

in a series of deductions, and rules 16 and 17 cannot fire at all until some root is chosen. A node

can only be added to the tree once, with a parent that already exists in the tree, so this is effectively

a declarative description of Prim’s algorithm without weights.

The creation of an arbitrary spanning tree for an undirected graph is a common first benchmark

for datalog extensions that admit multiple solutions. Most previous work makes a selection greedily,

either discarding any future contradictory selections [Giannotti et al. 2001; Greco and Zaniolo

2001; Hu et al. 2021; Krishnamurthy and Naqvi 1988], or else avoiding contradictory deductions by

consuming linear resources [Simmons and Pfenning 2008].

3.2 Appointing Canonical Representatives
When we want to check whether two nodes in an undirected graph are in the same connected

component, one option is to compute the transitive closure of the edge relation. However, in a

sparse graph, that can require computing 𝑂 (𝑛2) facts for a graph with 𝑛 edges.

An alternative is to appoint an arbitrary member of each connected component as the canonical

representative of that connected component: then, two nodes are in the same connected component

if and only if they have the same canonical representative. This is the purpose of the program in

Figure 3. In principle, it’s quite possible for this program to get stuck in dead ends: if nodes a and b
are connected by an edge, then rule 19 could appoint both nodes as a canonical representative, and

rule 16 would then prevent any extension of that database from being a solution. In the greedy-

choice languages mentioned in the previous section, this would be a problem for correctness:

incorrectly firing an analogue of rule 19 would mean that a final database might contain two

canonical representatives in a connected component. In finite-choice logic programming, because

closed rules can lead to the outright rejection of a database, this is merely a problem of efficiency:

we would like to avoid going down these dead ends.

In finite-choice logic programs like this one, we can reason about avoiding certain dead ends by

assuming a mode of execution that we call deduce, then choose. The deduce-then-choose strategy
dictates that, when picking the next step in a step sequence, we will always choose a non-trivial
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visit (z) ← visit (z) is {tt} ← (21)

visit (s(𝑛)) ← more(𝑛) visit (s(𝑛)) is {tt} ← more(𝑛) istt (22)

more(𝑛) is?ff ← visit (𝑛) istt (23)

stop(𝑛) ← visit (𝑛),¬more(𝑛) stop(𝑛) is {tt} ← visit (𝑛) istt,more(𝑛) isff (24)

stop(𝑛) is?ff ← visit (𝑛) istt (25)

more(𝑛) ← visit (𝑛),¬stop(𝑛) more(𝑛) is {tt} ← visit (𝑛) istt, stop(𝑛) isff (26)

Fig. 4. At left, an answer set program with no finite grounding. At right, the translation of this program to a
finite-choice logic program.

evolution to a singleton (𝐷⇒𝑃 {𝐷 ′} with 𝐷 ≠ 𝐷 ′) over any evolution to a set containing two or

more databases.

Endowed with the deduce-then-choose execution strategy, the program in Figure 3 will never

make deductions that indirectly lead to conflicts. First, rule 18 will ensure that the edge relation is

symmetric. Once that is complete, execution will be forced to choose some canonical representative

using rule 19 in order to make forward progress. Once a representative is chosen, rule 20 will

exhaustively assign that newly-appointed representative to every other node in the connected

component. Only when it is done may rule 19 fire again for a node in another connected component.

3.3 Lazy Answer Set Programming
Theorem 2.12 only describes a correspondence between variable-free finite-choice logic programs

and variable-free answer set programs: given that this is how answer set programming is usually

formally defined, it was difficult to do otherwise. However, the program transformation underlying

Theorem 2.12 applies to the non-ground answer set programs that are usually written down in

practice, and all the translations we have attempted are faithful translations of the source answer set

program. We confidently conjecture that the correctness of the translation extends to non-ground

programs, but we leave the formal details for future work.

Translating non-ground answer set programs is interesting in part because of answer set programs

like the one in Figure 4. That program has a well-defined set of solutions, but none of these solutions

can be enumerated by mainstream answer set programming implementations because the solver

invokes an initial grounding step that is forced to generate an infinite set of ground rules. The

translation of this program as a finite-choice logic program, on the other hand, has a simple

operational interpretation under the deduce-then-choose strategy: starting from zero, each simple

round of deduction will visit a successively larger natural number, at which point a choice will be

made to either stop at that number or to continue to visit more numbers.

This example suggests a connection between finite-choice logic programming and the strategy of

using lazy grounding in answer set programming [Dal Palù et al. 2009], a strategy which similarly

enables the evaluation of answer set programs with no finite grounding [Comploi-Taupe et al.

2023]. We will return to this point in Section 7.2.

3.4 Satisfiability
The previous examples all show how the evaluation of finite-choice logic programming can entirely

avoid reaching databases that are not solutions. However, the full expressive power of finite-

choice logic programming comes from the ability to represent problems where that avoidance

is not possible. Since answer set programming generalizes boolean satisfiability, it is no surprise
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p is {tt,ff} ← (27)

q is {tt,ff} ← (28)

r is {tt,ff} ← (29)

ok is {yes} ← (30)

ok is {no} ← p isff, q istt (31)

ok is {no} ← p istt, q isff, r isff (32)

Fig. 5. A finite-choice logic program representing the SAT instance (𝑝 ∨ ¬𝑞) ∧ (¬𝑝 ∨ 𝑞 ∨ 𝑟 ).

that boolean satisfiability problems can be represented straightforwardly in finite-choice logic

programming.

A Boolean satisfiability problem can be written as a conjunction of clauses where each clause

is a disjunction of propositions p and negated propositions ¬p. We represent such problems by

explicitly assigning each proposition to tt or ff by a closed rule, and adding a rule for each clause

that causes a value conflict for the ok predicate if the clause’s negation holds; see Figure 5 for an

example. The deduce-then-choose execution strategy gives no advantages here: the only deduction

is observing inconsistencies that result from already-selected choices.

4 Nondeterministic Immediate Consequences
The semantics given in Section 2 allow us to interpret the meaning of a finite-choice logic program

as the set of the program’s solutions (Definition 2.11). In some ways, though, this semantics leaves

a lot to be desired. Consider the following program 𝑃 :

p is {a, b} ← (33)

p is {b, c} ← (34)

q is?ff ← (35)

q is {tt} ← p is𝑥 (36)

Under the semantics in Section 2, there is a two-step sequence from ∅ to {p is c, q isff}:
∅⇒𝑃 { {p is b}, {p is c} } (by rule 34)

{p is c}⇒𝑃 { {p is c}, {q isff, p is c} } (by rule 35)

The result is not a solution, cannot be extended to a solution, and also cannot step to any other

database. The first step led us, irrevocably, to a dead end: the step sequence ∅, {p is c}, . . . can never

be extended to reach a solution.

Some dead ends are unavoidable when conflicting assignments only occur down significant

chains of deduction. That possibility is part of what gives finite-choice logic programming its

expressive power! In the program above, though, the conflict is in some sense immediate: at each

step, we have enough information to know that rule 33 and rule 34 both apply, and the overlap of

these closed rules means that p can only be given the value b in any solution.

In this section, we will revisit the semantics of finite-choice logic programming to present a

immediate consequence operator that captures global information about what is “immediately

derivable” from a given program and database. This development will provide the basis for a

least-fixed-point semantics of finite-choice logic programming (Section 5), as well as the foundation

for our implementation of finite-choice logic programming (Section 6).
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4.1 Bounded-Complete Posets
This development introduces several new concepts: constraints, constraint databases, and choice sets.

All these are instances of the same semilattice-like structure: bounded-complete posets.

In Section 2, we define databases as sets with an auxiliary definition of consistency. Now we will

generalize consistency to a notion of compatibility:

Definition 4.1 (Compatibility). If𝒟 is a set equipped with a partial order ≤, then a subset 𝑋 ⊆ 𝒟

is compatible when it has an upper bound, i.e. ∃𝑦 ∈ 𝒟. ∀𝑥 ∈ 𝑋 . 𝑥 ≤ 𝑦. We write ∥𝑋 to assert that

𝑋 is compatible and ∦𝑋 for its negation. As a binary operator 𝑥 ∥ 𝑦 = ∥{𝑥,𝑦} and 𝑥 ∦ 𝑦 = ∦{𝑥,𝑦}.
We will frequently use this basic fact about (in)compatibility:

Lemma 4.2. Compatibility is anti-monotone and incompatibility is monotone: if𝐷 ≤ 𝐷 ′ and 𝐸 ≤ 𝐸′,
then 𝐷 ′ ∥ 𝐸′ =⇒ 𝐷 ∥ 𝐸, and contrapositively 𝐷 ∦ 𝐸 =⇒ 𝐷 ′ ∦ 𝐸′.

Proof. 𝐷 ′ ∥ 𝐸′ means 𝐷 ′, 𝐸′ have some upper bound 𝐷∗; if 𝐷 ≤ 𝐷 ′ and 𝐸 ≤ 𝐸′, then 𝐷∗ is also
an upper bound for 𝐷, 𝐸. □

Definition 4.3. A bounded-complete poset (𝒟, ≤𝒟,⊥𝒟,
∨

𝒟) is a poset with a least element where

all compatible subsets have least upper bounds. In detail:

(1) ≤𝒟 ⊆ 𝒟 ×𝒟 is a partial order (a reflexive, transitive, antisymmetric relation).

(2) ⊥𝒟 ∈ 𝒟 is the least element: ∀𝑥 ∈ 𝒟. ⊥ ≤ 𝑥 .

(3)

∨
𝒟 : {𝑋 ⊆ 𝒟 : ∥𝑋 } → 𝒟 finds the least upper bound of a compatible set of elements:

(∀𝑥 ∈ 𝑋 . 𝑥 ≤ 𝑧) =⇒ ∨
𝒟𝑋 ≤ 𝑧. As a binary operator, 𝑥 ∨𝒟 𝑦 =

∨
𝒟{𝑥,𝑦}.

Example 4.4. Databases as presented in Section 2.1 are bounded-complete posets, where 𝐷1 ≤ 𝐷2

is the subset relation and ⊥ is the empty set ∅. The least upper bound operation is set union: if a

set of databases are each individually subsets of some consistent set 𝐷 of facts, then their union is

a subset of 𝐷 and so must also be a consistent set of facts.

4.2 Constraints and Constraint Databases
Definition 4.5. A constraint, 𝑐 ∈ Constraint, is either (just 𝑡) for some ground term 𝑡 or (noneOf𝑋 )

for some set 𝑋 of ground terms. Constraints form a bounded-complete poset as follows:

(1) ≤Constraint is defined by cases:

noneOf𝑋 ≤ noneOf 𝑌 ⇐⇒ 𝑋 ⊆ 𝑌

noneOf𝑋 ≤ just 𝑡 ⇐⇒ 𝑡 ∉ 𝑋

just 𝑡 ≤ just 𝑡 ′ ⇐⇒ 𝑡 = 𝑡 ′

just 𝑡 ̸≤ noneOf𝑋

(2) ⊥Constraint = noneOf ∅.
(3)

∨
Constraint

𝐶 is defined by cases. Because the least upper bound is only defined for compatible

sets, if we know just 𝑡 ∈ 𝐶 then just 𝑡 is the least upper bound: any other upper bound must

have the form just 𝑡 ′ with 𝑡 = 𝑡 ′. Otherwise, every 𝑐𝑖 ∈ 𝐶 is of the form noneOf𝑋𝑖 , and their

least upper bound is noneOf (⋃𝑖 𝑋𝑖 ). By way of illustration, in the binary case:

noneOf𝑋 ∨ noneOf 𝑌 = noneOf (𝑋 ∪ 𝑌 )
noneOf𝑋 ∨ just 𝑡 = just 𝑡 if 𝑡 ∉ 𝑋

just 𝑡 ∨ noneOf𝑋 = just 𝑡 if 𝑡 ∉ 𝑋

just 𝑡 ∨ just 𝑡 ′ = just 𝑡 if 𝑡 = 𝑡 ′

If none of these cases apply, 𝑐1 ∨ 𝑐2 is undefined because 𝑐1 ∦ 𝑐2.
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Definition 4.6. A constraint database, 𝐷, 𝐸 ∈ DB, is a map from ground attributes 𝑎 to constraints

𝐷 [𝑎]. Constraint databases form a bounded-complete poset with structure inherited pointwise

from Constraint:

(1) 𝐷 ≤DB 𝐸 ⇐⇒ ∀𝑎. 𝐷 [𝑎] ≤ 𝐸 [𝑎].
(2) ⊥DB is mapping that takes every attribute 𝑎 to ⊥Constraint = noneOf ∅.
(3)

∨
DB

𝑆 = 𝑎 ↦→ ∨
Constraint

{𝐷 [𝑎] : 𝐷 ∈ 𝑆}, and so is defined whenever ∀𝑎. ∥{𝐷 [𝑎] : 𝐷 ∈ 𝑆}.

Definition 4.7. A constraint database 𝐷 is positive if 𝐷 [𝑎] = noneOf𝑋 implies 𝑋 = ∅.

Definition 4.8. A constraint database 𝐷 is finite if {𝑎 : 𝐷 [𝑎] ≠ noneOf ∅} is finite and all 𝑋 such

that 𝐷 [𝑎] = noneOf𝑋 are finite.

We will introduce a new notation to describe finite constraint databases: (p ↦→ just ff, q ↦→
noneOf {ff}) represents the constraint database that takes p to just ff, takes q to noneOf {ff}, and
takes every other attribute to ⊥Constraint = noneOf ∅.
There is an obvious isomorphism between positive constraint databases and the databases-as-

consistent-sets-of-facts as introduced in Definition 2.6. The consistent sets of facts∅, {p istt, q isff},
and {edge(a, b) is unit} correspond, respectively, to the constraint databases⊥DB, (p ↦→ just tt, q ↦→
just ff), and (edge(a, b) ↦→ just unit).

4.3 Why Constraint Databases Aren’t Enough
The move from “sets of facts” to “functions from attributes to constraints” is an instance of a

common pattern encountered in extensions of logic programming to non-Boolean values. In the

bilattice-annotated logic programming setting, Fitting [1993] calls the analogue of a constraint

database a valuation, and Komendantskaya and Seda [2009] call the analogue of a constraint

database an annotation Herbrand model. In the weighted logic programming setting, Eisner [2023]

maintains a similar map 𝜔 from items to weights.

To our knowledge, all of this related work proceeds to define an immediate consequence operator

as a function from database-analogues to database-analogues, and the meaning of a program is

given as the unique least fixed point of this operator. But in finite-choice logic programming, as in

answer set programming, programs can have multiple incompatible solutions, and so the meaning

of a program cannot be a singular least fixed point of a function from constraint databases to

constraint databases. One way forward is to present an operator where solutions correspond to

any fixed point, or correspond to any fixed point of the operator that satisfies some additional

condition: this is essentially the approach used by Fitting [1993] to bound the set of stable models

for an answer set program using bilattices. However, this formulation doesn’t directly characterize

the stable models: it is still necessary to carry out the Gelfond-Lifschitz program transformation as

a post-hoc check to see if one of Fitting’s bounded fixed points is a stable model. Our attempts to

precisely characterize solutions for finite-choice logic programs as an arbitrary fixed point of some

function from databases to databases encountered similar difficulties.

In this work, we take a different approach, which we believe is novel: in Section 5, the least-

fixed-point interpretation of finite-choice logic programming is defined to be a set of pairwise

incompatible constraint databases, which we call a choice set.

4.4 Choice Sets
Choice sets form not merely a bounded-complete poset, but a complete lattice that has all least

upper bounds. We will establish this in two steps, first defining choice sets as a pointed partial

order, and then defining least upper bounds.
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Definition 4.9. A choice set C ∈ Choice, is a pairwise-incompatible set of constraint databases,

meaning that (∀𝐷, 𝐸 ∈ C. 𝐷 ∥ 𝐸 =⇒ 𝐷 = 𝐸). Choice is a pointed partial order:

(1) C1 ≤Choice C2 ⇐⇒ (∀𝐷2 ∈ C2 . ∃𝐷1 ∈ C1. 𝐷1 ≤ 𝐷2) ⇐⇒ (∀𝐷2 ∈ C2. ∃!𝐷1 ∈ C1. 𝐷1 ≤ 𝐷2).
Existence ∃𝐷1 implies unique existence ∃!𝐷1 by pairwise incompatibility: if 𝐷1, 𝐷

′
1
∈ C1 are

both ≤ 𝐷2 they are compatible and thus equal.

(2) ⊥Choice = {⊥DB}, that is, the set containing one item, the constraint database that maps every

attribute to noneOf ∅.
(3) ⊤Choice = ∅.

In a constraint database 𝐷 , each rule and rule-satisfying substitution in a finite-choice logic

program will induce a choice set C𝑖 , and deriving the immediate consequences of 𝐷 involves a

“parallel composition” of all these choices. The least upper bound

∨
𝑖 C𝑖 calculates this parallel

composition. We will start with a finite example to build intuition:

Example 4.10. If we have C1 = {𝐷𝑎, 𝐷𝑏, 𝐷𝑐 } and C2 = {𝐷𝑥 , 𝐷𝑦}, then C1 ∨𝐶2 contains between

zero and six elements: all of the least upper bounds out of (𝐷𝑎 ∨ 𝐷𝑥 ), (𝐷𝑏 ∨ 𝐷𝑥 ), (𝐷𝑐 ∨ 𝐷𝑥 ),
(𝐷𝑎 ∨ 𝐷𝑦), (𝐷𝑏 ∨ 𝐷𝑦), and (𝐷𝑐 ∨ 𝐷𝑦) that are actually defined.

For the least upper bound of 𝑛 choice sets, a database is in the least upper bound exactly when

it is the least upper bound of 𝑛 compatible databases, one drawn from each of the choice sets.

Formally, we define the least upper bound of a collection C𝑖∈𝐼 of choice sets indexed by some set 𝐼 .

Let 𝑓 : 𝐼 → DB be a function choosing one database from each choice set, so that 𝑓 (𝑖) ∈ C𝑖 . If the
set of databases thus chosen, Im(𝑓 ) = {𝑓 (𝑖) : 𝑖 ∈ 𝐼 }, is compatible, we include its least upper bound∨

𝑖 𝑓 (𝑖) in the resulting choice set

∨
𝑖 C𝑖 . The set of chosen databases, Im(𝑓 ) = {𝑓 (𝑖) : 𝑖 ∈ 𝐼 }, can

be seen as a candidate set for the least upper bound. If Im(𝑓 ) is compatible, the least upper bound

of Im(𝑓 ) exists and we include its least upper bound in the resulting choice set

∨
𝑖 C𝑖 .

Definition 4.11 (Least upper bounds for Choice). Take any {C𝑖 : 𝑖 ∈ 𝐼 } ⊆ Choice, and let

∏
𝑖∈𝐼 C𝑖

be the set of all functions 𝑓 : 𝐼 → DB such that 𝑓 (𝑖) ∈ C𝑖 . Then:∨
𝑖∈𝐼
C𝑖 =

{∨
Im(𝑓 ) : 𝑓 ∈

∏
𝑖∈𝐼
C𝑖 , ∥Im(𝑓 )

}
It is not entirely trivial to show that

∨
𝑖 C𝑖 is a least upper bound in Choice: the proof is available in

the supplemental material (Appendix B). The main subtleties are ensuring that we avoid combining

incompatible databases and ensuring that the resulting set remains pairwise incompatible.

The partial order ≤Choice , unlike the partial orders on Constraint and DB, has a greatest element

(∅), and so any collection of choice sets has an upper bound. Therefore, Choice is a complete lattice,

not merely a bounded-complete poset.

4.5 Immediate Consequence
Almost everything is now in place define an immediate consequence operator 𝜏𝑃 : DB→ Choice.

We only need to replay the definition of satisfaction from Section 2.1 in terms of constraint databases

and choice sets, and then we can define the immediate consequence as the least upper bound of the

consequence of every rule that can fire.

Definition 4.12 (Satisfaction). We say that a substitution 𝜎 satisfies 𝐹 in the constraint database 𝐷

when, for each premise p(𝑡) is 𝑣 in 𝐹 , we have (just𝜎𝑣) ≤ 𝐷 [p(𝜎𝑡)].

Definition 4.13. A ground rule conclusion 𝐻 defines a element of Choice, which we write as ⟨𝐻 ⟩,
in the following way:
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• ⟨p(𝑡) is? 𝑣⟩ = { (p(𝑡) ↦→ just 𝑣), (p(𝑡) ↦→ noneOf {𝑣}) }
• ⟨p(𝑡) is {𝑣1, . . . , 𝑣𝑛}⟩ = { (p(𝑡) ↦→ just 𝑣1), . . . , (p(𝑡) ↦→ just 𝑣𝑛) }

Definition 4.14 (Immediate consequence). The immediate consequence operator 𝜏𝑃 : DB→ Choice

is the least upper bound of every head of a rule with satisfied premises:

𝜏𝑃 (𝐷) = {𝐷} ∨
(∨
{⟨𝜎𝐻 ⟩ : (𝐻 ← 𝐹 ) ∈ 𝑃, 𝜎𝐹 ≤ 𝐷}

)
We forcibly ensure that {𝐷} ≤ 𝜏𝑃 (𝐷) by making the result the least upper bound of {𝐷} itself
and the least upper bound of all the satisfied rule heads. (We conjecture this is redundant for our

subsequent developments, but it is also harmless.)

Example 4.15. Returning to the four rule program 𝑃 at the beginning of this section (rules 33-36),

these are all examples of how the immediate consequence operator for that program behaves on

different inputs:

𝜏𝑃 (⊥DB) = { (p ↦→ just b, q ↦→ just ff),
(p ↦→ just b, q ↦→ noneOf {ff}) }

𝜏𝑃 (p ↦→ just b, q ↦→ just ff) = ∅
𝜏𝑃 (p ↦→ just b, q ↦→ noneOf {ff}) = { (p ↦→ just b, q ↦→ just tt) }

𝜏𝑃 (q ↦→ just ff) = { (p ↦→ just b, q ↦→ just ff) }
𝜏𝑃 (p ↦→ just b) = { (p ↦→ just b, q ↦→ just tt) }

𝜏𝑃 (p ↦→ just b, q ↦→ just tt) = { (p ↦→ just b, q ↦→ just tt) }
𝜏𝑃 (q ↦→ just someOtherTerm) = { (p ↦→ just b, q ↦→ just someOtherTerm) }

The immediate consequence operator on ⊥DB captures the fact that that, due to rules 33 and 34

in combination, p can only be assigned the value b. Any other step, like a step to p is a by rule 33,

is a dead end. The immediate consequence operator does not, however, preclude the dead-end

step from an empty database to a database where q isff, since that information is not immediately

available: rule 36 only applies in a database where p has a definite value.

5 Fixed-Point Semantics
We have one notion of what a finite-choice logic program means: the meaning of a program 𝑃 is

the set of databases that are solutions to 𝑃 according to Definition 2.11. So why do need to provide

another explanation for what a program means?

In our view, there are three satisfying ways of explaining the foundations of a logic programming

language. In no particular order:

• A logic program defines a set of propositions in a constructive proof theory, and the meaning

of a program is given by the logical consequences of those propositions. The methodology of

uniform proofs brings with it a built-in operational semantics in terms of proof search in a

focused sequent calculus [Miller et al. 1991].

• A logic program defines a monotonic immediate consequence function, and the meaning of

a logic program is the least fixed point of this function. This methodology brings with it a

built-in operational semantics, because one can repeatedly apply the immediate consequence

operation to a least element in hopes of reaching a fixed point [Van Gelder et al. 1991].

• A logic program defines a proposition in classical logic through the program completion

of Clark [1978], and the meaning of a logic program is the set of satisfying models of

that proposition. This interpretation admits spurious circular justifications: the program

containing one rule p← p has the Clark completion p↔ p, which admits both the expected
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interpretation (p is false) as well as an undesirable interpretation (p is true). Some programs,

however, have a unique least model — the smallest set of true propositions — which can be

interpreted as the canonical solution.

A very nice property of datalog is that it admits all three justifications, and they all agree. Answer

set programming provides a greatly desirable property — the ability to give a program multiple,

mutually-exclusive solutions — but it does so at the cost of being able to give programs any of these

foundationally satisfying semantics.

In this section, we will present the interpretation of a finite-choice logic program as a member

of Choice, the least fixed point of a “lifted” immediate consequence operator that has choice sets as

both its domain and range. Theorem 5.12 establishes that solutions (Definition 2.11) correspond to

databases in this least fixed point that are positive (Definition 4.7) and finite (Definition 4.8).

Example 5.1. First, let’s develop some intuition about what it means for a choice set to provide

the interpretation of a finite-choice logic program. In this example only, allow yourself to squint

and reinterpret consistent sets of facts as constraint databases: in this hazy light, the set of solutions

for a given program looks a lot like a choice set.

The program with no rules corresponds to the choice set ⊥Choice = {∅}.
The program with one rule (p is {tt,ff} ←) has two pairwise-incompatible solutions that form

the choice set { {p istt}, {p isff} }.
⊥Choice ≤Choice { {p istt}, {p isff} }

One way additional rules can create greater choice sets is by adding facts. A second rule

(q is {tt} ←) results in a program that still has two solutions.

{ {p istt}, {p isff} } ≤Choice { {p istt, q istt}, {p isff, q istt} }

If we instead added a more constrained second rule (q is {tt} ← p istt), we would instead have

these solutions:

{ {p istt}, {p isff} } ≤Choice { {p istt, q istt}, {p isff} } }

Another way additional rules can create greater choice sets is by removing solutions. If we return

to the program with just the rule (p is {tt,ff} ←) and add a second rule (p is {tt} ← p is𝑥), the
database where p isff is no longer a solution:

{ {p istt}, {p isff} } ≤Choice { {p istt} }

A choice set that is greater according to ≤Choice may alternatively contain more constraint

databases, which would occur if the second rule was instead (q is {tt,ff} ← p isff):

{ {p istt}, {p isff} } ≤Choice { {p istt}, {p isff, q istt}, {p isff, q isff} }

Finally, if we have a fully contradictory program, such as one containing two rules (p is {tt,ff} ←)
and (p is {meadow} ← p is𝑥), its interpretation is the set containing zero solutions. This is a valid

choice set, and is in fact the greatest element of Choice.

{ {p istt}, {p isff} } ≤Choice ∅ = ⊤Choice
Running through this example, one can observe a kind of monotonicity at work: adding rules to a

program always results in the meaning of that larger program being a greater choice set according

to the partial order ≤Choice from Definition 4.9.
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5.1 Lifted Immediate Consequence
The typical move when defining the meaning of a forward-chaining logic programs is to interpret

the program as the least fixed point of an immediate consequence function. Immediate consequence

presented in Section 4.5 is a function 𝜏𝑃 : DB → Choice, and because the domain and range are

different we can’t take the fixed point. Recalling the definition of saturation in Definition 2.10 gives

us a limited (but important!) notion of fixed points that we call models:

Definition 5.2. A constraint database 𝐷 is a model of the program 𝑃 in either of these equivalent

conditions:

𝐷 ∈ 𝜏𝑃 (𝐷) ⇐⇒ 𝜏𝑃 (𝐷) = {𝐷}

We have no hope of giving a least-fixed-point interpretation of finite-choice logic programs this

way, as most interesting finite-choice logic programs do not have unique minimal models. Instead,

we will “lift” 𝜏𝑃 to a function T𝑃 : Choice→ Choice:

Definition 5.3. T𝑃 (C) =
⋃

𝐷∈C 𝜏𝑃 (𝐷).

For Definition 5.3 to be a candidate for iterating to a fixed point, we must show that

⋃
𝐷∈C 𝜏𝑃 (𝐷)

is in Choice, i.e. that all the databases it contains are pairwise incompatible:

Lemma 5.4. If C is pairwise incompatible, then so is

⋃
𝐷∈C 𝜏𝑃 (𝐷). That is, if 𝐸1, 𝐸2 ∈

⋃
𝐷∈C 𝜏𝑃 (𝐷)

are compatible, then they are equal.

Proof. Consider some 𝐷1, 𝐷2 ∈ C and 𝐸1 ∈ 𝜏𝑃 (𝐷1) and 𝐸2 ∈ 𝜏𝑃 (𝐷2). Suppose 𝐸1 ∥ 𝐸2. Since
𝐷1 ≤ 𝐸1 and 𝐷2 ≤ 𝐸2, by Lemma 4.2 we know 𝐷1 ∥ 𝐷2, thus 𝐷1 = 𝐷2 (since both are in C). And
since 𝜏𝑃 (𝐷1) = 𝜏𝑃 (𝐷2) is pairwise incompatible, 𝐸1 = 𝐸2. □

Now we would like to define the meaning of a finite-choice logic program as the unique least

fixed point of T𝑃 . Because choice sets form a complete lattice, we can apply Knaster-Tarski [Tarski

1955] as long as T𝑃 is monotone, which it is:

Lemma 5.5 (𝜏𝑃 is monotone). If 𝐷1 ≤DB 𝐷2, then 𝜏𝑃 (𝐷1) ≤Choice 𝜏𝑃 (𝐷2).

Proof. Because 𝜏𝑃 (𝐷1) and 𝜏𝑃 (𝐷2) are the least upper bound of the rule heads satisfied in𝐷1 and

𝐷2 respectively, it suffices to show that if 𝜎 satisfies 𝐹 in 𝐷1, then 𝜎 satisfies 𝐹 in 𝐷2. This follows

from Definition 4.12: for each premise p(𝑡) is 𝑣 in 𝐹 , we have just𝜎𝑣 ≤ 𝐷1 [p(𝜎𝑡)] ≤ 𝐷2 [p(𝜎𝑡)]. □

Lemma 5.6 (T𝑃 is monotone). If C1 ≤ C2, then T𝑃 (C1) ≤ T𝑃 (C2).

Proof. Wewish to show

⋃
𝐷∈C 𝜏𝑃 (𝐷) ≤Choice

⋃
𝐷 ′∈C′ 𝜏𝑃 (𝐷 ′). So, fixing𝐷 ′ ∈ C′ and 𝐸′ ∈ 𝜏𝑃 (𝐷 ′),

we wish to find a𝐷 ∈ C and 𝐸 ∈ 𝜏𝑃 (𝐷) with 𝐸 ≤ 𝐸′. Since C ≤ C′, for𝐷 ′ ∈ C′ there exists a unique
𝐷 ∈ C with 𝐷 ≤ 𝐷 ′. By monotonicity of 𝜏𝑃 we have 𝜏𝑃 (𝐷) ≤Choice 𝜏𝑃 (𝐷 ′). Thus for 𝐸′ ∈ 𝜏𝑃 (𝐷 ′)
we have a unique 𝐸 ∈ 𝜏𝑃 (𝐷) with 𝐸 ≤ 𝐸′. □

Theorem 5.7 (Least fixed points). T𝑃 has a least fixed point, written as lfpT𝑃 .

Proof. Because T𝑃 is monotone and Choice is a complete lattice, by Tarski [1955], the set of

fixed points of T𝑃 forms a complete lattice. The least fixed point is the least element of this lattice,

i.e. lfpT𝑃 =
∧{C : T𝑃 (C) ≤ C} (where

∧
𝑋 =

∨{C : ∀𝑥 ∈ 𝑋, C ≤ 𝑥}). □

Corollary 5.8. Every model 𝐸 has a lower bound 𝐷 ∈ lfpT𝑃 with 𝐷 ≤ 𝐸.

Proof. Since {𝐸} is a fixed point of T𝑃 , we know lfpT𝑃 ≤Choice {𝐸}, i.e. ∃𝐷 ∈ lfpT𝑃 . 𝐷 ≤ 𝐸. □

Theorem 5.9 (Minimal models). lfpT𝑃 contains exactly the minimal models of 𝑃 , meaning models

𝐷 such that any model 𝐷 ′ ≤ 𝐷 is equal to 𝐷 .
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Proof. No model outside lfpT𝑃 is minimal, because by Corollary 5.8 it has a lower bound in

lfpT𝑃 . And every model 𝐷 ∈ lfpT𝑃 is minimal: given a model 𝐸 ≤ 𝐷 , by Corollary 5.8, there is some

𝐷 ′ ∈ lfpT𝑃 with 𝐷 ′ ≤ 𝐸 ≤ 𝐷 . But then 𝐷 ′ ∥ 𝐷 and by pairwise incompatibility 𝐷 ′ = 𝐷 = 𝐸. □

5.2 Agreement of Step Semantics and Least-Fixed-Point Semantics
Theorem 5.7 establishes that it is reasonable to say that a finite-choice logic program has a canonical

model, lfpT𝑃 . Defining the meaning of a program this way, instead of the step-by-step definition

given in Section 2.1, has a number of advantages. However, we need to take care with stating the

correspondence between our two ways of assigning meaning to a finite-choice logic program.

Example 5.10. The the one-rule program (p is? b←) has one solution according to Definition 2.11,
the set {p is b}. The least-fixed-point interpretation of this program contains two models. The first,

(p ↦→ just b), obviously corresponds to the unique solution. The second, (p ↦→ noneOf {b}), does
not correspond to any solution.

This is a relatively straightforward issue to resolve: we will only expect positive models (Defini-

tion 4.7) to correspond to solutions.

Another challenge for connecting the step semantics and the least-fixed-point interpretation has

to do with infinite choice sets and constraint databases.

Example 5.11. The translated answer set program with no finite grounding that we showed

in Figure 4 makes for an interesting example. All but one of the models in the least-fixed-point

interpretation of this program are finite. Here is one finite model, corresponding to the visiting

only 0 and then stopping:

(visit (z) ↦→ just tt, more(z) ↦→ just ff, stop(z) ↦→ just tt)

That constraint database corresponds to the fact set {visit (z) istt,more(z) isff, stop(z) istt}, which
is a solution according to Definition 2.11.

In addition to countably infinite constraint databases that correspond to solutions, the least-fixed-

point interpretation of the program in Figure 4 also includes a single infinite constraint database

that does not correspond to any solution:∨
𝑖∈N

(
visit (s𝑖 (z)) ↦→ just tt, stop(s𝑖 (z)) ↦→ just ff, more(s𝑖 (z)) ↦→ just tt

)
Example 5.11 demonstrates an advantage the least-fixed-point interpretation: it lets us reason

mathematically about the meaning of programs that cannot be reached in finitely many steps. The

least-fixed-point interpretation of datalog confers analogous advantages: a simple forward-chaining

interpreter cannot fully evaluate the datalog program with two rules (p(z) ←) and (p(s(𝑥)) ←
p(𝑥)), but the least-fixed-point interpretation assigns the program a canonical interpretation as the

infinite set {p(s𝑛 (z)) | 𝑛 ∈ N}.
Because we defined solutions to be finite sets, we have to account for the fact that the least fixed

point interpretation of a finite-choice logic program may contain constraint databases that are not

finite, and therefore do not correspond to solutions.

The following theorem establishes that there are no other caveats beyond the two highlighted

by Examples 5.10 and 5.11:

Theorem 5.12. For 𝐷 ∈ DB, the following are equivalent:
(1) 𝐷 is a solution to 𝑃 by Definition 2.11.

(2) 𝐷 ∈ lfpT𝑃 and 𝐷 is positive and finite.
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{ (p1 ↦→ just b) } ∨ { (p1 ↦→ just b, p2 ↦→ just b, p3 ↦→ just b) ,
{ (p2 ↦→ just b), (p2 ↦→ just c) } ∨ (p1 ↦→ just b, p2 ↦→ just b, p3 ↦→ noneOf {b}) ,
{ (p3 ↦→ just b), (p3 ↦→ noneOf {b}) } (p1 ↦→ just b, p2 ↦→ just c, p3 ↦→ just b) ,

(p1 ↦→ just b, p2 ↦→ just c, p3 ↦→ noneOf {b}) }

Fig. 6. Two views of the same choice set. On the right, the choice set is represented straightforwardly as a set
of pairwise-incompatible constraint databases. On the left, the choice set is represented as the least upper
bound of singular choice sets.

Proof. Details are in the supplemental materials (Appendix C), but we will provide an outline

here:

Going from (1) to (2) we first establish that any step which is precluded by the immediate

consequence operator (as discussed in the introduction to Section 4) is actually a dead end, which

means that productive steps taken towards a solution are always suitably “within” the set of

immediate consequences. We then observe that all solutions are models, fixed points as defined by

Definition 5.2, and are therefore bounded below by some minimal model in lfpT𝑃 . But any step

sequence deriving a solution must be bounded above by a constraint database in lfpT𝑃 , and this

squeezes solutions into membership in lfpT𝑃 .
Going from (2) to (1) we establish that any finite constraint database in lfpT𝑃 belongs to a finite

iteration of T𝑃 , and the action of each of those finitely-many iterations can be simulated with finite

step sequences. □

6 Abstract Algorithm
Choice sets are critical both in defining the immediate consequence operators 𝜏𝑃 and T𝑃 and in

defining the meaning of a finite-choice logic program as lfpT𝑃 . However, the infrastructure of
choice sets is more heavyweight than was strictly required to define 𝜏𝑃 . For any program 𝑃 and

constraint database 𝐷 , we can express 𝜏𝑃 (𝐷) in a simplified form, as the least upper bound of

singular choice sets:

Definition 6.1. A choice set C is singular to an attribute 𝑎 when, for all 𝐷 ∈ C, we have that
𝐷 [𝑎′] = noneOf ∅ whenever 𝑎′ ≠ 𝑎.

The least upper bound of multiple choice sets singular to 𝑎 is also a choice set singular to 𝑎, so

we can view the output of immediate consequence as a map from attributes to singular choice sets.

This critical shift in perspective is illustrated in Figure 6 and is specified formally in supplemental

materials (Appendix C).

Note that while 𝜏𝑃 (𝐷) can always be written as the least upper bound of singular choice sets, not

all choice sets can be described this way. A simple example is the program from Figure 1, whose

interpretation is given by this choice set:

{ (p ↦→ just ff, q ↦→ just tt), (p ↦→ just tt, q ↦→ just ff) }

6.1 An Algorithm for Exploring the Interpretation of a Finite-Choice Logic Program
This nondeterministic algorithm attempts to return a single element from lfpT𝑃 .
• Initially, let 𝐷 be ⊥DB.
• While 𝜏𝑃 (𝐷) ≠ {𝐷} and 𝜏𝑃 (𝐷) ≠ ∅:
(1) Interpret 𝜏𝑃 (𝐷) as a map from attributes 𝑎 to choice sets singular in 𝑎.
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(2) Nondeterministically pick some attribute 𝑎 where 𝜏𝑃 (𝐷) [𝑎] ≠ {(𝑎 ↦→ 𝐷 [𝑎])}.
(The loop guard 𝜏𝑃 (𝐷) ≠ {𝐷} ensures some such 𝑎 exists.)

(3) Nondeterministically pick some (𝑎 ↦→ 𝑐) in 𝜏𝑃 (𝐷) [𝑎].
(The loop guard 𝜏𝑃 (𝐷) ≠ ∅ ensures that 𝜏𝑃 (𝐷) [𝑎] ≠ ∅.)

(4) Modify 𝐷 by setting 𝐷 [𝑎] to be 𝑐 .

• Successfully return 𝐷 if 𝜏𝑃 (𝐷) = {𝐷}, and return failure if 𝜏𝑃 (𝐷) = ∅.

This algorithm captures the intuition discussed at the start of Section 4: we can use the immediate

consequences of a database to guide the process of picking the next step in the step-by-step

computation of solutions to a finite-choice logic program.

Theorem 6.2. For positive constraint databases 𝐷 , the following are equivalent:

(1) The algorithm described above may successfully return 𝐷 .

(2) 𝐷 ∈ lfpT𝑃 and 𝐷 is finite.

This a corollary of the lemmas used to establish Theorem 5.12, which are presented in the

supplemental materials (Appendix C).

The key to efficient evaluation of this algorithm is that we can incrementally update and efficiently

query the portion of 𝜏𝑃 (𝐷) where 𝜏𝑃 (𝐷) [𝑎] ≠ {(𝑎 ↦→ 𝐷 [𝑎])}. This is not original to finite-choice

logic programming or our implementation: maintaining a data structure capturing all immediate

consequences is perhaps the fundamental move for efficient implementation of semi-naive, tuple-

at-a-time forward-chaining evaluation of logic programs. To give two examples, this is precisely

the purpose of the queue 𝑄 in [McAllester 2002] and of the agenda 𝐴 in [Eisner 2023]. Our setting

is novel because the immediate consequence of a partial solution is not another deterministically-

defined partial solution — as it is for McAllester, Eisner, and all other work we are aware of — but a

pairwise-incompatible set of partial solutions, which we explore nondeterministically.

6.2 Resolving Nondeterminism
There are two nondeterministic choice points in the abstract algorithm described in Section 6.1:

the choice of an attribute 𝑎 in step 2 of the loop, and the choice from 𝜏𝑃 (𝐷) [𝑎] in step 3 of the

loop. The nondeterministic choice in step 2 is common to all similar semi-naive, tuple-at-a-time

forward-chaining evaluation algorithms, but the nondeterministic choice in step 3 is not.

We conjecture that the selection of an attribute (in step 2 of the abstract algorithm’s loop) isn’t

“lossy:” when the algorithm might pick one of two attributes, the choice of one won’t preclude

finding any answer that the programmight have returned if it had instead picked the other attribute.

This means that a backtracking version of our algorithm that searches for all solutions doesn’t

need to reconsider the choices made in step 2.

While each individual attribute choice cannot cut off the path to any particular solution, a

systematic bias in the way attributes are selected can interfere with the algorithm’s nondeterministic

completeness. Nevertheless, we choose for our implementation to be systematically biased by the

deduce-then-choose strategy introduced in Section 3.2. In the context of our abstract algorithm, the

deduce-then-choose strategy always picks an attribute 𝑎 where 𝜏𝑃 (𝐷) [𝑎] is a singleton when such

a choice is possible. This strategy does force non-termination on the abstract algorithm where it

might otherwise be able to terminate, as the following example shows:
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Example 6.3. Consider the following five-rule finite-choice logic program:

p is {red} ← (37)

q is {blue, yellow} ← num(s(s(z))) (38)

p is {𝑥} ← q is𝑥 (39)

num(z) ← (40)

num(s(𝑥)) ← num(𝑥) (41)

This program has no solutions — its least-fixed-point interpretation is the empty set — and it is

possible for the abstract algorithm in Section 6.1 to finitely return failure or to loop endlessly,

depending on how nondeterministic choices are resolved. However, the additional constraint

imposed by the deduce-then-choose strategy means that our algorithm cannot finitely return

failure, and can only fail to terminate.

Unlike the choice of which attribute to consider in step 2 of the abstract algorithm, the choice

in step 3 to pick a specific value necessarily cuts off possible solutions. However, we can turn our

abstract algorithm into a partially correct algorithm for enumerating the elements of a least-fixed-

point interpretation by backtracking over the choices made in step 3.

Alongside backtracking, we add in one final bias. While our abstract algorithm enumerates

arbitrary members of lfpT𝑃 , we are interested only in solutions, which by Theorem 5.12 are the

positive constraint databases in lfpT𝑃 . Accordingly, we restrict our backtracking strategy to prefer

constraints of the form (just 𝑡) prior to backtracking. This means that if the algorithm returns

without backtracking, the result will be a positive model.

This combination of strategies—the deduce-then-choose strategy, no backtracking over choices

of attribute, and some form of backtracking over the choice of constraint while preferring positive

constraints—means that we can think of an execution of the abstract algorithm as a process of

expanding a (potentially infinite) tree of decisions.

Example 6.4. Consider the following five-rule finite-choice logic program:

p is {tt,ff} ← (42)

q is {tt,ff} ← (43)

r is? a← (44)

r is {b, c} ← p isff (45)

r is {𝑥} ← p is𝑥, q is𝑥 (46)

Two of the many possible induced execution trees are show in Figure 7. The upper tree Figure 7

represents a execution where p is considered first in step 2 of the abstract algorithm’s loop, and the

lower tree represents an execution where r is considered first.

In the first example where p is considered first, when the algorithm decides to give p the value

just tt, the next attribute considered is q, but when p is given the value just ff, the next attribute
considered is r . This highlights that we are not insisting on a single global ordering of attributes.

6.3 Completeness of the Constrained Algorithm
Example 6.3 demonstrated that the restrictions we put on the nondeterministic algorithm in this

section force the non-backtracking version of our algorithm into non-termination where it might

have otherwise terminated signaling failure. It is an open question whether the restrictions in this

section interfere with the nondeterministic completeness of the algorithm: in other words, we

don’t know whether there is a program 𝑃 and a database 𝐷 ∈ lfpT𝑃 such that the more restricted
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Fig. 7. Two trees of nondeterministic execution induced by different ways of selecting attributes in course of
executing the finite-choice logic program from Example 6.4. Leaves representing failure-return are crossed
out, and leaves representing successful terms are highlighted.

The algorithm potentially returns the same five models regardless of the order in which attributes are
selected. The related models are outlined in the same color in the two trees. For example, the leaf that
corresponds to returning the model (𝑝 ↦→ just tt, 𝑞 ↦→ just tt, 𝑟 ↦→ noneOf {a}) is highlighted in brown and
can be found on the left side of the upper tree and near the center of the lower tree.

algorithm is unable return 𝐷 . We conjecture that, even with the refinements we have discussed,

any finite 𝐷 ∈ lfpT𝑃 can be reached with a suitable choice of attributes in step 2 of the algorithm’s

loop. Even if these restrictions do sacrifice completeness, we believe they are worthwhile. The

deduce-then-choose strategy makes the performance of finite-choice logic programs vastly more

predictable, as demonstrated by the examples in Section 3.

7 Implementation
Our implementation of the constrained abstract algorithm for finite-choice logic programming is

called Dusa. The implementation supports three modes of interaction: a TypeScript API, a command-

line program, and the browser-based editor pictured in Figure 8 and accessible at https://dusa.rocks/.

All modes allow the client to request incremental enumeration of all solutions to a finite-choice

logic program, and the first two modes allow the client to sample individual solutions [Simmons

2024].

Despite implementing the algorithm in Section 6.1, which enumerates finite models in lfpT𝑃 , our
implementation discards all non-positive models and only exposes solutions—the positive models in

the program’s interpretation—to the client. That’s why, while the interpretation of the program in

Example 6.4 includes five different models, the web interface in Figure 8 only indicates the presence

of four solutions.

Our implementation of finite-choice logic programming was initially designed with procedural

generation and possibility-space exploration in mind. This makes our design considerations very

similar to those that led Horswill to design CatSAT as a way to facilitate procedural generation in
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Fig. 8. Online editor for the Dusa implementation of finite-choice logic programming at https://dusa.rocks/.

Unity games [Horswill 2018]. Horswill identifies four barriers to the use of answer set program-

ming in video games, all of which are relevant to finite-choice logic programming and the Dusa

implementation:

Designer Transparency. By this, Horswill refers to tools that allow designers to understand and

manipulate programs. CatSAT does not directly address this barrier, and while Dusa has not been

systematically tested with designers, our web interface does make it possible for non-experts to

inspect, manipulate, and share programs without downloading or installing software (meeting

many of the criteria for casual creators [Compton and Mateas 2015]).

Performance. CatSAT uses a simple implementation of the WalkSAT algorithm to get reasonable

time performance and excellent memory performance on satisfability problems that are not ex-

cessively constrained. Dusa approaches performance from a different angle: our implementation

is relatively memory-intensive, but we aim to provide predictable performance, which we discuss

more in Section 7.1.

Run-Time Integration. Whereas answer set programming tools are primarily written as standalone

programs, CatSAT is implemented as a DSL in C# to naturally integrate with programs in the Unity

ecosystem. Dusa is implemented in TypeScript to facilitate integration with the web ecosystem.

Determinism. Horswill observes that most SAT solvers and answer set programming languages

make it difficult or impossible to access suitably random behavior. Like CatSAT, the Dusa im-

plementation defaults to randomness. After constraining the abstract algorithm as described in

Section 6.2, our implementation resolves all remaining nondeterministic choices uniformly at

random. Furthermore, rather than using a stack-based backtracking algorithm, our implementation

creates in-memory representations of the trees described in Figure 7. After a solution is discovered,

the algorithm prunes fully-explored parts of the tree and then returns to the root of the tree to

begin random exploration again. The goal of this strategy is to avoid returning a second solution

that is very similar to the first, a behavior that is commonly observed when exploring a state space

with a stack-based (or depth-first) backtracking search.

While our strategy for randomized exploration does not truly sample the interpretation at

random, in practice it has proven suitable for procedural generation. In our experience, Dusa also

does a good job of locating “small” solutions for programs with an infinite interpretation like the

one in Figure 4. However, when asked to enumerate multiple solutions for this specific program,

Dusa will start by presenting smaller solutions and will then only present successively larger

solutions, never returning to smaller solutions that were skipped along the way. This behavior,

which Dusa shares with the Alpha implementation of ASP with lazy grounding [Weinzierl 2017], is

unsuitable for procedural generation, and we hope to address it in future work.
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Fig. 9. Performance of the spanning tree program from Section 3.1 and the canonical representative algorithm
from Section 3.2 on graphs with different characteristics. All data points are the median of three runs
requesting a single solution.

7.1 Predictable Performance With Prefix Firings
The implementation of the abstract evaluation algorithm in Dusa is closely modeled after the semi-

naive, tuple-at-a-time forward-chaining interpreter for datalog presented by McAllester [2002].

McAllester’s algorithm was designed to facilitate a cost semantics, a way of reasoning about the

run-time cost of evaluation without reasoning about the details of how the implementation works.

McAllester’s cost semantics is based on counting the number of prefix firings in a solution. If a

rule 𝐻 ← 𝐹 has the premises 𝐹 = p1 (𝑡1) is 𝑣1, . . . , pn (𝑡𝑛) is 𝑣𝑛 , then a prefix firing for the database

𝐷 is a unique variable-free instantiation of the first 𝑖 ≤ 𝑛 premises p1 (𝜎𝑡1) is 𝑣1, . . . , pi (𝜎𝑡𝑖 ) is 𝑣𝑖
that is satisfied in 𝐷 . The central result of McAllester’s work is that, assuming constant-time

hashtable operations, a datalog program that returns the solution 𝐷final can be evaluated in time

proportional to the prefix firings for 𝐷final. This cost semantics allows programmers to make

decisions about how to write declarative programs: the McAllester cost semantics suggests defin-

ing the recursive rule for a transitive closure as path(𝑥, 𝑧) ← edge(𝑥,𝑦), path(𝑦, 𝑧) rather than
path(𝑥, 𝑧) ← path(𝑥,𝑦), path(𝑦, 𝑧), because in a graph where the number of edges is proportional

to 𝑛, the number of vertices, the former rule has 𝑂 (𝑛2) prefix firings and the latter has 𝑂 (𝑛3).
It would be nice to say that McAllester’s cost semantics apply to Dusa programs that reach a

solution without backtracking, but that isn’t quite the case. McAllester’s algorithm represents an

extreme point in possible time-space tradeoffs: the result of every deduction is memoized in a

hash table. (If one makes the standard assumption that hash table operations take constant time,

this results in a space complexity equal to the time complexity.) In order to support our general

backtracking strategy, our implementation uses AVL trees to implement the maps that McAllester’s

algorithm implements as hash tables. To apply a prefix-firing cost semantics to finite-choice logic

programming, we will need to take one of two approaches: either we must adapt the cost semantics

to account for the logarithmic factors involved in accessing functional maps, or we must describe a

modified implementation of our algorithm that uses hash tables.

Nevertheless, the prefix-firing cost semantics is successful at predicting the behavior of Dusa

programs that do not backtrack. The programs for spanning tree generation in Figure 2 and

for canonical representative appointment in Figure 3 are expected, in any deduce-then-choose

execution, to find some solution without backtracking, and solutions for both programs will have

prefix firings proportional to the number of edges. Figure 9 demonstrates that the actual behavior

of Dusa generally conforms to the running time predicted by the cost semantics, possibly with

some additional logarithmic factors thrown in to account for the use of functional data structures.
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Fig. 10. Performance of Alpha, Clingo, and Dusa at finding canonical representatives. All data points are the
median of three runs requesting a single solution, discarding runs exceeding 100 seconds.

7.2 Comparing Dusa to Answer Set Programming
There’s not an obvious way to ask an answer set programming engine to run the spanning tree

program from Section 3.1 or the canonical representative program from Section 3.2, because we

have not defined a translation from finite-choice logic programs to answer set programs. However,

solutions to the rooted spanning tree problem and the canonical representative problem can be

expressed in answer set programming, and these answer set programs can be translated into

finite-choice logic programs as discussed in Sections 2.3 and 3.3.

In Figure 10 we compare the canonical representative problem from Figure 3 against an idiomatic

Clingo program that uses features like cardinaity constraints, as well as comparing the performance

of a single “pure” answer set program executed in Clingo, in the Alpha implementation of ASP

with lazy grounding [Weinzierl 2017], and in Dusa by direct translation of ASP to finite-choice

logic programming. (The yellow lines in Figure 10 repeat the red and blue lines from the right-hand

side of Figure 9.) In contrast with the predictable behavior shown in Figure 9, the performance

of the other four solutions varies significantly depending on characteristics of the graph. In the

head-to-head comparison, Dusa outperforms the state of the art on dense graphs but does worse as

graphs get sparser.

The poor performance of Clingo in the head-to-head comparison can be attributed to the “ground-

ing bottleneck” encountered by traditional approaches to ASP. Both Alpha’s lazy grounding and

Dusa’s deduce-then-choose execution model represent ways of avoiding this grounding bottleneck,

and this translates to better asymptotic performance for this example.

Compared with modern ASP implementations, the backtracking strategy used by the current

Dusa implementation is incredibly naive, comparable to 1990s-era DPLL SAT solvers that lacked

non-chronological backtracking. This lack of sophistication is almost certainly the cause of Dusa’s

relatively poor performance in head-to-head comparisons on sparse graphs. More generally, our

implementation struggles on programs like the Boolean satisfiability example in Figure 5 that define

a possibility space generically and then use constraints to whittle it down to a desired state. This

design-space sculpting approach to modeling [Smith and Mateas 2011] is a natural way to express

many problems: to implement procedural generation we can let every point in a grid be land or

sea and demand that there be a path between two specific points, to implement graph coloring we

can assign every node in a graph to one of five colors and demand that no two edge-connected

nodes have the same color, and to implement the 𝑁 -queens problem we can let every space on a

𝑁 -by-𝑁 chessboard contain a queen or not and demand that there are 𝑁 queens on the board and

that there are no immediate avenues of attack. Variants of all these problems are considered in our

extended benchmarking results, available in supplemental materials (Appendix D). In future work,

we intend to adapt Dusa to better support sculptural finite-choice logic programming by adapting
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techniques such as conflict-driven nogood learning that have proven successful in similar settings

[Gebser et al. 2012].

8 Related Work
Our least-fixed-point interpretation of finite-choice logic programming describes a domain-like

structure for nondeterminism that draws inspiration from domain theory writ large [Scott 1982],

particularly powerdomains for nondeterministic lambda calculi and imperative programs [Ken-

naway and Hoare 1980; Plotkin 1976; Smyth 1976]. Our partial order on choice sets matches the

one used for Smyth powerdomains in particular [Smyth 1976]. Our construction requires certain

completeness criteria on posets that differ from these and other domain definitions we have found

in the literature.

Both the least-fixed-point interpretation and the step-sequence interpretation of finite-choice

logic programming represent ways of reasoning about the incremental development of solutions.

Because we provide a translation of answer set programming into finite-choice logic programming,

these ways of reasoning about incremental development of solutions are applicable to ASP as

well. Previous work in this area includes the stable backtracking fixedpoint algorithm described

by Sacca and Zaniolo [1990]. (We interpret their algorithm as giving the first direct account for

answer set programming without grounding, though it seems to us that this significant fact was

not noticed or exploited by the authors or anyone else.) There has also been a disjunctive extension

to datalog [Eiter et al. 1997] and characterizations of its stable models [Przymusinski 1991]; Leone

et al. [1997] present an algorithm for incrementally deriving stable models for disjunctive datalog.

Their approach is based on initially creating a single canonical model by letting some propositions

be “partially true.”

At the core of finite-choice logic programming is the propositional form p(𝑡) is 𝑣 , which es-

tablishes a functional dependency from an attribute to a value. This mirrors the proposition form

𝑅 [𝑥1, . . . , 𝑥𝑛−1] = 𝑥𝑛 used to enforce integrity constraints in LogiQL [Aref et al. 2015]. Soufflé’s

functional dependencies allow programs to express multiple mutually contradictory conclusions

[Hu et al. 2021], but as as discussed in Section 3.1, functional dependencies in the tradition of

Krishnamurthy and Naqvi [1988] cannot express that the violation of a functional dependency

should cause a potential solution to be rejected. Roughly speaking, LogiQL works like a finite-choice

logic programming language that only has closed rules without multiple choices, and Soufflé works

like a finite-choice logic programming language that has only open rules. These systems are less

expressive than ours in this respect, but they can completely avoid expensive backtracking.

The partially-ordered set Constraint introduced in Section 4.2 suggests a relationship between

finite-choice logic programming and other languages that assign non-Boolean values to proposi-

tions: values drawn from a semiring in weighted logic programming [Eisner et al. 2005], various

interpretations of degree-of-truth in annotated logic programming [Kifer and Subrahmanian 1992]

and bilattice-based logic programming [Fitting 1991], and probabilities in probabilistic logic pro-

gramming [Sterling 1995]. As discussed in Section 4.3, we’re unaware of work along these lines

that can give an account for stable models without falling back on a variant of Gelfond and Lifs-

chitz’s syntactic transformation. However, the related mathematical structures shared across these

approaches points towards generalizing Constraint to accept alternate partial orders, similar to the

lattice-based functional dependencies seen in datalog extensions like Bloom [Conway et al. 2012],

Flix [Madsen and Lhoták 2020], and Egglog [Zhang et al. 2023].

Fandinno et al. [2023] extend a translation due to Niemlä [2008] to formalize the “idea from

folklore” that ASP can be based on an ASP choice rules along with integrity constraints. This is

similar to our observation that choice, rather than negation, is a suitable foundation for answer

set programming, though a limited (stratified) negation is still necessary in their translation. They
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present a conceptual operational semantics based on making all possible choices up-front, followed

by a phase of deduction; this operational interpretation is intended as a pedagogical tool rather

than the basis of a practical implementation.

9 Conclusion
We have introduced the theory and implementation of finite-choice logic programming, an approach

to logic programming that has connections to answer set programming but that treats choice, not

negation, as the fundamental primitive of nondeterminism. We establish that choice is a suitably

expressive foundation by showing that answer set programming can be defined in terms of finite-

choice logic programming.

We give a first definition of finite-choice logic programming in terms of nondeterministically

augmenting a set of facts, a second definition as the unique least fixed point in a novel domain of

mutually-exclusive models, and a proof that these two definitions agree on solutions.

Our Dusa implementation can enumerate solutions to finite-choice logic programs, and the

runtime behavior of our implementation can often reliably (if approximately) be predicted by

McAllester’s cost semantics based on prefix firings. Because our implementation is not subject to

the “grounding bottleneck” that affects mainstream answer set programming solvers, our imple-

mentation outperforms the state-of-the-art Clingo ASP implementation in many cases despite its

extremely naive backtracking strategy.

In future work, we hope to firmly establish the status of nondeterministic completeness for the

abstract algorithm as restricted by the deduce-then-choose strategy (as discussed in Section 6.3),

investigate fair enumeration of solutions (as discussed in Section 7), and apply proven techniques

from ASP solvers and Boolean satisfiability solvers to improve Dusa’s performance on programs

where the current implementation’s simplistic backtracking strategy does not perform well (as

discussed in Section 7.2). In addition, we plan to investigate the semantics of fragments of our

language, both by giving a precise account for connecting open rules and languages with choice

constructs like Soufflé’s and by seeing if closed rules can account for disjunctive datalog. We also

hope to generalize finite-choice logic programming as presented here, particularly by extending

the partial order on Constraint to richer partial orders, as has been done in related systems, which

we believe could expand the expressiveness of finite-choice logic programming to account for

monotonic data aggregation [Ross and Sagiv 1992]. Finally, we hope to explore proof-theoretic

accounts of finite-choice logic programming, which could support compositional explanation and

provenance analysis for possibility spaces.
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