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ABSTRACT

We summarize student-led work to build a science gateway for
RNAMake, which is software for modeling the three-dimensional
structure of RNA molecules. The gateway uses Apache Airavata,
which has been extended to support HTCondor submissions. The
students also extended the Airavata Django Portal to provide cus-
tomized user interfaces. In the process, the students learned open
source software and open governance practices.

CCS CONCEPTS

« Applied computing — Bioinformatics; « Human-centered
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1 RNAMAKE, HIGH THROUGHPUT
COMPUTING, AND SCIENCE GATEWAYS

RNA nanotechnology has the potential to create custom nanoma-
chines to revolutionize the engineering of materials, catalysts, biomed-
ical diagnostics, and therapeutics. One of the main things people
want to improve for RNA vaccines is stability, both of the vaccine
shelf life and of the vaccine inside the cell. A popular research
avenue is to chemically modify the RNA, which is being done ex-
tensively, but this goal could also potentially be achieved by adding
more three dimensional (3D) structure, as RNAs with strong 3D
structure are generally more stable. RNAMake is a suite of tools
developed by the Yesselman Lab [4] for designing and optimizing
RNA 3D structures, allowing researchers to explore structures that
would address the stability problem.

RNAMake is a good fit for a High Throughput Computing (HTC)
environment. The inputs and outputs are comparatively small, and
the memory utilization is less than 2GB. Also, the jobs can be
split into many small pieces and recombined post processing. Jobs
usually take hours to execute, and so do not need interactive user
interfaces.

RNAMake is thus a good candidate for a software as a service
(SaaS) science gateway, in which the software can be deployed on
cyberinfrastructure such as the Open Science Grid/PATh, which
supports HTC submissions. End users can then access the deployed
software through a web-based front end that simplifies the job
submission process (users do not need to understand complex com-
mand line tools or the complexities of batch managers) and also
integrates visualization or analysis tools to create a research envi-
ronment.

2 BUILDING THE RNAMAKE GATEWAY

We implemented the RNAMake gateway using the open source
Apache Airavata [2] framework and its Science Gateways Platform
as a service (SciGaP) deployment at Indiana University. Apache
Airavata middleware is well-suited for SaaS gateways that interact
with schedulers. Apache Airavata’s job execution management
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system is extensible but did not include support for HTCondor [3],
so making this new extension and contributing it back to the open
source code base was a development opportunity for the students.

The Airavata Django Portal [1] provides a turnkey web front end
to the middleware in order to provide a configurable basic gateway
with no additional coding. The Airavata Django Portal can also be
extended at various levels of sophistication, ranging from look-and-
feel changes using the embedded Wagtail Content Management
System to low-level JavaScript and Python API changes, allowing
gateway developers to create end user environments that are tai-
lored to the scientific user communities who will use the gateway.
Examples include integrating third-party plotting and analysis tools
for the generated outputs from the simulation.

3 CONCLUSIONS AND FUTURE WORK

Integration of HTCondor into the Apache Airavata software stack
will enable other PATh projects and the larger HTCondor com-
munity to develop science gateways with the Apache Airavata
software stack. The projects gave both of the student groups experi-
ence working with open source software developers and the Apache
Software Foundation governance principles. Students learned to
work and contribute to existing code bases and interact with open
source communities, increasing the likelihood that their efforts fit
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within larger project goals and will be sustained beyond the specific
student capstone projects.
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