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Abstract—CMOS Image Sensors (CIS) are integral to both
human and computer vision tasks, necessitating continuous
improvements in key performance metrics such as latency, power,
and noise. Despite experienced designers being able to make
informed design decisions, novice designers and system architects
face challenges due to the complex and expansive design space
of CIS. This paper introduces a systematic methodology that
elucidates the trade-offs among CIS performance metrics and
enables efficient design space exploration. Specifically, we propose
a first-principle-based CIS modeling method. By exposing low-
level circuit parameters, our modeling method explicitly reveals
the impacts of design changes on high-level metrics. Based on
the modeling method, we propose a design space exploration
process that swiftly evaluates and identifies the optimal CIS

design, capable of exploring over 109 designs in under a minute
without the need for time-consuming SPICE simulations. Our
approach is validated through a case study and comparisons with
real-world designs, demonstrating its practical utility in guiding
early-stage CIS design.

Index Terms—CMOS image sensors, Integrated circuit mod-
eling, Design space exploration.

I. INTRODUCTION

CMOS Image Sensors (CIS) play a vital role in converting

signals from external world to visual data for either human

vision or computer vision tasks. Throughout years huge efforts

have been made to improve CIS performance metrics [1],

[2], among which three of them are the most important:

latency, power, and noise. Other metrics, such as dynamic

range, signal-to-noise ratio, and sensitivity, are also related to

them. Experienced CIS designers can make fast and deliberate

decisions to satisfy the design requirements, however, there

lacks a systematic design methodology for novice designers

and system architects who are not familiar with CIS details.

The fundamental reason behind this is CIS design in-

volves a large and complicated design space. First, the de-

sign space spans over circuit level and architecture level.

Circuit-level design parameters, such as transistor sizing, ca-

pacitance/resistance, bias current, and circuit topology, inter-

actively affect architecture-level design parameters such as
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CIS floorplanning and CIS timing. Second, the design space

crosses analog domain and digital domain. Not only is the

whole CIS a mixed-signal case with analog processing cir-

cuits before Analog-to-Digital Conversion (ADC) and digital

processing circuits after ADC, but there are also mixed-signal

blocks (e.g., ADC and phase-locked loop circuit) where analog

and digital signals are interleaved.

Critically, such a design space makes it implicit to investi-

gate the trade-offs among CIS performance metrics. Without

clear trade-offs, systematic performance optimization is more

challenging. For example, a designer wants to reduce the CIS

power by decreasing the bias current of the source follower in

each pixel; however, the source follower might thus have high

latency and the ADC needs to be faster to guarantee the frame

rate requirement, which in turn increases the CIS power. Even

though one can list all the design cases, validating each case

in SPICE simulation is extremely time-consuming.

In this paper we propose a modeling method that systemati-

cally and explicitly investigates the CIS performance trade-offs

in latency, power, and noise. Based on the modeling method,

we further propose an efficient Design Space Exploration

(DSE) process to obtain the optimal CIS design given a

specified target. Since the modeling equations are derived from

first principles and the SPICE simulations are not needed, the

DSE process searches over 109 designs in less than a minute.

The proposed modeling method and DSE process can be a

useful tool to guide system designers towards their goals at

CIS on early design stage.

Modeling Method. Our modeling method expresses CIS

performance metrics with tunable circuit parameters – low-

level circuit knobs – and first-principled equations, thus the

systematic effect of changing a knob becomes explicit. Our

modeling objects cover typical in-sensor circuits and generally

apply to common CIS design cases. Specifically, we consider

two common CIS architectures: CIS with column-level ADC

and CIS with pixel-level ADC. At this point, we only support

the modeling of Single-Slope (SS) ADC as this is the most

commonly adopted ADC in commercial CIS products [3],

because it has a good balance between speed, resolution,

and power consumption and a relatively simple design which

makes pixel-level integration easier.

DSE Process and Optimization. The DSE process is

to sweep over the low-level circuit knobs exposed by the

modeling equations, and evaluate the performance of the

design under each set of knobs. The optimization is done

by choosing the set of knobs that gives the best performance

under the given optimization target. We use a case study to
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Fig. 1. Typical CIS architectures: (a) CIS with column-level ADC, (b) CIS
with pixel-level ADC, and (c) CIS with chip-level ADC.

demonstrate the DSE process, and explain the rationale behind

the performance trend. We discuss two optimization targets:

power-optimized design and power-noise-product-optimized

design.

Validation Study. To show the practicability of our method

in real design cases, we compare the optimized design with

the actual design from two chips – a scientific paper and

a commercial product – and elaborate how the proposed

methodology helps.

The remaining part of this paper is organized as follows:

Sec. II introduces background and related works; Sec. III

presents our modeling method for the CIS with column-

level ADC; Sec. IV presents our modeling method for the

CIS with pixel-level and chip-level ADC; Sec. V analyzes

the DSE process inspired by the modeling method; Sec. VI

demonstrates the validation with real designs; and Sec. VII is

conclusion and future work.

II. BACKGROUND AND RELATED WORKS

In this section we first give a brief introduction to CIS,

including basic operations and common architectures (II-A).

Then we review the state-of-the-art modeling methods for CIS

(II-B). Finally we review the classical modeling methods for

analog/mixed-signal circuits, which many components in CIS

belong to (II-C).

A. CMOS Image Sensors

CIS are the most popular visual sensing devices in industrial

applications, due to their low cost, small footprint, and seam-

less integration with on-chip CMOS computation circuits [4].

Numerous CIS designs have been developed with novelties

from in-sensor components to sensor architecture; nonetheless,

they share the commonality in main components: 2D pixel

array (with its addressing circuits), ADC, clock generator,

digital processing circuits, and Input/Output (I/O) interface.

The light signal is acquired by the pixel array, read out by the

ADC, processed by the digital processing circuits, and finally

sent off-chip by the I/O interface, under the clock sequence

from the clock generator. Among these CIS designs, SS ADC

is widely adopted, and its key circuits are a comparator, a

counter, and a ramp signal generator.

CIS designs are usually categorized by the placement of

ADCs in the sensor, as shown in Fig. 1, which include CIS

with column-level ADC [5], CIS with pixel-level ADC [6], and

CIS with chip-level ADC [7]. They represent different trade-

offs among speed, power, and area chosen by the designers.

The chip-level design places the only one ADC beside the

pixel array which reads out the pixels sequentially; this ADC

consumes the longest readout time which is proportional to the

number of pixels, but its layout design is the least constrained

thus complex circuits with flexible sizing can be used to

gain better performance. The column-level design has column-

parallel (or column-sharing) ADCs which read out the pixels

in column-wise parallelism; this ADC consumes moderate

readout time which is proportional to the number of pixel

rows, but the width of its layout is limited by the pixel pitch.

The pixel-level design places an ADC in every pixel to enable

pixel-parallel readout; this ADC consumes the shortest readout

time, but its layout has to be small enough for high pixel fill

factor thus its performance is degraded.

B. CMOS Image Sensor Models

Researchers are finding ways to characterize and model the

performance of CIS. As the era of visual embodied artificial

intelligence comes where computations are integrated into

CIS, such models become more urgent in assisting designers

to evaluate the performance of the entire visual systems.

However, previously proposed CIS modeling methods are

either over-simplified or limited to single metric evaluation.

For example, Meta [8] proposes a power estimation frame-

work for visual computation systems on AR/VR devices. They

estimate the CIS power by coarsely dividing it into only

four stages (sensing, readout, idle, and communication) with

a constant power number for each stage; thus their model is

unclear on how different CIS configurations affect the system-

atic power. CAMJ [9] proposes an energy modeling framework

for general computational CIS. It models the energy based on

circuit structures and considers latency constraints; however,

it emphasizes on the exploration of in-sensor computation

architectures without considering the details of CIS-specific

circuits. Gow et al. [10] present a MATLAB-based tool that

simulates the impact of various noise sources on CIS and

Fossum [11] explores the noise performance of quanta CIS

using Poisson arrival statistics. Callens et al. [12] analyze the

multi-metric trade-offs between speed, power, and noise under

different readout architectures for 3D-stacked CIS; however,

they limit the scope on the readout circuits only, and they do

not propose a modeling method but instead characterizing the

trade-offs with the data from published papers.

To our best knowledge, our proposed modeling method is

the first of this kind to quantitatively and systematically dis-

cuss the latency-power-noise trade-offs in CIS and explicitly

connect the trade-offs with low-level circuit details.

C. Analog/Mixed-Signal Circuit Models

At the circuit level, CIS is an Analog/Mixed-Signal (AMS)

system. The most accurate AMS model is given by SPICE

simulations; however, they require a huge amount of funda-

mental physics parameters and run slowly, especially as the

size and complexity of the circuit scale up. Thus researchers

are simplifying the AMS circuits with first-principle-based

approximation models, e.g., the latency model [13], the power

model [14], the noise model [15] as well as the model that

emulates signal waves [16].
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Fig. 2. Timing pipeline of CIS with column-level ADC, where “Readout” is pipelined with “D (digital processing) + I/O”. dimv is the vertical dimension of
the pixel array – the number of pixels in one column. Note that the “Readout” and “D+I/O” stages can each have different durations.

These circuit models are combined to build up the model

for complex AMS systems. For example, Lauwers et al. [17]

propose a power modeling framework for ADCs and analog-

continuous time filters without knowing circuit details. Their

framework targets simpler AMS systems, and lacking cir-

cuit parameters in the model makes it less inspirational for

designers to optimize circuits. Assche et al. [18] propose a

modeling framework for ElectroEncephaloGram (EEG) sen-

sors. Their system includes analog amplifier, ADC, digital

logics/memory/processor, and transmission. With the consid-

eration of speed and noise, their framework finds the power-

optimal EEG sensor design; however, the latency and noise of

the circuits are considered by high-level parameters, such as

Gain-BandWidth-product (GBW) and Signal-to-Noise-Ratio

(SNR), and the constraints among building blocks are not

discussed. Our proposed modeling method is based on the

similar first-principled paradigm but targets a more complex

AMS system – the entire image sensor, with reasonable

approximations to make the modeling parameters accessible

to system designers.

III. MODELING CIS WITH COLUMN-LEVEL ADC

In Sec. III and Sec. IV we discuss our modeling method for

CIS with different ADC placement. We start from discussing

the CIS with column-level ADC (Sec. III), as this is the

most common architecture for rolling shutter CIS and it well

demonstrates our modeling principle. The modeling method

for CIS with pixel-level ADC is similar to the column-level

one with minor modifications and is discussed later (Sec. IV).

The modeling method for CIS with chip-level ADC is also

briefly mentioned in Appendix (Apdx. B).

A. Basic Assumptions

Operation Timing. CIS with column-level ADC typically

adopts rolling shutter exposure [19]: the sensor converts and

reads out light signal row by row. As shown in Fig. 2, there

are five operation stages: exposure, readout (ADC), digital

processing, I/O, and idle. The start of Row 1’s exposure stage

and the end of Row 1’s idle stage mark the start and the end

of the frame.

Note that the exposure stage of different rows can be

overlapped, however, the readout stage cannot because there

is only one row of ADCs shared by all rows of pixels. Within

the frame latency, the ADCs are consecutively activated for

each row and remain idle until the readout of Row 1 at the

next frame.

Fig. 3. Abstracted signal path of the modeled CIS, which is commonly
adopted in previous works [20].

With the consecutive readout, the digital processing stage

and the I/O stage are hidden behind the readout stage to reduce

latency. There are two common ways of pipelining: (1) (Fig. 2)

the digital processing and the I/O share the same stage and it is

pipelined with the readout stage; in this way, the latency sum

of the digital processing and the I/O cannot exceed the readout

latency; and (2) the digital processing and the I/O take two

stages and they are pipelined with the readout stage; in this

way, neither the digital processing latency nor the I/O latency

can exceed the readout latency (Constraint-A).

After each row is transmitted off-chip through the I/O, the

row goes through an idle stage before starting exposure for the

next frame. Given the frame latency and the readout latency,

the exposure length is adjusted by tuning the idle latency

tidle,pipeline.

Signal Path. The signal path in our model starts from pixel

and ends at I/O. The abstracted signal path is shown in Fig. 3:

the input light is acquired as electrons on the in-pixel Floating

Diffusion (FD) node; the electrons are read out through the in-

pixel Source Follower (SF) as voltage; the voltage is received

and converted to digital pixel value by the SS ADC, which

consists of one comparator, two Auto-Zero (AZ) switches,

and one counter, through two input capacitors and one ramp

generator; the digital value is processed by an on-chip digital

processor (if there is any) and finally sent off-chip through

the I/O. Note that the ADC is column-parallel while a single

ramp generator and a single I/O are shared by all ADCs. A

phase-locked loop provides clocks for the counter in SS ADC

and the driver in I/O.

Hardware Abstraction. Modeling the circuits with de-

tailed physical parameters gives the most accurate results, but

it is impractical and makes the model no difference to SPICE

simulations. Thus, our model tries to find a good balance

between accuracy and modeling efficiency – using the mini-

mum parameters to achieve reasonable modeling accuracy. Our
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model is indeed aware of transistor-level parameters, unlike the

coarse function-level model in Meta’s framework [8]; however,

for each transistor we only ask for the basic parameters that

define the large-signal current and small-signal conductances.

We further reduce the parameters by simplifying the current

equations. Specifically we assume three inversion levels for

each transistor: strong, moderate, and weak inversion. For the

transistors in strong inversion, we use classical squared-law

current equations [21]; for the transistors in weak inversion, we

use subthreshold current equations [22]; and for the transistors

in moderate inversion, we use gm/Id method [23] to directly

estimate current from gm (transconductance) without having

any other physical parameters.

For the small-signal conductances we consider transconduc-

tance gm = ∂id
/

∂vgs , output conductance (caused by channel-

length modulation effect) gd = ∂id
/

∂vds , and body conduc-

tance (caused by body effect) gmb = ∂id
/

∂vsb . Although the

ratios between these conductances depend on process nodes,

without loss of generality, we assume gm = 100gd = 10gmb

for straightforward numerical calculations.

With these assumptions, we show our model in details

for latency, power, and noise in Sec. III-B, Sec. III-C, and

Sec. III-D, respectively.

B. Latency Model

In Fig. 2, the frame latency is given by the sum of exposure

length, readout latency, digital processing and I/O latency, and

idle latency. A clearer way to calculate the frame latency, due

to the pipelining nature, is to mark the start and the end of the

frame by the start of Row 1’s readout stage at current frame

and the start of Row 1’s readout stage at next frame. Thus the

frame latency tframe is given by:

tframe =
1

FrameRate
≈ dimv × treadout + tidle,readout (1)

where treadout is the readout latency and tidle,readout is the idle

latency between the readout of Row dimv at current frame

and the readout of Row 1 at next frame. Since usually dimv

is large, we ignore the digital processing and I/O latency for

simplicity. tidle,readout can then be specified by the frame’s duty

cycle:

DutyCycle =
dimv × treadout

tframe
× 100% (2)

Designers commonly allocate a specific portion of the frame

time for readout, leaving remaining time for digital processing,

communication, and timing synchronization. The duty cycle

is the fraction of total frame time actively used for readout.

Specifying a duty cycle is crucial as it influences power, noise,

and overall system timing.

treadout contains a series of consecutive operations from

pixel to ADC. Our latency model adopts a typical read-

out operation sequence [20]. It consists of three stages: the

electron transfer through in-pixel SF (tsf), the auto-zero of

ADC’s comparator (taz), and the counting of ADC’s counter

(tcount). Modern CIS adopt Correlated Double Sampling (CDS)

to suppress offset, flicker (1/f), and reset noise. To perform

CDS, two pixel readouts are required: (1) reset level: sampled

immediately after pixel reset, containing the reset voltage plus

Stepped Input

Large-Signal Slew

Source 
Follower

Cload,pixel 

Output Response

Small-Signal Settle

Vanalog 

Fig. 4. Analog latency is expressed by large-signal slew latency and small-
signal settling latency. The SF is used as an example.

noise; and (2) signal level: sampled after exposure, containing

the decreased reset voltage (because photocharge discharges

the sense node) plus approximately the same noise. Subtracting

the two samples cancels the common mode noise, generating

an estimate of the true signal. Therefore, both electron transfer

and ADC counting are performed twice per pixel. treadout is

thus expanded as:

treadout = tsf + taz + tcount

=
(

tsf,reset + tsf,signal

)

+ taz +
(

tcount,reset + tcount,signal

)

(3)

Eqn. (2) and Eqn. (3) reveal an important constraint: given

a frame rate and a duty cycle, the sum of tsf, taz, and tcount

is a constant (Constraint-B1). In other words, with a faster

SF and a faster ADC’s comparator, the ADC’s counter must

be slowed down to meet the constraint. Eqn. (3) contains the

latency from both analog and digital circuits and we deal with

them differently for accurate modeling.

Analog Latency. For the analog latency (tsf,reset, tsf,signal,

and taz), they are modeled as the sum of large-signal slew

latency and small-signal settling latency. This is because these

analog circuits are discrete-time systems where the inputs are

sampled voltages and the outputs are the step response to the

corresponding inputs, as shown in Fig. 4. Specifically:

tsf,reset =
|Vsf0 – Vsf,reset|

SlewRatesf
+ ksettle × Äsettle,sf

tsf,signal =
|Vsf,reset – Vsf,signal|

SlewRatesf
+ ksettle × Äsettle,sf

taz =
|Vin,cmp0 – Vout,cmp0|

SlewRatecmp
+ ksettle × Äsettle,cmp

(4)

where subscript “sf0/comp0” represents the SF/comparator’s

initial voltage at the beginning of the operation; ksettle is

a factor describing how stable the small-signal settling is –

typically ksettle = 5 gives a stable settling; and Ä is the small-

signal time constant.

Based on large-signal models, SlewRatesf and SlewRatecmp

are derived as:

SlewRatesf =
Ibias,sf

Cload,pixel
=

Ibias,sf

dimv × Cpixel + Cin,cmp

SlewRatecmp =
Ibias,cmp

Cin,cmp + Cload,cmp

(5)

where Ibias is the static bias current; the SF drives a column

of pixels with each pixel having an internal capacitance Cpixel

and the input capacitance of the comparator Cin,cmp; and the

comparator drives both Cin,cmp and its output capacitance
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Fig. 5. The schematic of an SF and a comparator [24]. The color shadow
indicates the small-signal conductances used in our model.

Cload,cmp in AZ operation. Based on small-signal models,

Äsettle,sf and Äsettle,comp are derived as:

Äsettle,sf =
1

2À× fp,sf
=

Cload,pixel + Cgs,sf

gm,sf

≈
Cload,pixel

gm,sf

Äsettle,cmp =
1

2À× fp,cmp
=

ro,cmp ×
(

Cin,cmp + Cload,cmp

)

1 + Adc,cmp
(6)

where fp is the frequency at the circuit’s principle pole; and

ro,cmp and Adc,cmp are the comparator’s output resistance and

DC gain, respectively (see Apdx. C for derivation). The SF

and the comparator used in our model adopt the structures in

Fig. 5, in which the required small-signal conductances are

marked in colors.

Digital Latency. For the digital latency (tcount,reset and

tcount,signal), they are modeled as the product of the number of

clock cycles and the clock period. Theoretically, tcount,reset and

tcount,signal represent the time from when the SS ADC begins

counting (and the ramp signal at its input starts falling) to

the moment the ramp intersects with the corresponding pixel

readout. However, determining this exact intersection in real

time complicates the digital control logic. Therefore, in line

with common CIS design practice, these durations are pre-

allocated to be sufficiently long to ensure the intersection

occurs. Specifically, they are set as Tcountdown and Tcountup

times the ADC’s full-resolution conversion latency tconv,full:

tcount,reset = Tcountdown × tconv,full

= Tcountdown × 2resoadc × tclk,count

tcount,signal = Tcountup × tconv,full

= Tcountup × 2resoadc × tclk,count

(7)

where “countdown” means the counter counts towards smaller

value during the ramp falling while “countup” means the

opposite – by first counting downwards and then counting

upwards, the pixel’s reset level is subtracted from its signal

level, and the CDS is realized; resoadc is ADC resolution; and

tclk,count is counting clock period.

Since typically Tcountdown < Tcountup, the ADC’s counting

latency brings a contraint on the minimum slope of the ramp

signal (Constraint-B2):

Sloperamp,min =
Vfs,ramp

tcount,signal
=

Vramp0 – Vsf,signal,min

tcount,signal
(8)

Fig. 6. Comparator behaviour during ADC counting. The ramp signal (red)
decreases from Vramp0 for two pre-allocated counting periods that guarantees
the intersections with both pixel readouts Vsf,reset and Vsf,signal (black). Since
Vsf,reset > Vsf,signal, the counting period for Vsf,reset (count down) is shorter
than that for Vsf,signal (count up). The ramp swing Vfs,ramp is set by the
minimum signal level Vsf,signal,min, corresponding to the longest exposure.

where Vramp0 is the voltage level that the ramp signal is

reset to at the beginning of each counting. Any ramp signal

with an absolute slope smaller than it would make the ramp

signal never cross the pixel output Vsf, thus ADC would

not performed properly. The expression of the ramp slope is

related to the ramp generator’s circuit schematic and we will

discuss in Sec. III-C.

C. Power Model

The CIS power Pframe is expressed by the total energy

consumption within the frame latency. As shown in Fig. 2,

within the frame latency tframe there is a period where dimv

rows are read out, processed, and sent off-chip sequentially,

causing non-idle energy consumption; and there is also a

period where the whole CIS is not working, causing idle

energy consumption:

Pframe =
Erow × dimv + Eidle

tframe
(9)

The energy per row Erow comes from the operations at the

readout, the digital processing, and the I/O stages:

Erow = Preadout × treadout + Pdigital × tdigital + Pio × tio

+ Ppll × tpll + Pperiph × treadout

(10)

where specifically, the readout power Preadout comes from the

SF, the ADC, and the ramp generator; the digital processing

power Pdigital comes from the dynamic switching in digital

processing and the static leakage; the I/O power Pio comes

from the physical layer module and the dynamic switching at

capacitive loads; the clock generator (PLL) power Ppll comes

from generating the VCO’s clock, the ADC’s counting clock,

and the I/O clock; the peripheral power Pperiph comes from

the peripheral circuits whose components we do not explicitly

consider. Thus:

Preadout = (Psf + Padc) × dimh + Pramp

Pdigital = Pdigital,dyn + Pdigital,stat

Pio = PPHY + Pio,dyn

Ppll = Ppll,vco + Ppll,adc + Ppll,io

(11)
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Fig. 7. The simplified block diagram of a continuous-time integrator-based
ramp generator [25].

The idle energy Eidle comes from the leakage power P̃ of

the circuits in each stage when the stage is not active:

Eidle = P̃readout × (tframe – dimv × treadout)

+ Pdigital,stat ×
(

tframe – dimv × tdigital

)

+ P̃io × (tframe – dimv × tio)

+
(

P̃pll + P̃periph

)

× tidle,readout

(12)

We assume the circuits expressed in Preadout, Pdigital, and

Pio are immediately idle and consume leakage power when

they are not active, while the PLL circuits and the peripheral

circuits are not idle until the end of last row in the frame.

Modeling Principle. Before delving into the details of the

power model, we reiterate our modeling principle. Eqn. (11)

shows that, similar to the latency model, the power compo-

nents also contain both analog and digital parts. For analog

power, we derive the bias current (Ibias) based on first princi-

ples and multiply it with the analog supply voltage; while for

digital power, we either directly define the averaged power,

or calculate the energy from the product of the energy per

operation and the operation counts, as conventional digital

simulators do [9]. Additionally, for the analog circuits with

bias current, we consider their leakage current (̃Ibias) during

inactive periods for leakage power estimation. In the following

power model details, for simplicity we only highlight the bias

current equations for each component and leave the power

equations to Apdx. C.

Source Follower. The SF’s power comes from its bias cur-

rent Ibias,sf. We use squared-law current equation to determine

Ibias,sf, because the SF is typically in strong inversion:

Ibias,sf =
1

2
kpn

(

W

L

)

sf

V2
ov,sf, gm,sf = kpn

(

W

L

)

sf

Vov,sf

(13)

where kp is the transistor’s process parameter (½Cox), (W/L)

is the transistor’s aspect ratio, and Vov,sf is the SF’s overdrive

voltage. To guarantee the squared-law current equation, Vov,sf

is constrained by the classical saturation region condition

(Constraint-C1) [21].

ADC. ADC’s power comes from the energy consumption

of the comparator and the counter within the readout time. For

the comparator, it only needs to be turned on during the AZ

period and the reset/signal quantization period:

Ecmp = Vanalog × Ibias,cmp ×
(

taz + treset,quant + tsignal,quant

)

(14)

Different to Ibias,sf, we use
gm
Id

method [23] to quickly deter-

mine Ibias,cmp, otherwise the squared-law equations would be
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Programmable Divider
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D Q
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0
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to ADC counter

to IO driver

Ibias,vco 

fclk,vco
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Fig. 8. The simplified block diagram of a PLL [26].

complicated for the comparator. Observing Fig. 5, Ibias,cmp is:

Ibias,cmp =
gm,cmpbias

(

gm
Id

)

cmpbias

= 2
gm,cmpload

(

gm
Id

)

cmpload

= 2
gm,cmp

(

gm
Id

)

cmp

(15)

By assuming a constant
gm
Id

ratio for each transistor, we

connect the bias current to each transistor’s transconductance.

For the counter, it consumes dynamic energy by toggling

the digit:

Ecounter = Ccounter × V2
digital × NumFlipadc (16)

where Ccounter is the effective capacitance of the counter and

NumFlipadc is the number of toggled digit in the counter. Dif-

ferent counter circuit results in different Ccounter and different

coding scheme results in different NumFlipadc.

Ramp Generator. There are two common types of

ramp generators: continuous-time integrator-based ramp gener-

ator [25] (CT-Ramp) and discrete-time current-steering DAC-

based ramp generator [27] (DT-Ramp). Both types have the

similar power model and we only discuss the continuous-

time type here for brevity. As shown in Fig. 7, the power

comes from its static currents: Iramp is the internal current

of the CT-Ramp to achieve desired ramp slope; and Ibias,ramp

represents the bias current of the amplifier which integrates

Iramp to voltage output.

The ramp slope is thus Sloperamp =
Iramp

Cramp
. Since Ibias,ramp

drives both the integrator’s feedback capacitor Cramp and the

input capacitors of all comparators Cload,ramp, it should be

large enough to guarantee that the maximum discharging rate

on Cload,ramp is faster than the ramp slope (Constraint-C2):

Ibias,ramp

Cramp + Cload,ramp
g Sloperamp g Sloperamp,min (17)

Formula (17) and Eqn. (8) consider the constraint on the ramp

generator from both systematic power and systematic latency

perspectives.

Phase-Locked Loop. We consider a typical PLL circuit in

Fig. 8. It includes a Phase Frequency Detector (PFD), a Charge

Pump (CP), a Loop Filter (LF), a Voltage-Controlled Oscil-

lator (VCO), and three programmable dividers to generate

three independent clocks on-chip: PLL’s main clock (fclk,pll),

ADC’s counting clock (fclk,count), and I/O clock (fclk,io). Each
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Fig. 9. The simplified block diagram of an I/O interface.

programmable divider includes a pre-divider (with ratio N)

and two counters (with ratios M and A) and achieves a total

dividing ratio of M × N + A. These ratios need to be positive

integers (Constraint-C3). The total power of the PLL is thus

given by:

Ppll = Ppfd + Pcp + Plf + Pvco + £3
n=1Pdivider,n (18)

Among them, Ppfd and Pdivider are dynamic digital power

while Pcp, Plf, and Pvco are analog power.

The bias current of the charge pump (Ibias,cp) and the

loop filter (Ibias,lf) has to be large enough to drive their

respective internal capacitive loads within the VCO’s clock

period (Constraint-C4):

Ibias,cp = Cload,cp × Vanalog × fclk,vco

Ibias,lf = Cload,lf × Vanalog × fclk,vco

(19)

I/O Interface. The I/O modulates and transmits the raw

digital image (ADC codes) to the external endpoints under

MIPI CSI-2 protocol. The image transmission needs to go

through the physical layer (PHY), and MIPI alliance has

developed dedicated PHY standards for the communication

between the CIS and the external endpoints [28]. Among these

standards, D-PHY and C-PHY are widely used.

As shown in Fig. 9, we simplify the I/O as a D-PHY module

with differential output capacitive loads, since D-PHY uses

differential signaling. Thus the power of I/O is given by:

Pio = PPHY + Pio,dyn

= PPHY + Numlane ×
(

2Cload,io × V2
io × fclk,io

) (20)

where PPHY is the power of D-PHY module, Cload,io is the

load capacitance, Vio is the range of the output signal, and

Numlane is the number of lanes in the I/O and a typical number

is 4.

D-PHY has two modes [29]: low-power mode and high-

speed mode. Our model automatically chooses the mode

according to the I/O speed fclk,io, and further chooses the

corresponding PPHY and Vio (Constraint-C5): when fclk,io f
10MHz, the I/O is at the low-power mode with Vio in [0,

1.2 V]; otherwise, the I/O is at the high-speed mode with Vio

in [0.1 V, 0.3 V].

Peripherals. Pperiph represents the power of all components

that drain currents during the readout period treadout and that

are not explicitly considered in our model. These components

may include additional analog amplifiers that enhance signal

in low light, auxiliary interfaces, or integrated IP cores (either

analog or digital). Their currents are lumped into one term

Iperiph, which is independently pre-defined by designers and

Fig. 10. Noise sources in the signal path. The read noise v2
n,readout

is an
input-referred noise from the SF’s gate terminal, including the noise from SF,
comparator, and quantization. The subscript “n” means noise.

does not participate in systematic trade-offs. Designers can set

a relatively large Iperiph to provide a design margin for on-chip

current management.

Digital Processing. Simple digital image preprocessing,

including noise cancellation, demosaicking, and white balanc-

ing, is performed in the CIS. Since there exist mature digital

modeling methods, we do not model the digital part in details

but instead ask designers to directly provide its dynamic power

Pdigital,dyn and static power Pdigital,stat.

D. Noise Model

Our noise model only considers shot noise (en,shot), dark

current noise (en,dark), and thermal noise in the readout signal

path (or read noise, en,read), as these are the main noise

sources. For other noise sources, random telegraph noise has

minimal effect on the CIS overall noise performance [30], and

1/f noise and reset noise are largely cancelled by CDS and AZ

operations [31]. As shown in Fig. 10, the total input-referred

noise is:

en,total =

√

e2
n,shot + e2

n,dark + e2
n,read

(21)

where e2
n,shot = esig as the shot noise follows Poisson distribu-

tion [31].

To specify the read noise, a signal path from FD to ADC

is set up and the noise and the gain for each component are

derived in Fig. 10. At the FD, the input-referred read noise is

converted from electrons to voltages:
√

v2
n,read = en,read × CG (22)

where CG is conversion gain.

v2
n,read is further expanded as:

v2
n,read =

2

A2
sf

(v2
n,sf,out + v2

n,cmp,in + v2
n,quant) (23)

where Asf is the SF’s gain (see Apdx. C for derivation), v2
n,sf,out

is the SF’s output-referred noise, v2
n,cmp,in is the comparator’s

input-referred noise, and v2
n,quant is the ADC’s quantization

noise. Note that the read noise is multiplied with 2 to model

the increased uncertainty caused by double sampling.

The SF’s output-referred noise is derived from its small-

signal model:

v2
n,sf,out = γ

A2
sf

(

1
gm,sf

+
gm,sfbias

g2
m,sf

)

1/gm,sf∥1/gmb,sf∥ro,sf∥ro,sfbias
× kT

Cload,pixel
(24)
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where k is Boltzmann constant, T is temperature, and γ is

noise factor.

The comparator’s input-referred noise is derived in a previ-

ous work [24]:

v2
n,cmp,in = 8

√
2kTγne

√

Sloperamp,min

2gm,cmpVref,cmpCload,cmp
(25)

where ne is the effective number of transistors, and Vref,cmp

is the reference voltage of the comparator.

The ADC’s quantization noise is:

v2
n,quant =

V2
lsb

12
=

1

12

(

Vfs,ramp

2resoadc – 1

)2

(26)

Note that these noise numbers are integrated noise power

(unit: V2) rather than noise power density (unit: V2/Hz).

With the noise model, system-level parameters such as dy-

namic range (DR) and input signal-to-noise ratio (SNRin) can

be expressed: DR = 20log10
FWC

√

e2
n,dark

+e2
n,readout

, and SNRin =

20log10
esig

√

e2
n,shot

+e2
n,dark

+e2
n,readout

, where FWC is full-well capacity.

E. Model Discussion and Summary

The full parameter list required by the proposed modeling

method can be found in Apdx. A. All the other parameters are

derived from these parameters.

Extensibility. Although this paper focuses on the SS ADCs,

the similar modeling equations can be extended to the shared

components (e.g., comparators and bias-current-driven analog

blocks) in other ADCs such as Successive Approximation

Register (SAR) and Delta-Sigma. And for those architecture-

specific components in other ADCs, they can still be modeled

using the same first-principled analysis method. Moreover,

the proposed method can accommodate more complex shutter

schemes beyond standard rolling or global shutter by adjusting

the timing diagrams and constraints.

Corner Cases. We focus on a first-principled modeling

approach rather than a full SPICE-level simulation, so precise

Process-Voltage-Temperature (PVT) variation analysis lies be-

yond our scope. However, designers can estimate corner cases

by extracting key transistor-level parameters our models need

(e.g., gm, gd, Vth) under a few extreme conditions (e.g., slow-

slow at –40◦C, –10% supply vs. fast-fast at +120◦C, +10%

supply) and applying our algorithm iteratively. Although this

omits some second-order effects, it remains a practical solution

for early design exploration.

Observing Fig. 3, we find that the PLL does not directly

affect the signal but serves only as a clock provider. Addi-

tionally, examining the modeling equations from Sec. III-B to

Sec. III-D, we see that the digital processing and I/O are highly

modularized and do not impact systematic latency and noise.

Consequently, different optimization targets are considered for

the on-chip components in Sec. V. We combine the SF, ADC’s

comparator, ADC’s counter, ramp generator, and peripherals to

investigate the latency-power-noise trade-off, while the PLL,

digital processing, and I/O are grouped to focus solely on

power minimization.

Fig. 11. Timing pipeline of CIS with pixel-level ADC. The digital processing
stage is neglected. The stage length is not scaled.

IV. MODELING CIS WITH PIXEL-LEVEL ADC

To avoid redundant description, in this section we only

highlight key differences in the models between the CIS with

column-level ADC and the CIS with pixel-level ADC.

Operation Timing. CIS with pixel-level ADC typically

adopts global shutter exposure to make the best use of the

pixel parallelism. Fig. 11 shows its timing diagram, where

the digital processing stage is neglected for simplicity. The

exposure and the readout of all pixel rows happen concurrently,

and the digital pixel values are transmitted through I/O row by

row since the only I/O is shared by all the pixels. During the

I/O transmission, after a period of idle stage, the exposure of

the next frame starts; this exposure does not affect the digital

pixels that have not been transmitted out, because they are

temporarily buffered in the per-pixel digital memory, which is

a typical feature in CIS with pixel-level ADC.

The latency of the I/O stage is constrained by the readout

latency and the frame rate (Constraint-A):

dimv × tio f tframe – treadout (27)

Note that there can also be two ways of pipelining as the

CIS with column-level ADC if the digital processing stage is

considered.

Analog Loading. The ramp generator now drives dimv ×
dimh comparators rather than dimh comparators in the CIS

with column-level ADC.

Digital Memory. Since the pixel array is exposed and

quantized simultaneously but sent off-chip row by row, in-

pixel digital memory that buffers the ADC outputs is needed.

Tools such as CACTI [32] can be used to estimate dynamic

power and leakage power of the digital memory.

Transistor Sizing. Due to limited area, the in-pixel com-

parator adopts smaller sizing and thus works in the sub-

threshold region. Rather than squared-law equations and gm/Id

method, we use sub-threshold current equations to estimate

currents and transconductances [22].

V. OPTIMIZATION WITH DESIGN SPACE EXPLORATION

In this section, we show how the proposed modeling method

facilitates CIS design optimization by efficient DSE. First,

we discuss the optimization methodology (V-A). Then, we

elaborate the DSE process step by step (V-B). Finally, we use

a toy example to illustrate the DSE process and analyze the

optimization results (V-C).
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A. Optimization Methodology

Optimization Scenario. Our optimization solves the fol-

lowing design scenario: under the given CIS architecture (i.e.,

the placement of ADCs) and the peripherals static current

Iperiph, how the designers should configure the image sensor to

make its performance optimal. The configuration theoretically

can be changing any parameters in the modeling equations in

Sec. III and Sec. IV, however, we determine four knobs which

can be conveniently tuned by the designers. They include one

systematic knob – sensor duty cycle, and three low-level circuit

knobs – SF bias current Ibias,sf, comparator’s bias current

Ibias,cmp, and I/O’s clock frequency fclk,io. We choose the set

of knobs that gives the optimal systematic CIS performance

by sweeping each knob in its own practical range.

Optimization Targets. Two optimization targets are con-

sidered: to minimize CIS power (Pow-opt) and to minimize

CIS power-noise-product (PowNoi-opt). We consider two

Figures-of-Merit (FoMs) for the evaluation of the two tar-

gets [33], [34]:

FoM1 =
Pframe

FrameRate × dimh × dimv
× 1012 [pJ/pixel]

FoM2 =
Pframe × en,read

FrameRate × dimh × dimv
× 1012 [pJ/pixel · e–]

(28)

Note that we do not intend to minimize the CIS latency (i.e.,

maximize the frame rate) because the frame rate is a constant

constraint pre-defined by the designers.

B. Two-Step Design Space Exploration

As mentioned in Sec. III-E, we adopt a two-step DSE

approach to deal with mixed trade-offs. For those components

in the latency-power-noise trade-off, we perform the first DSE

step where the optimization target could be either Pow-opt

or PowNoi-opt; while for the remaining components, we

carry out the second DSE step with the optimization target

fixed to Pow-opt. The sensor’s total power is then the sum

of the optimal power values obtained from both DSE steps.

Algo. 1 shows the pseudo-code of our DSE algorithm.

Designers are required to provide the CIS architecture, the

optimization target (for the first DSE), the searching range of

each knob, and the modeling parameters other than the knobs.

The algorithm then outputs the optimized component-wise

latency/power/noise breakdown and FoMs with corresponding

knobs under the given settings.

We explain the algorithm step by step. First, we define

the CIS timing diagram with Constraint-A and assign the

modeling parameters to each component.

Second, we perform the first DSE: for each combination of

Ibias,sf and Ibias,cmp, we compute the latency of SF and com-

parator with Constraint-C1; we compute the ADC’s counting

latency with Constraint-B1 and Constraint-C3; we compute

the ramp generator’s bias current with Constraint-B2 and

Constraint-C2; and we compute the noise, the power, and

the leakage power of each component. With all the power

components, we compute the sum of them (power1), and plot

both power1 and the product of power1 and the read noise

en,read. Each plot is a 3D surface with Ibias,sf and Ibias,cmp being

Algorithm 1: Two-Step DSE

Input:
CIS architecture (FrameRate; ADC placement; digital
processing pipeline type; Iperiph),
Optimization target (‘Pow-opt’, ‘PowNoi-opt’),
Knobs Sweeping range (DutyCycle, Ibias,sf, Ibias,cmp, fclk,io),
Other modeling parameters (Apdx. A).
Output:
Component-wise latency/power/noise breakdown, FoMs.

1 for DutyCycle in range do
2 Define CIS timing diagram under Constraint-A;
3 Assign modeling parameters to components;
4 // first optimization
5 for Ibias,sf in range do
6 for Ibias,cmp in range do

7 Compute analog latency tsf and taz by Eqn. (4)
under Constraint-C1;

8 Compute digital latency tcount by Eqn. (7) under
Constraint-B1&C3;

9 Compute ramp generator’s bias current Ibias,ramp

(minimally required) under Constraint-B2&C2;
10 Compute noise by Eqn. (21);
11 Compute Ibias,sf and Ibias,ramp (minimally

required) by Eqn. (13) and Formula (17),
compute Iramp = CrampSloperamp, compute
Ecmp, Ecounter by Eqn. (14) to (16), read Iperiph

from user input, and compute power Psf, Padc,
Pramp, Pperiph by Apdx. C;

12 Compute leakage currents by Eqn. (29) with the
pre-defined Ratioleak, and compute leakage
power Pleak1 = P̃sf + P̃cmp + P̃ramp + P̃periph by
substituting these currents into the
corresponding power expressions;

13 end
14 end
15 Plot graph of

power1 = Psf + Pcmp + Pcounter + Pramp + Pperiph + Pleak1;
16 Plot graph of power1 × noise = power1 × en,read;
17 Search for the optimal design under the optimization

target and obtain the optimal {Ibias,sf, Ibias,cmp};
18 // second optimization
19 for fclk,io in range do
20 Compute PLL power Ppll by Eqn. (18) under

Constraint-C3&C4;
21 Compute IO power Pio by Eqn. (20) under

Constraint-C5;
22 Compute digital power Pdigital by Eqn. (11);

23 Compute P̃pll (same procedure as Line 12), read

P̃digital and P̃PHY from user input, compute leakage

power Pleak2 = P̃pll + P̃digital + P̃PHY;
24 end
25 Compute power2 = Ppll + Pdigital + Pio + Pleak2;
26 Search for the power-minimized design and obtain the

optimal fclk,io;
27 Compute total power = power1,opt + power2,opt, FoM1,

and FoM2;
28 end

the independent variables. We search for the minimum of the

3D surface (power1,opt) and find the corresponding {Ibias,sf,

Ibias,cmp} combination.

Third, we perform the second DSE: with each fclk,io from

its range and the fclk,count obtained from the first DSE,

we compute the bias current and the power of PLL with

Constraint-C3 and Constraint-C4; we compute the power of
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TABLE I
KEY MODELING PARAMETERS IN THE CASE STUDY.

Vanalog / Vdigital 2.8 V / 1.2 V

Frame Resolution 600 × 500

Frame Rate 30 fps

Pixel Output Range 1.2 V to 2.4 V

Tcountdown / Tcountup 0.5 / 1.5

en,dark / FWC / CG 30 e– / 18600 e– / 150 ½V/e–

Ratioleak 0.2

I/O with Constraint-C5; we compute the power of digital

processing and peripheral circuits; and we compute the leakage

power of each component. With all the power components, we

compute and plot the sum of them (power2). This plot is a 2D

curve with fclk,io being the independent variable. We search

for the minimum of the 2D curve (power2,opt) and find the

corresponding fclk,io.

Finally, we compute the total power and FoMs with

power1,opt and power2,opt, and we repeat the process for every

desired Iperiph.

C. Case Study

We use a toy example to show the DSE process.

CIS Configuration. We consider a CIS with column-level

10-bit ADCs, 600×500 pixel array, and 30 fps frame rate. No

digital processing is included for simplicity. Some modeling

parameters are estimated as follows: for the parameters of

the transistors, we use a teaching-purposed datasheet [35]; for

the parameters of the comparator, we use the design from a

recent paper [24]; for the parameters of the VCO, we use a

classical design [36] where Ibias,vco = 2 mA; for the power

of the D-PHY module PPHY, we use a product from Texas

Instruments [37] which consumes 150 mW in high-speed

mode, 14 mW in low-power mode, and 0.75 mW in idle. To

estimate the leakage power in Eqn. (12), we simply apply

a unified ratio term to all the bias currents as the leakage

currents:

Ileak = Ratioleak × Ibias (29)

For example, Ratioleak = 0.2 means that all the leakage

currents are 20% of their corresponding bias currents. Some

of the key modeling parameters are defined in Tbl. I. During

the DSE, Iperiph is chosen from 4 ½A to 2048 ½A, the duty

cycle is swept from 1% to 100%, Ibias,sf and Ibias,cmp are both

swept from 10 nA to 10 ½A, and fclk,io is swept from 3 MHz

to 3 GHz.

First DSE. First, we only perform the first DSE and

illustrate the latency-power-noise trade-off. Assuming Iperiph =

100 ½A and duty cycle is 15%, we plot power1 under

Pow-opt target in Fig. 12(a) and power1 × en,read under

PowNoi-opt target in Fig. 12(b). The plots use the latency

of SF and comparator as the x/y-axis rather than the current

of SF and comparator for better visualization. The black star

indicates the minimum point (optimal design) in each design

space and beside the plot there shows the set of {Ibias,sf,

Ibias,cmp} at the black star.

μ
μ

μ
μ

Fig. 12. (a) The plot of power1 under Pow-opt target. (b) The plot of
power1 × en,read under PowNoi-opt target. Iperiph is fixed to 100 ½A and
duty cycle is fixed to 15%.

Fig. 13. The metric comparison between Pow-opt design and PowNoi-opt
design as starred in Fig. 12. Note that in the noise plot the total noise is not
the sum but the root-sum-square of the three components.

Fig. 13 compares the latency/power/noise breakdown of the

two optimal designs in Fig. 12. We observe that PowNoi-opt

design tends to increase Ibias,cmp (from 0.66 ½A to 0.95 ½A)

for lower comparator’s noise (from 668 ½V to 575 ½V); and

because of that, the comparator’s power is increased (from

0.08 mW to 0.11 mW). Although the ADC’s counter is

slower to get smaller Ibias,ramp and lower ramp generator’s

power (from 0.15 mW to 0.12 mW), the total CIS power still

increases a bit.

Fig. 12 and Fig. 13 show the optimization effect of tuning

two low-level circuit knobs; however, the systematic knob –

duty cycle – also affects the optimization result. To illustrate

the effect of duty cycle, we compare the trend of both FoMs

(where only power1 is taken into account) under Pow-opt

target in Fig. 14, by sweeping over duty cycle (from 5%

to 90%) for each desired Iperiph. The color scale is made

for each column, with green-yellow-red meaning the values

from the lowest to the highest within the column. Although

intuitively the duty cycle should be small for lower active

power, Fig. 14 indicates that there exists a preferable range

of duty cycles (green parts) to obtain the lowest FoMs. This
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Fig. 14. The trend of FoM1 [pJ/pixel] and FoM2 [pJ/pixel · e–] under
Pow-opt target during the first DSE in the case study. power2 (digital pro-
cessing, PLL, and I/O) is excluded. The trend is similar under PowNoi-opt
target.

Fig. 15. The trend of FoM1 [nJ/pixel] and FoM2 [nJ/pixel · e–] under
Pow-opt target during the full two-step DSE in the case study. The trend is
similar under PowNoi-opt target.

is the consequence of the trade-off between active power and

leakage power. For example, this range is 25% to 30% for

Iperiph = 512 ½A under Pow-opt target. We observe the

similar trend when the optimization target is PowNoi-opt,

and the plot is not shown in Fig. 14 for brevity.

Second DSE. Second, we perform the full two-step DSE

and only look at the second DSE, where the last low-level

circuit knob fclk,io is tuned to minimize power2. We observe

that power2 linearly increases with duty cycle, and the optimal

fclk,io usually takes the fastest value under the constraints. This

is because in power2 the dynamic power only depends on the

number of bits transmitted and does not change with duty

cycle; while the static power is larger than the dynamic power

and proportional to duty cycle. Thus the optimization tends to

quickly finish the transmission and shut down the PLL and

the I/O as soon as possible.

Two-Step DSE. Finally, we perform the full two-step DSE

and compare the trend of FoMs (with total CIS power) under

Pow-opt target in Fig. 15, by sweeping over duty cycle (from

3% to 20%) for each desired Iperiph. Although the area of the

optimal duty cycles is not as dispersed as that in Fig. 14, it

still shows that the smallest duty cycle is not the best choice

for the lowest FoMs. In this case study, the preferred duty

cycle is 5% or 6%. Again, similar trend is observed under

PowNoi-opt target and is not shown in Fig. 15 for brevity.

VI. VALIDATION WITH CHIP RESULTS

We validate our optimization results with two published CIS

works and analyze the observations. Note that it is impractical

Fig. 16. Power-DutyCycle trade-off under different Iperiph in OV2740.

TABLE II
COMPARISON BETWEEN THE ACTUAL DESIGN AND ONE OPTIMIZED

DESIGN IN CIS WITH COLUMN-LEVE ADC VALIDATION.

Ibias,sf Ibias,cmp Ratioleak Power Noise

Actual Design N/A N/A 210 ½A∗ < 90 mW N/A

Pow-opt

Design
2.93 ½A 1.44 ½A 0.42 65 mW 4.78 e–

to get complete modeling parameters from the published

works, however, we estimate those missing parameters with

our best guess. Calculating the accurate number is not the

purpose of this validation; rather, we aim to see the actual

design is indeed included in the design space supported by

our modeling method, and there still exists improvement

opportunities unveiled by our optimization method, thereby

achieving the goal of assisting real sensor design.

A. Validating CIS with Column-Level ADC

As the validation case for CIS with column-level ADC,

we choose OV2740 [38], a commercial CIS product from

OmniVision. OV2740 is an ultra low-power 1080p/60fps high

definition image sensor for front-facing camera applications,

such as smartphones and digital still cameras. It consumes less

than 90 mW active power and 210 ½A standby current. The

sensor’s diagram can be found on its product brief.

To achieve the required power efficiency, we use the

Pow-opt target while configuring our modeling parameters

to be as similar as the ones disclosed in OV2740’s product

brief. Since the actual Iperiph in OV2740 is unknown, we

try three Iperiph values – 0.5 mA, 1 mA, and 10 mA –

and adjust the leakage current ratio Ratioleak corresponding

to each of them based on the sensor’s standby current. For

example, we set Ratioleak to 0.42 when Iperiph = 0.5 mA,

which generates a leakage current Ĩperiph = 210 ½A. Note that

Ratioleak also applies to other bias currents and thus the total

leakage current is larger, but it does not affect our discussion.

Besides, the static power of PLL is doubled because two PLLs

are implemented in OV2740.

The trade-off between sensor power and sensor duty cycle

for the three Iperiph values is plotted in Fig. 16. With the target

of consuming less than 90 mW power, the duty cycle needs to

be less than 61%; and the duty cycle cannot be smaller than

10% otherwise there is no sufficient time to finish quantization
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Fig. 17. Power-DutyCycle trade-off and Power-Noise trade-off under different
Iperiph in Samsung sensor.

TABLE III
COMPARISON BETWEEN THE ACTUAL DESIGN AND ONE OPTIMIZED

DESIGN IN CIS WITH PIXEL-LEVEL ADC VALIDATION.

Ibias,sf Ibias,cmp Ratioleak Power Noise

Actual Design 50 nA 20 nA N/A 116.2 mW 2.45 e–

PowNoi-opt

Design
10 nA 10 nA 0.21 57.9 mW 2.45 e–

within the given frame rate (Constraint-B1). Therefore, the

data points within the light green region are eligible designs.

Although all the eligible designs satisfy the requirement,

carefully choosing the duty cycle gives the minimal power

consumption. We pick the optimal design at Iperiph = 0.5 mA

and DutyCycle = 21% and compare against the actual OV2740

design in Tbl. II. Since the product brief does not disclose

design details, we can only compare the power. The Pow-opt

design consumes approximately 25 mW less power, one of the

reasons of which is that we do not model the variable gain

stage between pixel and ADC, the ISP, and the Serial Camera

Control Bus interface in OV2740. Nonetheless, knowing the

margin helps system architects better allocate power resources

on the chip.

B. Validating CIS with Pixel-Level ADC

As the validation case for CIS with pixel-level ADC, we

choose a JSSC work from Samsung [39]. The Samsung sensor

is an ultra low-noise 2-Mega-pixel 30fps image sensor. It

consumes 116.2 mW power with 2.45 e– random noise. The

sensor’s diagram can be found in its paper.

To achieve both the required power efficiency and noise

performance, we use the PowNoi-opt target while config-

uring our modeling parameters to be as similar as the ones in

the Samsung sensor. To reduce read noise, the sensor adopts

circuit techniques including sub-threshold SF and comparator,

increased ramp slope, and small AZ capacitors, all of which

are supported by our models and can be easily configured.

The trade-off between sensor power and sensor duty cycle

and the trade-off between sensor noise and sensor duty cycle

for different Iperiph values are plotted in Fig. 17. With the

target of consuming less than 116 mW power, the duty cycle

needs to be less than 33% (light green region); and with the

target of generating less than 2.45 e– input-referred read noise,

duty cycle is required to be larger than 6% (light blue region).

35.3

39.9

4.5

55.2

18.2

21.1

0 20 40 60 80 100 120

PowNoi-opt design

Actual Design

Analog Digital IO

Fig. 18. Power breakdown comparison between the actual design and the
PowNoi-opt design.

Therefore, the data points within the overlapped dark green

shadowed region are eligible designs.

We pick one of those eligible designs (Iperiph = 1 mA

and DutyCycle = 6%) and compare against the actual Sam-

sung sensor design in Tbl. III. The actual design uses ex-

tremely small bias currents at SF and comparator and our

PowNoi-opt design indicates the same optimization direc-

tion. Under the same noise performance, the PowNoi-opt

design consumes approximately 60 mW less power, and part

of the reasons comes from not modeling the per-pixel positive-

feedback amplifier, the per-pixel SRAM, and the ISP in

the Samsung sensor. Fig. 18 shows the power breakdown

comparison between the two designs. We observe that the

analog power and the I/O power of the two are similar while

the digital power has significant difference, which indicates

the design margin for the SRAM and the ISP.

VII. CONCLUSION AND FUTURE WORK

In this paper we propose a systematic modeling and opti-

mization method that facilitates early-stage CIS design. The

proposed modeling method covers common CIS architectures

and makes fast performance estimations while only requiring

less-detailed modeling parameters. The proposed optimization

method utilizes the design knobs, which are exposed by the

modeling and can be conveniently tuned in actual sensor hard-

ware, and searches the optimal design under desired targets.

The optimization process is validated with two real designs,

showing reasonable approximations to real measurements and

exhibiting insightful opportunities for further performance

improvement.

As future work, we will make our modeling more compre-

hensive and make our optimization more systematic. Specifi-

cally, we will add the programmable analog gain stage between

pixel and ADC, support more ADC architectures, include

the clock for digital processing, and consider complete noise

sources (random telegraph noise and 1/f noise). Besides, we

will include area constraints and sensor chip floorplanning in

the DSE and optimization.
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APPENDIX A

LIST OF MODELING PARAMETERS

The list of minimum-required modeling parameters is in

Tbl. IV.

APPENDIX B

MODELING CIS WITH CHIP-LEVEL ADC

CIS with chip-level ADC were popular during late 1990s

and early 2000s [7], [40] and have been gradually replaced by

CIS with column/pixel-level ADC, due to their high speed re-

quirement on ADCs and wideband thermal noise. Nonetheless,

we provide a typical timing diagram and necessary modeling

modifications to make our modeling scope comprehensive.

Operation Timing. CIS with chip-level ADC typically

adopts rolling shutter exposure. As shown in Fig. 19, the

timing diagram is similar to the CIS with column-level ADC,

except that the readout and the I/O transmission are per-

formed interchangeably. Again, the digital processing stage

is neglected for simplicity.
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TABLE IV
LIST OF MODELING PARAMETERS.

Component Parameter

General
Vanalog, Vdigital, DutyCycle, FrameRate, Ratioleak,

dimh, dimv

Transistor Vth, kp, Vsat,const

Pixel en,dark, esig, FWC, CG, Cpixel

Source
Follower

Vsf,signal,min, Ibias,sf, gm,sf, gmb,sf, ro,sfbias,
(

W
L

)

sf
,
(

W
L

)

sfbias

ADC
Comparator

Vref,cmp, Ibias,cmp,
(

gm/Id

)

cmp
,
(

gm/Id

)

cmpbias
,

(

gm/Id

)

cmpload
, gm,cmp, gd,cmp, gmb,cmp, gm,cmpload,

gd,cmpload, gmb,cmpload, gd,cmpbias,

Cin,cmp, Cload,cmp, Tcountdown, Tcountup, ne

ADC
Counter

resoadc, Ccounter, NumFlipadc

Ramp
Generator

Vramp0, Iramp, Ibias,ramp, Cramp

PLL
Ibiascp, Ibias,lf, Ibias,vco, Cpfd, Cdivider,prescale,

Cdivider,count, Cload,cp, Cload,lf, fref,pll, fclk,vco, M, N, A

I/O Numlane, Cload,io, fclk,io, PPHY

Digital
Processing

Pdigital,dyn, Pdigital,stat

Peripherals Iperiph

Fig. 19. Timing pipeline of CIS with chip-level ADC. The digital processing
stage is neglected. The readout stage and the I/O stage are performed
interchangeably. The stage length is not scaled.

ADC Type. Due to the high requirement on ADC speed,

faster ADC such as flash ADC and pipelined ADC are usually

used instead of SS ADC. Yet if the SS ADC is still used, the

ramp generator now drives only one comparator rather than

dimh comparators in the CIS with column-level ADC.

APPENDIX C

SUPPLEMENT OF MODELING EQUATIONS

Power equations:

• SF: Psf = Vanalog × Ibias,sf

• ADC: Padc = Eadc

/

treadout =
(

Ecmp + Ecounter

)/

treadout

• Ramp generator: Pramp = Vanalog ×
(

Iramp + Ibias,ramp

)

• PLL: Ppfd = CpfdV2
digital fclk,vco

/

(M × N + A) , Pdivider =

Cdivider,prescaleV2
digitalfclk,vco + Cdivider,countV

2
digital fclk,vco

/

N ,
Pcp = Vanalog × Ibias,cp, Plf = Vanalog × Ibias,lf,
Pvco = Vanalog × Ibias,vco

• Peripherals: Pperiph = Vanalog × Iperiph

Other equations:

• SF gain: Asf = 1
gmb,sf

∥ro,sf∥ro,sfbias

/(

1
gmb,sf

∥ro,sf∥ro,sfbias + 1
gm,sf

)

• Comparator DC gain: Adc,cmp = Vanalog

/(

Vfs,ramp/2resoadc
)

• Comparator output resistance: ro,cmp ≈
[(

1 +
gm,cmp–gmb,cmp

gd,cmpbias

)/

gd,cmp

]

|| 1
gm,cmpload+gmb,cmpload+gd,cmpload
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