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Abstract—We consider the problem of remotely stabilizing a
linear dynamical system. In this setting, a sensor co-located with
the system communicates the system’s state to a controller over
a noisy communication channel with feedback. The objective of
the controller (decoder) is to use the channel outputs to estimate
the vector state with finite zero-delay mean squared error (MSE)
at the infinite horizon. It has been shown in [1] that for a vector
Gauss-Markov source and either a single-input multiple-output
(SIMO) or a multiple-input single-output (MISO) channel, linear
codes require the minimum capacity to achieve finite MSE. This
paper considers the more general problem of linear zero-delay
joint-source channel coding (JSCC) of a vector-valued source
over a multiple-input multiple-output (MIMO) Gaussian channel
with feedback. We study sufficient and necessary conditions for
linear codes to achieve finite MSE. For sufficiency, we introduce
a coding scheme where each unstable source mode is allocated
to a single channel for estimation. Our proof for the necessity
of this scheme relies on a matrix-algebraic conjecture that we
prove to be true if either the source or channel is scalar. We show
that linear codes achieve finite MSE for a scalar source over a
MIMO channel if and only if the best scalar sub-channel can
achieve finite MSE. Finally, we provide a new counter-example
demonstrating that linear codes are generally sub-optimal for
coding over MIMO channels.

I. INTRODUCTION

Controlling an unstable plant over a noisy communication
channel is a hurdle for emerging technologies such as au-
tonomous vehicles, Internet of Things devices, and remote
surgery systems. This problem setting deviates from Shannon’s
communication problem in two ways that make it more
challenging [2]. First, in the control setting, the data to be
transmitted correspond to physical measurements and arrive
in a streaming fashion instead of being made available in
its entirety before transmission. Thus, we must design causal
encoders and decoders for this task. Second, typical control
systems are unstable, and their stabilization requires near-
instantaneous and accurate estimates of the plant’s state to
produce effective control actions. Consequently, codes must
be low-delay yet highly reliable to perform control tasks over
communication channels. We employ a class of low-delay
joint-source channel codes to address the two objectives.

In a seminal paper, Sahai and Mitter [3] proved that Shan-
non’s channel capacity is an insufficient characterization of
channel quality when the goal is to stabilize a system over
a channel. They introduced the notion of anytime capacity,
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which is in general upper-bounded by channel capacity, as an
alternative measure. While the anytime capacity of a channel
provides a useful converse on the channel quality required to
stabilize a specific system, achievability schemes are generally
open. A class of tree codes such as those studied by Schulman
[4] achieve error probabilities that decay exponentially with
the delay since a source symbol was emitted. While tree codes
exist for a large class of discrete channels, they are only known
to be efficiently decodable in limited settings [5].

A noiseless feedback channel connecting the decoder back
to the encoder does not improve the Shannon capacity of
the channel [6], but feedback can significantly simplify code
design and improve the reliability-delay trade-offs for commu-
nication [7], [8]. Noiseless feedback channels are reasonable
assumptions when the receiver has access to more power than
the transmitter, which is often the case in control systems
since the controller must provide essentially noiseless control
inputs. Coding for bit-streaming sources over discrete channels
with feedback, which is relevant to control systems where the
state has been quantized for digital transmission, has been
studied in [5], [9], [10]. This paper considers a setting where
measurement and coding are analog operations applied in
discrete time.

Consider the problem of estimating a vector-valued plant,
modeled as a Gauss-Markov source, over a multiple-
input multiple-output (MIMO) additive white Gaussian noise
(AWGN) channel with feedback. The causal rate-distortion
function [11] provides a lower bound to the channel capac-
ity necessary for causally estimating the source subject to
a given distortion over this channel [12]. The causal rate-
distortion functions for both scalar and vector Gauss-Markov
sources have been studied in [11] and [13] respectively. The
lower bound to channel capacity provided by the causal rate-
distortion function is known to be tight only when the source
is matched to the channel at hand [14]. For example, a scalar
Gauss-Markov source is matched to the scalar AWGN channel
(31, [11].

When the criterion is finite MSE, a known converse result
is that the Shannon capacity should be greater than the sum of
logs of unstable eigenvalues of the source [15, Thm. 4.1]. In
the case of a scalar source and a scalar channel, this bound is
tight and can be achieved by a linear innovations’ encoder [3],



[16]-[18]. For a vector source and parallel Gaussian channels
with independent power constraints, [19] also proposes a
periodic linear scheme leading to sufficient conditions for
achieving finite MSE. The case of a vector source with scalar
channel was studied in [1], which showed that the Shannon
capacity remains a necessary and sufficient measure even
though the source and channel dimensions are not matched.

This paper considers the general case of vector source and
MIMO channels. We first focus on the fundamental limits
of achieving finite MSE using linear time-invariant codes.
The innovations’ encoder that generates channel inputs as a
function of the source estimation error (at the decoder) is
optimal for this general problem [1]. The sequential encoder’s
structure implies that the optimal decoder is a Kalman filter
and its MSE can be analyzed with linear estimation theory.

Our first result is a sufficient condition to achieve finite MSE
by partitioning the vector source to different sub-channels. The
analysis is carried out by showing an equivalence between
achieving finite MSE and the existence of a stabilizing solution
to a DARE equation. The sufficient condition (achievability)
is then shown to be necessary for two cases including the
scenario of a scalar and a MIMO channel. In particular, it
is shown that allocating the entire power to the best sub-
channel is optimal, while typical water-filling solutions that
distribute the power among the sub-channels are sub-optimal.
Indeed, this example reveals that the Shannon channel capacity
is not the figure of merit if the objective is finite MSE with
linear codes. Motivated by this result, we define the linear
stabilizing capacity (LSC) as an optimization problem, which
is in general a lower bound to the channel capacity. Finite MSE
is achievable using linear codes if and only if there exists a
feasible solution. The optimization of the LSC is non-convex,
but we are able to utilize it to show that linear codes are not
optimal by comparing the LSC with rates that can be achieved
using non-linear Shannon-Kotel’nikov mappings for a specific
source-channel pair. The general case of our problem remains
open but, based on numerical observation, we conjecture that
the partitioning property is necessary. The equivalence to the
DARE feasibility allows us to extract an algebraic condition
that if it holds true then partitioning schemes achieve the
fundamental limits.

The paper is organized as follows. Section II specifies the
source and channel models and defines zero-delay joint source-
channel codes with an MSE performance criterion. Section III
presents an optimal linear code structure and applies it to the
MIMO channel setting. It also defines the linear stabilizing
capacity. Section IV presents our main contributions on the
sufficient and necessary conditions for finite estimation error
of a vector source over a MIMO Gaussian channel using linear
codes and demonstrates that, in general, linear coding is not
optimal.

II. PROBLEM SETUP

A. Notation

We denote by {X;}7 , a discrete time random process
and we denote the vector X! = {z¢,x1,...,2;}. We write

X ~ N(u, %) to say that the random vector X has a Gaussian
distribution with mean E[X] = p and covariance matrix
Cov[X] = X. Matrices and vectors are denoted with uppercase
letters, while scalars are denoted with lowercase mathematical
font. Sets are denoted using the calligraphic font.

B. System Model

The setup is depicted in Figure 1. We define its main com-
ponents: a MIMO AWGN channel, a Gauss-Markov streaming
source, and a zero-delay code.

Definition 1 (MIMO AWGN Channel): The channel accepts
a vector input X; € R” and produces a vector output Y; €
R™,

Y, =HX;+7Z;, t > 1. (1)

H € R™*™ is a deterministic, fixed channel gain matrix and
the noise is Z, "~ N'(0, R).

We consider a channel with a diagonal channel matrix,
H = diag{hi,...,h,}, and identity noise covariance, Z; ~
N (0, I). This is without loss of generality as any channel can
be diagonalized to this form [20, Thm. 9.1].

The streaming source in Figure 1 is a Gauss-Markov source.

Definition 2 (Gauss-Markov source): The Gauss-Markov
source evolves according to the linear dynamical system:

Sit1 = AS: + Wy, 2

jid.
where A € RFXE W, "X

So ~ N(0,Q).

Without loss of generality, we assume that the matrix A can
be written as A 0
_ s

where A, is stable (eigenvalues on and inside unit circle), A,
is strictly unstable (eigenvalues outside unit circle) and both
Ag, A, are in Jordan form.

We make the following assumptions about our system:

Assumption 1: The pair (A, Q) is controllable.

Assumption 2: The source is strictly unstable, so A; = 0,
and A, in (3) has distinct eigenvalues.

Assumption 1 guarantees that the error covariance is positive
definite [21, Apx. C]. Assumption 2 yields a cleaner analysis
since we can take A to be diagonal without loss of generality.
Our results hold in the general case where A, is in Jordan
block form. Assuming that the source is unstable does not
lose generality since the stable part of the source can have a
finite estimation error even if no communication is allowed.
We limit the source to being strictly unstable so that there
are no eigenvalues on the unit circle and a Lyapunov equation
of the form X = AXAT + W has a unique solution [21,
Lem. D.1.1]. This assumption is common in classical linear
estimation theory [21, Apx. C].

(0,Q) and the initial state is

Definition 3 (A zero-delay joint-source channel feedback
code): The feedback code for the source-channel pair in
Definitions 1 and 2 consists of the following:



1) An encoder that at time ¢ has access to S* and Y?~!
and generates

Xy =fi(SLY'Th, t>1 )
where f;:S? x Y71 R" and S = R¥,Y = R™. The
channel inputs must satisfy an average power constraint,

T-1

1
Y EXIX <p, (5)
t=1

T

over the time horizon 7T'.
2) A decoder that at time ¢ predicts the next source state,
Si=g(Y'™). (6)

For a given code in Definition 3, we denote the predicted
error covariance

P, 2 Cov(S; — Sy). (7)
Note that for an encoder {f;}{2,, the decoder
S = E[Si1|Y'] ®)
minimizes the MSE
Dy 2 Ty (cov(st - St)) . ©)

We denote the asymptotic MSE

D2 limsup,_, . D;. (10)

In this paper, we study conditions for there to exist a linear
encoder {f;}72, such that D < oo.

This setting is relevant to the control problem where the
source in (2) is modified to include a control input Uy,

Siy1 = AS, + BU, + W, (11)

where B is a constant matrix, and the decoder decides U,.
Provided that U? are available at the encoder at time t, the
classical result [22] of certainty equivalence holds, implying
the system in (11) is stabilizable if and only if the controller
(decoder) can estimate the source with finite MSE, D < oo
(10). III. A LINEAR CODE

In this section, we present the optimal linear code and
discuss the performance of linear codes in Definition 3.

A. Optimal Linear Code Structure

A general linear encoder has the form

X = Z(SH + U (Y + My, (12)

where =, U, are linear mappings, and M, is a Gaussian
random variable that is independent of (S*,Y!~!). While
this encoder involves all past states and channel outputs from
feedback, the next result establishes a simplified optimal code
structure involving only the recent state estimate error.

Lemma 1 (Innovations encoder): The optimal linear encoder
can be written as

Xt = f‘tPtil(St - St) + Mt, (13)

where M; ~ N (0,€;) is independent of S; — St, and St is
the optimal decoder’s estimate (8), given recursively by

St = AS; 1 + Ki(Yy—1 — T HS, 1), (14)
~ ~ - -1

where K, = ALTHT (HT,P7'TEHT +1) 89 = 0, and

tNhe error covariance P, = Cov(S; — St). Encoder parameters

Ty, 2, must satisfy the power constraint (5)

T—1
% Z Te(0. P T + Q) < p. (15)
t=1

Intuitively, the encoder can communicate what is currently
unknown to the decoder with minimal power by transmitting
the innovation S; — St. The decoder’s prediction, St, is
computed using channel feedback. Compared to [1, Lem. 1],
Lemma 1 above introduces an independent additive term M,
in (13). Its covariance €2; can be chosen at will to allow more
freedom in selecting the channel input distribution.

We make the following assumption on our encoder, which
simplifies our analysis of the infinite horizon estimation error.

Assumption 3: The encoder in Definition 3 is time-invariant,
meaning that I, =T,0Q = Q,Vt in (13).

The encoding structure in Lemma 1 reveals a state space
model, defined by (13) and (1), that admits a Kalman filter
solution (14). Consequently, the Riccati recursions in Lemma
2, stated next, give the estimation error at the infinite horizon.
This lemma generalizes Lemma 2 in [1].

Lemma 2 (Riccati recursions and convergent behavior):
The prediction error covariance, P, defined in (7), of the
optimal linear code introduced in Lemma 1 evolves according
to a Riccati recursion that either diverges or converges to the
stabilizing solution P of the DARE [21, Sec. E.4]:

P =APAT 4+ Q — ATTHT .

(16)
- (I+HTP'TT + Q)HT)"'HT AT,
where asymptotically, the power constraint (15) becomes
Te(TPITT 4+ Q) < p. (17)
The asymptotic MSE is computed as
D = Tr(P), (18)
where P is the stabilizing solution of (16).
B. The Linear Stabilizing Capacity
We express the channel input covariance (17) as
O=rrP '’ +4q, (19)

and define a new measure of channel capacity, the linear
stabilizing capacity (LSC), below.

Definition 4 (Linear stabilizing capacity): The linear sta-
bilizing capacity of a MIMO AWGN Channel (Def. 1) for a
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Fig. 1. A MIMO AWGN channel, described in Definition 1, with a noiseless feedback link is shown. The Gauss-Markov source, described in Definition 2,
produces information at every time, which is encoded and passed through the channel. The decoder seeks to estimate the source at the next time given all

channel outputs. We display the optimal encoding structure of Lemma 1.

Gauss-Markov source (Def. 2) is

1
LSC(p) = sup B log det(I + HIIH)

>0, P-0, Q, I

Tr(I1)<p, Q=0, (16), (19)
(20)
Finite MSE is achievable under power constraint, p (17),
with linear encoders if and only if the constraint set in (20)
is feasible. In Section IV, we will characterize this feasibility

condition in terms of the source and channel parameters.

In general,

LSC(p) < C(p), 2h
where C(p) is the Shannon capacity, expressed as
1
C(p) = rblli}g 3 log det(I + HIIH). 22)
Tr(I)<p

The 1I that solves (22) is known as the water-filling solution
[20, Th. 9.1]. The linear stabilizing capacity (20) adds the
additional constraints (16), (17) and (19), so a solution II of
(20) is generally sub-optimal in (22).

IV. MAIN RESULTS

We present sufficient and necessary conditions for finite
MSE achievable with linear encoders in the transmission of
a vector-valued source over an arbitrary rank channel. We
also investigate whether linear encoders are optimal for MIMO
channels.

A. Linear Coding for MIMO Channels

First, we present a sufficient condition for linear codes to
achieve finite MSE.

Theorem 1 (MIMO channels - sufficiency): In zero-delay
JSCC (Def. 3) of a k-dimensional Gauss-Markov source (Def.
2) for transmission over an n-input MIMO AWGN channel
(Def. 1) with power constraint p, finite asymptotic error,
D < oo (10), is achievable if there exists an n-set partition,
{Si}y, of {1,...,k}, such that

Z 10g|)\j|< Ci(ﬂ'i), Vi=1,...,n
JES:

where \j are the eigenvalues of A (Def. 2), C;(m;) = % log(1+
h2m;) is the Shannon capacity of the ith channel with power

7 > 0 and
n
D mi=p
i=1

(23)

(24)

Each set, S;, of the partition {S;}?_; contains the indices
of the unstable modes assigned to channel i. Thus, Theorem 1
allocates each unstable mode of the source to a single channel
output and defines a power allocation over the channels that
allows each channel to stabilize its assigned modes indepen-
dently. See Figure 2 for an example. We show in Theorem 2
that this partitioning property is necessary if either the source
or the channel is scalar.

Theorem 2 (Scalar source or scalar channel): If either a €
R or h € R, finite asymptotic error, D < oo (10), is achievable
by linear codes if and only if there exists a partition {S;}1_,
and power allocation vector T satisfying (23), (24) in Theorem
1.

Case I (Scalar channel): The vector-source and scalar-
channel scenario was shown in [1]. In this setting h € R,
so the conditions of Theorem 1 reduce to S; = {1,...,k},
m = p. We can explicitly compute

1
LSC(p) = C(p) = 5 log(1 + h’p) (25)

Case II (Scalar source): In the scalar source and MIMO
channel setting, a € R. The sets {S;}!"; as defined in
Theorem 1 satisty S; = {1} and S; = @ for all [ # i. From
(23), finite MSE is achievable by linear encoders if and only
if

log|a|< max C;(p). (26)
Generally, for scalar sources and MIMO channels, LSC(p) <
C(p), which we show in Theorem 4.

Finally, particularizing Theorem 2 to scalar Gauss-Markov
sources that are transmitted over a scalar AWGN channel
recovers the classical result from [11] that the finite MSE
is achievable if and only if logla|< C(p), where LSC(p) =
C(p) = 3log(1+ h?p) (3], [16], [17].

It is unknown whether the partitioning property of Theo-
rem 1 is necessary for vector sources and MIMO channels.
Towards this goal, we pose the following matrix-algebraic con-
jecture, which, if true, implies the necessity of the partitioning
property in Theorem 1.

Conjecture 1 (Lyapunov positivity): Let J be the unique

positive solution to the Lyapunov equation
J=BJB-TT(I+ HIIH)™'T' + BI''TB  (27)

where J € RF*k T e Rn*k B = diag(by,...,bg),b; < 1Vi,
and H = diag(hy, ..., hy). There exists an optimal solution



Source Components Channels

(:)...”

Fig. 2. Example assignment of source components into the channels and
associated power allocations for each channel as described in Theorem 1.
A source can only be allocated to a single channel, and every source must
be allocated to a channel. Consequently, the sets {S;}7* ; form a partition
of {1,...,k}. The power allocations must satisfy (24) where p is the total
power constraint.

I'* to
inf
II>-0,J>0,I":
(27), II is diagonal

Tr(IT) (28)

that has exactly one non-zero entry per column.

We observe that Conjecture 1 holds numerically for all
systems we have simulated with n, k € {2, 3}.

Theorem 3 (Vector source and MIMO channel - necessity):
Assume Conjecture 1 holds. In linear zero-delay JSCC (Def. 3)
of a vector Gauss-Markov source (Def. 2) and MIMO AWGN
channel (Def. 1), finite asymptotic error, D < oo (10), is
achievable if and only if there exists a partition {S;}7, and
power allocation vector w satisfying (23), (24) in Theorem 1.

If Theorem 3 holds, the necessary and sufficient conditions
coincide and (23) reduces to

> logl\i| <LSC(p) = sup > Ci(m).  (29)

i—1 w20
N (23), @20

B. Linear Codes are NOT Optimal for MIMO Channels

The optimality of linear encoding, sometimes referred to as
uncoded transmission, has been studied in [14]. In this section,
we establish that linear encoders are generally sub-optimal
for achieving finite MSE over MIMO channels and present a
sufficient optimality condition for linear encoders.

Theorem 4: (Linear coding is sub-optimal for MIMO chan-
nels) Linear codes are not optimal for the zero-delay JSCC
problem of a Gauss-Markov source over a MIMO AWGN
channel (Def. 1 - 3). Equivalently, there exist source-channel
pairs (A, H,p) (Def. 1, Def. 2, (5)) such that all linear codes
result in D = oo, while there exist non-linear codes that can
achieve D < oo.

Proof: We show this via a counterexample. Consider the
setting of a scalar Gauss-Markov source and an arbitrary rank
AWGN channel studied in Theorem 2. Let H = I and p > 1,
which correspond to the high SNR regime given two identical
channels. Shannon-Kotel’nikov mappings as studied in [17,
Thm. 7.1] can achieve finite estimation error if

la|< C(p) — O(1) (30)

as p — oo, while by Theorem 2, a linear encoder achieves
finite estimation error only if

1

lal< 5 Clp).
This follows from max; C;(p) = % log(1 + p) in (26) while
C(p) = 2- 11log(1+ L) since the water-filling solution places
power 5 in each of the parallel channels. Taking the limit
p — o0, max; C;(p) = 1 C(p). [ |
Next, we will show a sufficient condition for linear codes
to achieve finite MSE with minimum power. To do so, we

introduce source channel matching in the stability sense.
Definition 5: (Source-channel matching in the stability
sense) The source (Def. 2) and the channel (Def. 1) are

matched in the stability sense if

3D

> log [Ai| = LSC(p) = C(p),

i=1

(32)

where LSC(p) is the linear stabilizing capacity (Def. 4) and
C(p) is given by (22).

If a source (Def. 2) and channel (Def. 1) are matched in
the stability sense, linear codes require the minimum power
to stabilize the system. Source-channel matching in Definition
5 holds if and only if II (20) coincides with the waterfilling
solution to C'(p) (22). In that case, condition (23) in Theorem
1 reduces to the converse result from [15, Thm. 4.1] stating
that finite MSE is achievable only if

k
> log (|Ail) < C(p).

i=1

(33)

Consequently, source-channel matching ensures linear codes
perform as well as the best nonlinear codes.

V. CONCLUSION

This paper contributes to a complete characterization of
the performance of linear codes in zero-delay joint-source
channel coding with feedback. Theorem 1 showed sufficiency
conditions for finite MSE using linear codes for the general
case. We conjecture that these conditions are necessary and
prove in Theorem 2 that our conjecture holds if either the
source or channel is scalar. Finally, we propose a notion of
source-channel matching in the stability sense in Definition 5
and demonstrate that linear encoders are generally not optimal
for MIMO channels in Theorem 4, motivating further research
into non-linear codes. Linear codes remain viable in practice
due to their low complexity. An exciting direction for future
work is to explore the entire distortion-capacity tradeoff for
linear coding of Gauss-Markov sources over AWGN Channels.
While converse bounds have been analyzed in [12], achievabil-
ity bounds are poorly understood for such problems.
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