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ARTICLE INFO ABSTRACT

Communicated by Amit Singer The diffusion maps embedding of data lying on a manifold has shown success in tasks such as

dimensionality reduction, clustering, and data visualization. In this work, we consider embedding

data sets that were sampled from a manifold which is closed under the action of a continuous

Group invariant embeddings matrix group. An example of such a data set is images whose planar rotations are arbitrary. The

Diffusion maps G-invariant graph Laplacian, introduced in Part I of this work, admits eigenfunctions in the form of

Graph Laplacian tensor products between the elements of the irreducible unitary representations of the group and
eigenvectors of certain matrices. We employ these eigenfunctions to derive diffusion maps that
intrinsically account for the group action on the data. In particular, we construct both equivariant
and invariant embeddings, which can be used to cluster and align the data points. We demonstrate
the utility of our construction in the problem of random computerized tomography.
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Manifold learning

1. Introduction

Data analysis has become a cornerstone in many applications in science and engineering. In a typical setup, we are given a data set
X = {x DreeenX N} C C" where n is large, and the goal is to discover structures in the data. Examples for such data include collections
of images, point clouds, biological measurements, financial data, etc. A common modeling approach for high-dimensional data is that
the given points lie on a manifold M with intrinsic dimension d < n.

In various applications, the data set under consideration is assumed to have been sampled from a manifold M that is closed
under the action of some known matrix group G. In other words, for each point x; € X and any A € G, the data point Ax; is also
in M. Such manifolds are dubbed G-invariant. A particularly important class of groups appearing in numerous scientific applications
are compact matrix Lie groups, which includes the groups SO(2) and SO(3) of 2D and 3D spatial rotations, respectively, and low-
dimensional tori, all ubiquitous in fields such as image processing and computer vision. For example, the data set may be a collection
of two-dimensional images whose in-plane rotation is arbitrary, as is the case for electron microscopy image data sets [28]. In the
electron microscopy setting, all images lie on a manifold of dimension three, and moreover, rotating each of the input images results
in another image that may have been generated by the microscope. The current paper provides tools for processing such data sets.

When processing and analyzing data that are assumed to have been sampled from a smooth manifold, a fundamental object of
interest is the Laplace-Beltrami operator A ,, [26], which generalizes the classical Laplacian. The Laplace-Beltrami operator and its
discrete counterpart, the graph Laplacian [3], have been used to process surfaces, images, and general manifold data [22,33,34,21,
10,16,24]. Formally, the graph Laplacian is defined as the N X N matrix L given by
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where ¢ is a bandwidth parameter, D is a diagonal matrix, and ||-|| is the 2-norm. The normalized graph Laplacian is defined by

L=D7"L. (1.2)

In [19], it was shown that if X was sampled uniformly from a smooth and compact manifold M, then L converges to the Laplace-
Beltrami operator A ,; as ¢ — 0 and N — co. Recently, it was also shown that the eigenvectors and eigenvalues of L converge to the
eigenfunctions and eigenvalues of A, [6].

In Part I of this work [25], we laid the foundations for a graph Laplacian based framework for analyzing G-invariant data, where G
is a compact matrix Lie group, and demonstrated its usage for denoising manifold data. Specifically, we showed how to construct the
graph Laplacian by using all the points in the data set G - X, resulting from applying all the elements in G to the points in X. This
graph Laplacian is termed the G-invariant graph Laplacian (abbreviated G-GL). We then obtained two fundamental results regarding
the G-GL. Firstly, we proved that like the graph Laplacian, the G-GL also converges to the operator A ,;, but at a significantly improved
rate, where the speedup scales with the dimension of G. Secondly, we derived the eigenfunctions of the G-GL, showing that they
admit the form of tensor products between the eigenvectors of a sequence of certain matrices and the elements of the irreducible
unitary representations (abbreviated as IURs) of G. This special form of the eigenfunctions gives rise to efficient algorithms for their
computation. We then demonstrated how these eigenfunctions can be used to filter noisy samples from a G-invariant manifold M.

In the current work, we develop G-GL based embeddings of the data. In particular, we derive several variants of one the most
successful graph Laplacian based algorithms, known as ‘diffusion maps’ [19], which we now briefly describe. Let ¢y,...,¢, and
Ats.... Ay be eigenvectors and eigenvalues of the matrix P =1 — L, respectively (where L was defined in (1.2)). Then, the data set
X can be embedded into a N-dimensional Euclidean space by

®,(x) = (A (i), Ay by (D) s (1.3)

for some ¢ € R* and x; € X, where ¢, (i) is the i-th entry of ¢,. The embedding (1.3) has an elegant probabilistic interpretation.
Observe that P is a row stochastic matrix, which we can view as the transition probability matrix of a random walk over X. We
define a family of distances D, (x;, 1) where 7=1,2, ..., between pairs of point x;,x; € X by

2 1
2
P,' - Pf“w = Pfk - P’k) wy, Wp=-— 1.9
k=1

v Dy’

where P/ denotes the i-th row of P', and P, is the ij-th element of the matrix P', and Dy, is defined in (1.1). The weights w;
are larger for nodes x; which are weakly connected to their neighbors and are thus more difficult to reach. This fact makes the
distance (1.4) a natural choice for organizing data into clusters, as a cluster is in essence a set in which every data point resides in a
neighborhood which is dense with other data points. Thus, any path between two data points residing in distinct clusters would have
to pass through sparsely inhabited regions of the data landscape, making the distance (1.4) for such paths longer than paths within
a cluster. In [19], it is shown that

D2 = [@,00) — @, (1.5)

which implies that the Euclidean distance between the embeddings ®,(x;) and ®,(x ;) is the distance at time ¢ between (the distribu-
tions of) a pair of random walks over X that depart from x; and x;.

In this work, we utilize the G-GL’s eigenfunctions to construct various diffusion maps embeddings, thereby, explicitly incorporating
the action of G on the data set X into them. We distinguish between two types of embeddings - equivariant and invariant. For a

fixed ¢ € N, an equivariant embedding is a map ¢ : X — C4 such that

P(A-x)=Ao(x), AE€QG, (1.6)

where ‘-’ denotes the action of G on a data point x € C", and ‘o’ denotes the action of G on the embedded points, which typically
reside in a different space than C" of a much lower dimension. On the other hand, an invariant embedding is a map y : X —» CY
such that

y(A-x)=y(x), A€G, .7

for all x € X. The difference between the two types of embeddings is that ¢ preserves the action of G through (1.6), while y maps
all the points y in the orbit G - x into the same point y(x) € C9.

An important application of such embeddings is when X is a set of noisy 2D images, with the group G = SO(2) of planar rotations
acting on an image by rotating it around its center. In this case, an invariant embedding can be employed to cluster images which
are (almost) identical up to a planar rotation. Specifically, the property (1.7) implies that for a pair of images x;,x; € X such

that x; ® A - x; ! for some rotation matrix A € SO(2), that is, x; is approximately a rotation of x;, it holds that w(x;) = y(x;). We call

such images rotationally-invariant neighbors. On the other hand, the property (1.6) implies that if x; ;» then ¢(x;) & Aogh(x ).
In other words, an approximate rotation of an image results in an approximate rotation of its embedding. Hence, we can utilize ¢ to
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align the rotationally-invariant neighbors of each image x; with it, by computing for each neighbor x; the element A € SO(2) that
minimizes the distance ||¢(x;) — Aod(x j)“. Assuming that the noise in each image is additive, i.i.d. with mean zero, we expect that
averaging the aligned nearest neighbors of an image x; will result in a denoised image which closely approximates x;. Furthermore,
it is typically possible to align pairs of images using an embedding ¢ of dimension far lower than that of the images in X, which is
faster than aligning the images by directly rotating them.

Various methods have been proposed in literature for constructing group-invariant embeddings, especially for rotational-
invariance in image processing and computer vision tasks [29,36,12,4]. Most of these methods typically follow one of two approaches.
The first approach is based on steerable-PCA [35,20] that computes the PCA of a data set of images and all of their planar rotations.
In other words, steerable PCA computes an embedding of the images and all their infinitely many rotations into a low-dimensional
subspace which best captures their geometry. Importantly, steerable PCA efficiently computes the sample covariance matrix of all
infinitely many rotations of the images, avoiding any data augmentation, which can be computationally prohibitive. In [27], the latter
idea was extended to a data set of images residing on a compact manifold by introducing the steerable graph Laplacian, which is con-
ceptually equivalent to the graph Laplacian L in (1.1) constructed from all the images and their infinitely many rotations. In Part I of
this work [25], we generalized the steerable graph Laplacian to arbitrary compact manifolds, which are closed under the action of an
arbitrary compact matrix Lie group. The second approach, is to construct a graph Laplacian by using some rotationally-invariant pair-
wise distance between the points, and then use this graph Laplacians’ eigenvectors and eigenvalues to define a rotationally-invariant
embedding [29]. This approach was applied to handle the case of arbitrary compact Lie groups in [11]. However, it is not always
obvious which invariant distance is the most appropriate for the task, or how to compute it efficiently. Furthermore, in general, the
limiting operator resulting from such a construction is either unknown, or is not the Laplace-Beltrami operator [17], in which case its
properties are not always well understood. On the other hand, the embedding proposed in this work employs the eigenfunctions and
eigenvalues of the G-GL, which converges to the Laplace-Beltrami operator on the manifold, allowing us to preserve the geometry
of the underlying manifold. In particular, the group-invariance of the manifold is explicitly manifested in the form of the G-GL’s
eigenfunctions, being a product between certain vectors and the IURs of G (given by Theorem 2 in the following section.). As we
show below, this enables us to embed not only the points in given the data set, but also all the points generated by the action of the
group on these points.

The contributions of this work are as follows. First, we employ the G-GL’s eigenfunctions to construct an equivariant diffusion
maps embedding of the data set, and an associated equivariant diffusion distance, analogous to (1.3) and (1.4), respectively. We
then analyze their properties. Next, we employ the G-GL’s eigenfunctions to construct an invariant diffusion maps embedding of the
data, and an associated invariant diffusion distance, and analyze their properties. In particular, we show that the latter distance is
associated with certain random walks on the data manifold, and derive a relation of the form (1.5) for the invariant distance and
embedding. Finally, we demonstrate the utility of the proposed embeddings in reconstructing a 2D image from its noisy and shifted
1D Radon transform projections [9].

This paper is organized as follows. In Section 2, we briefly review the G-invariant graph Laplacian framework developed in [25].
In Section 3, we derive G-equivariant embeddings of the data, and diffusion distances over the set G - X, which are analogous to (1.3).
In Section 4, we derive and analyze G-invariant embeddings of the data. In Section 5, we demonstrate the utility of our framework
using numerical simulations. Lastly, in Section 6, we summarize our results and discuss future work.

2. The G-invariant graph Laplacian

In this section, we review the definition and eigendecomposition of the G-invariant graph Laplacian, introduced in [25]. Let
X= {xl, e X N} be a data set sampled from a uniform distribution over a smooth G-invariant manifold.
Denoting [N]={1,..., N}, consider the set
[N]IxG={(,A): i€e[N], AeG}, 2.1
where we use the pair (i, A) € [N]X G to refer to the point A - x; resulting from applying the element A € G (by matrix multiplication)
to the point x; € X. Now, let H = L2([N]x G) be the Hilbert space of functions of the form
fG,A)=fi(4), AE€QG, (2.2)

where f; € L2(G), endowed with the inner product

N
(f-&n=, / F{(A)gi(Aydn(A), 2.3)
i=1 G

where #(-) is the Haar measure on G (see Appendix A.1 for a brief introduction to integration over Lie groups). Furthermore, let us
define the action of any N X N diagonal matrix D on functions f € H by

{Df}(i,A)=D;;- f(i,A)=Dy; - f;(A). 2.4
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Definition 1 (The G-invariant graph Laplacian). Let W : H — H be the operator defined as

N 2
W=y, / Wi,(A.B)f,(B)dn(B), WA B)=e I+ /e 25)
=g
where ||-|| is the 2-norm over C”, and let D be the diagonal N X N matrix whose diagonal entries are given by
N
DiiZZ/VVij(laC)d”l(C)» ie{l,...,N}. (2.6)
i=lg
The G-invariant graph Laplacian (abbreviated G-GL) L : H — H is defined as
Lf=Df-Wf, feH. 2.7)
The normalized G-GL is defined as the operator
L=D'L=1-D"'w, (2.8)
that is, for any f € H we have
= . 1
LiNGa=fd =53 / Wi,(A, B)f;(B)dn(B). (2.9)
i i=lg
We observe that since G is a unitary matrix group, W, ! (A, B) in (2.5) satisfies
Asx;—Bx; | ABx, |
W;;(A, B) = i e e S W, (I, A*B), (2.10)

where A* is the conjugate-transpose of the matrix A € G. By the Peter-Weyl theorem (see Appendix A.2), the function W;;(I,-)
over G admits an expansion in a series of the entries of the irreducible unitary representations (abbreviated IURs) of G. The IURs
of G are a countably-infinite sequence {Uf } relg of unitary matrix-valued functions over G, where U?(A) is a unitary matrix of
dimensions d, X d, for each A € G, and 1; is a set that enumerates the sequence. Explicitly, by using (A.13) (see Appendix A.1) we
get that

Wy A'B)= ¥ d, - trace (WU (A"B)), 2.11)
‘el

where Wlf is the d, X d, matrix given by

ﬁgf:/w,.j(I,A)Uf(A)dn(A), telg, (2.12)
G

with U7 (A) denoting the entry-wise complex-conjugate of the matrix U?(A). We now state a theorem (derived in [25]) that charac-
terizes the eigendecomposition of L of (2.8) in terms of certain products between the rows of the IURs U? and the eigenvectors of
the block matrices

it it il
I/I{II VI/IZ u/.lN
wo | S | rer, (2.13)
e ot oyt
WNl WNZ WNN

where the matrix W of dimensions Nd, x Nd, has Wlf of (2.12) as its i j-th block. Also, for any vector v € CV9 and j € {1,..., N},
we denote by

dW =W =1 -dy+1),...,00G -d,)" €C¥, (2.14)
the elements (j — 1)d, + 1 up to j - d, of v stacked as a d,-dimensional column vector.
Theorem 2. ([25]) For each ¢ € 1, let
% .
D) = diag (D,1 -1dt,xdf,...,DNN~1dfxdf) (2.15)

be the Nd, x Nd, block-diagonal matrix whose i block of size d, x d, on the diagonal is given by the product of the scalar D,; from (2.6)
with the d, X d, identity matrix. Then, the normalized G-invariant graph Laplacian L in (2.8) admits the following:

4
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1. A sequence of non-negative eigenvalues {1, 4, ..., Ang .0 }rer,» where Anp is the nt" eigenvalue of the matrix

K(f):I_(D(f))—lpf/(f). (2.16)
2. Asequence (O, _,,.... 0/ g , re1,, of eigenfunctions, which are complete in H, and are given by
Dy is A) = \/dy - UL (A)- €' (D), (2.17)

where ©, , is an eigenvector of K©) that corresponds to the eigenvalue 1, ;, and e’ is defined in (2.14). For each n € {1,...,Nd,}
and ¢ € 1, the eigenfunctions {®; ..., ®, ;. ,} correspond to the eigenvalue 4, , of L.

The following lemma, which implies that the elements e’(v) of an eigenvector v of the matrix W© of (2.13) are G-equivariant,
lies at the heart of all subsequent derivations.

Lemma 3. Suppose that x; = B - x; for some B € G, and let v be an eigenvector of W) given by (2.13), that corresponds to an eigenvalue

A> 0. Then, for all ¢ € 1; and n € N we have

e/ (v)=U?(B) - € ). (2.18)
Proof. See Appendix B. []

3. G-equivariant diffusion maps

In this section, we derive an equivariant embedding of the data set X, which we term ‘G-equivariant diffusion maps’. The derivation
employs the eigenvectors and eigenvalues of the operator

P,=D"'W=1I-1L, 3.1
where L was defined in (2.8). Explicitly, by (2.9), we get that

W;i(A,B)

N P
(P, f}G.4)=) / P((i, A).(j. B)f;(B)dn(B). P((i,A).(j. B)) = —* (3.2)
=1

D;
where W;; and D;; are defined in (2.5) and (2.6), respectively. We observe that P, p may be viewed as a transition probability operator
of a single step of a random walk over [N] X G (defined in (2.1)). Indeed, by (2.5) we have that P((i, A),(j, B)) > 0, and moreover,
if we denote by 1;, € H the constant function that takes the value 1 over [N] X G, then by (3.2) and (2.6) we have that

N
{Py1y} )= / P((i, A),(j, B)dn(B) 3.3)
=g
N W, (A,B
-3/ 5 e 3.4
iy X Jo Wik(A, Cran(C)

for all (i, A) € [N] X G. The expression on the right hand side of (3.3) is understood as the sum of transition probabilities from the
point (i, A) € [N] X G to all other points in [N] X G. It is easily seen that the eigenvalues of P,, are given by

Ang=1=2,p0, n€[N], C€lg, (3.5)
where {/T,,f} are the eigenvalues of L of (2.8), while for the eigenfunctions {fbf]fzn .} of P, it holds that

P &, nelNl, rel; meldy), (3.6)

£.mn

where {Cf)f,m,n} from (2.17) are the eigenfunctions of L. Therefore, the eigenfunctions of P,, can be computed by diagonalizing the
matrices K©) in (2.16), as described by Theorem 2. As the rest of this work concerns only the eigenpairs of P,,, we associate the
eigenvectors of K) with the operator P,, by introducing the notation

v’ =0,,, n€INl, ¢elg (3.7)

For t € N, we define the 7-step transition probability operator PU’IJ : H — H to be the operator that acts on f € H by applying P,,
to f iteratively ¢ times. It can be shown that (see e.g. [13])

N
{rr}an=3 [Paae @, ren. (3:8)
=g

5
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where we define for all A,B€ G

PY((i, A),(j, B)) £ P((i, A),(j, B)),
N

P’((i,A),(j,B))éZ/Pr_l((i,A),(k,C))Pl((k,C),(j,B))dr/(C), 1=2,3,.... 3.9
k=1

By (3.9) and (3.4), for any (i, A) € [N] X G we get by induction over ¢ that
(P fa =1 (3.10)

Furthermore, by (2.5), (3.2) and (3.9), we get that P'((i, A),(j, B)) > 0 for all (i, A),(j, B) €[N] X G and t € N. Thus, we conclude
that P;p is a probability transition operator for all ¢ € N, with a probability density kernel function given by (3.9).

For a fixed point (i, A) € [N] X G, the function P'((i, A),(j, B)) > 0 induces a probability distribution on [N] X G, with its density
given by

P! (k.C)2 P'((i, A).(k.C)). (k.C)€[N]XG. (3.11)

Analogously to (1.4), we now define a diffusion distance on [N] X G, as follows.

Definition 4. For all1 =0, 1,2, ..., we define the equivariant diffusion distance between each pair of points (i, A), (j, B) € [N] X G as

D, ((i,A),(,B)) (3.12)

PL—P
” LA "Bl H,an/D

1>

N
2dn(0)
¢ 13
> / (Pl = Pk O) =] (3.13)
=G

Similarly to (1.4), the diffusion distance (3.12) can be computed by first embedding the points in [N] X G into a Euclidean space,
and then computing the Euclidean distance between the embedded points. The required embedding is defined as follows.

Definition 5. For all 1 =0, 1,2, ..., we define the equivariant embedding of [N] X G by

Z,N
o, 4)= (4,00 . A)) . (LA)E[NIXG, (3.14)
m,n m=1,n=1,/€lg

where 4, , and CD(;)M , are the eigenvalues and eigenfunctions, respectively, of P(fp from (3.8).

We will show that the embedding <1>£” ) is indeed equivariant (as defined in (1.6)), shortly. The following Theorem relates the
embedding (3.14) with the distance (3.12).

Theorem 6. Forallt=0,1,2,..., and (i, A),(j, B) € [N] X G, we have that

D, (i, A). (. B) = | @G, 4) - @1, B, (3.15)
Proof. See Appendix C.1. []

Note that for each (i, A) € [N] X G, the embedding (3.14) is an infinite dimensional sequence. In practice, we truncate (3.14) to
obtain a finite-dimensional embedding, such that pairwise squared distances between the finite-dimensional embedded points closely
approximate (3.12), as we now argue. The operator P;p defines a Markov chain over [N] X G, with the #-step transition probability
from a point (i, A) to the points of a (Borel) measurable subset V' C {j} X G given by

P/ ,(j- B)dn(B). (3.16)
{BEG : (j,B)EV}

By definition, we have that Pl’ 4 > 0. By a result in [18], the largest eigenvalue of P’p is simple and equals 1, while the rest of
the eigenvalues are strictly less than 1 (and non-negative due to Theorem 2). This implies that, with the exception of the leading
eigenvalue, all the eigenvalues A’ (of P’p from (3.8)) decay to zero exponentially fast when t — oo, and thus, so do the terms on the
right hand side of (3.14). Thus, for a fixed t € N, we can set up a truncation rule for the sequence (3.14) by retaining only the terms
of (3.14) for which /lil’ , > 0, where § > 0 is some parameter chosen so that the distances (3.12) are approximated up to a prescribed

error, when replacing CIJEP )(i,A) and <I>§” )( Jj,A) in (3.15) with their truncated versions. We mention that the eigenfunction CIJE)‘D ())1

that corresponds to the leading eigenvalue 4,; = 1 can be shown to be constant over [N] X G, and thus, can be discarded from the

6
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embedding. Since {4’ ,} are independent of the index m (that enumerates the rows of the IURs U ? in (2.17)), we define the truncated

nt
embedding
(p) t ®
(e ,A) | 3.17
(A= ( ne Pt mnl-A) m=1(n)ELs, o
where
s={00) 0<5<a <1}, (3.18)

By using Lemma 3, we obtain the following result which shows that (3.17) induces a G-equivariant embedding i — <I>(p)(z I)
of the data set X, in the sense that the action of an element B € G on a point x; € X results in an action of an IUR of G on the
embedding <I>f§p ’) .

Proposition 7.
1. For all (i, A) € [N] X G we have that

CI)(‘")(z A)—(/I’ Vi, -U” (A)- e(v(p))) , (3.19)

(n0)els,

where Uip ;, and ¢'(-) were defined in (3.7) and (2.14), receptively.

2. Let U(B) be the block-diagonal matrix with the IURs U (B) such that (n,¢) € 15, on its diagonal, and suppose that x ;=B-x; for
some B € G. Then, we have that

q)fs{’j(j, =U(B)- q)ffj(i, . (3.20)

Furthermore, the function U(-) is an IUR of G. In particular, for each B € G the matrix U (B) is unitary.
Proof. See Appendix C.2. []

We comment that Lemma 3 implies a similar result for the non-truncated embedding (3.14). In this case, U(B) is the infinite-
dimensional block-diagonal “matrix” with all the IURs U? (B) of G for all (n, ¢) on its diagonal.

4. G-invariant diffusion maps

In the previous section, we saw that the diffusion distance (3.12) between pairs of points x;,x; € X gives rise to the equivariant
embedding (3.17) of the data set X. In various applications, the group action is viewed as a nuisance factor. Therefore, it is of interest
to derive group-invariant embeddings that map all the points in the set G - x; = {A ‘x; L AE G} (the orbit generated by the action
of G on x;) into a single point in the embedding space.

We can employ the distance (3.12) and its relation (3.15) to the equivariant embedding (3.14) to obtain a G-invariant dis-
tance M, : [N]X [N]— R* between points in X by defining

2 oy : t _ pt
M} ()= min ”P. P!

eG Il 1A J*B”H,dn/D ABeG”(I’(p)(Z A) - (D(p)(' B)H 4.1)

as the following proposition establishes.

Proposition 8. Suppose that x, = O - x; and x, = R - x; for some Q, R € G. Then, we have that

M, (k.r)= M, ,()). (4.2)

Furthermore, we have that

(4.3)

2 N s
M, G.)= min |
Proof. See Appendix D.1. []

The distance M s Can be approximated by solving the least-squares problem in (4.3), with (IJE” )(i,A) replaced by the trunca-

tion bes’jt)(i, A) of (3.17). By using the second assertion of Proposition 7, and in particular, that for each B € G the matrix U(B) in the
assertion is a block-diagonal matrix with the IURs of G on its diagonal, the squared distances on the right hand side of (4.3) can be
computed efficiently for low-dimensional groups G for which there exist FFT-type algorithms. We describe such a procedure in detail
for the rotations group SO(3) in Part I of this work [25], and show that computing the squared distances ||<I>§” )(i 1) — CDE” ) U, A)||;2
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above over a K points discretization of SO(3) can be accomplished with O(K ~log2 K +11;,|) operations, where |Z; | (the cardinality
of (3.18)) is the dimension of the embedding (3.17).

Unfortunately, even though the distance M, of (4.1) is group-invariant, in general, it is not guaranteed that there exists an
embedding Y such that M, pils )= 1Y) — Y ()| for every pair i, j € [N]. Regardless, we can use the property (4.3) of M, to “align”
pairs of points x;,x; € X that are close up to the action of G. That is, we can compute the element A € G that solves (4. 3), and then
compute A - x;. An important application (mentioned in Section 1) is to align pairs of images that are approximately rotations of each
other.

Next, we employ the eigenfunctions and eigenvalues of the G-GL to define a group-invariant embedding of the data set X, as
follows.

Definition 9. For all 1 =0, 1,2,..., we define a G-invariant embedding of the data set X by the function ‘Pf‘” ). [N]— ¢? defined as

W0 = (VI A, (e (4.4)
n,n G

By Lemma 3, we get that ‘Pf” )(i) is G-invariant, since if x i=A-x; for some A € G, then we have that
(@)Y = (U W)U AW, = (). e'wh)), (4.5)

for all £ € I; and n € [N]. We can now define a G-invariant diffusion distance between the points in X.

Definition 10. For all 1 =0, 1,2, ..., we define the G-invariant diffusion distance over X by

E, i.))=|¥" 0= ¥P () ,,. i.j eV, (4.6)

Remark 1. Similarly to what we did in the previous section for the equivariant embedding <I>§p ) defined in (3.14), we can truncate
the embedding ‘Pg” ) to obtain a finite-dimensional G-invariant embedding by thresholding the sequence {A; K,A;, f} using a rule
analogous to (3.18).

In Section 3, we defined the diffusion distance qu,(i, J) in (3.12) as the distance between the probability densities of random
walks over [N] x G that depart from the points x; and x - We then showed that both the distance D,,(i,j) and the induced embed-

ding <I>§" )(i, A) in (3.14) are G-equivariant. We now show that the G-invariant distance E,, defined above in (4.6) can be expressed
as a distance between certain probability densities related to random walks over [N] X G.
To that end, we first illustrate that the embedding (3.14) is G-equivariant due the fact that for each i € [N] the correspondence

i P, 4.7)

between the point x; (which we identify with (i, I) € [N]x G) and the probability density PI.’ / (defined in (3.11)) of the random walk
on [N] X G that departs from (i, I) is by itself G-equivariant. Indeed, consider the action ‘o’ of G on functions in H, and in particular
on P/, € H, defined by

{ooP!, } k.0 =P/ (k.0"C), (K, O)EINIXG. 4.8)

For any fixed k( € [N], the function P’ (ko, Q*C) € L%(G) is known as the left-translation of P’ (ko, C) by QO (see [14]), and thus by

extension, we refer to P’ (k 0*C)e Lz([N 1 X G) in (4.8) as the left-translation of P' (k C) by Q. The following proposition shows
that the correspondence (4 7) is G-equivariant with respect to left-translations.

Proposition 11. Suppose that x; = Q - x; for some Q € G. Then, we have that

P00 ={0oP, Lk C), (kO EINIXG. (4.9)
Proof. See Appendix D.2. []

In words, equation (4.9) implies that the density Pj’ ; is the left translation by QO of Pl’ ;- This shows that a translation of x; € X
by O € G results in a translation of Pj’ ; €EH by Q.

We now define a G-invariant correspondence that maps each x; € X to a certain probability density related to random walks
over [ N] X G, and show that the G-invariant distance E p’,(i, J) of (4.6) is the distance between the densities to which x; and x ; are
mapped. We begin with the following definition.
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Definition 12. Given a pair of functions f,g € L*(G), their cross-correlation function f x g € L2(G) is defined as

(f*g)(C)=/f(A)-g(AC)dn(A)~ (4.10)
G

Now, consider the Hilbert space L2 ([N 1?2 x G) of functions of the form A(i, j, A) such that for each fixed iy, j, € [N] we have that
h(iy, jo. A) € L%(G). Given a pair of functions f,g € H, we denote by ‘x’ the operation defined as
(f *g &)k, r, R) 2 {f(k,) % g(r,)} (R), (k.r,R)E[N]*XG. (4.11)

That is, the function f %, g € L2([N]? x G) is the cross-correlation over G of f(k,-) and g(r,-), for each (k,r) € [N]?. Now, for
each x; € X, consider the correspondence

i Pl xg P, (4.12)
where by (4.10), we have that
{ Pl xa Py ter R = { Pk % PO R (4.13)
= / P!, (k,C)- P/, (r,CR)dn(C). (4.14)
G
The following proposition asserts that the correspondence (4.12) is indeed G-invariant.
Proposition 13. Suppose that x; = Q - x; for some Q € G. Then, we have that
13 _ pt 13
Pl %o Pl =Pl Pl (4.15)

Proof. See Appendix D.3. []

Remark 2. Proposition 13 implies that the correspondence (4.12) is G-invariant. We can also consider mapping each point i by

i Ploxg P2, (4.16)

for arbitrary pairs of times ¢, and f,. Repeating the steps of the proof of Proposition 13, we get that the correspondence (4.16)
is also G-invariant for any pair of positive integer times ¢, and f,. The latter suggests that we can construct embeddings of X by
combining distinct diffusion time pairs.

The following theorem asserts that the function on the left hand side of (4.13) is a probability density over [N 1? X G, and that the
distance E (i 7) in (4.6) equals the distance between the probability densities corresponding to i € [N] and j € [N] via (4.12).

Theorem 14.

1. Foralli € [N] and t € N, we have that Pl.’ 1 %6 P,.r ;2 0, and furthermore, that

N
3 /{P’ *g P }(k r, R)dn(R) = 1. (4.17)

k,r=1 G

In other words, the function P} % P/, is a probability density over [N 12 xG.
2. The diffusion distance E, , in (4.6) is given by

! t
Epii- )= HP *o Pp =P *e Pjv’HL2([N]2><G,d;1/D®D) ’ (4.18)

where L? ([N]2 XG,dn/D® D) is the Hilbert space of functions f(i,j,A) such that for each fixed iy,j, € [N] we have that
f(igsjo» A) € L*(G), and with inner product given by

C
<fsg>L2([N]2><G,d;1/D®D Z /f(l Jj.C)-g(i,j,C) C)D ’I(D) (4.19)

i,j= IG

Proof. See Appendix D.4. []
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We now relate the probability density P’ *g P’ to random walks over the data. Assuming that A - x; # x; for (almost) all A € G
and all x; € X (as in Theorem 2), we get that there ex1sts a 1 — 1 correspondence between each orbit G - x; and G, given by the map
A~ A-x;. Thus, we may think of the domain [ N] X G as a set of coordinates over G - X, where the coordinate of a point A-x; € G- X
is given by (i, A) € [N] X G. In terms of the latter, we say that a random walk over G - X can either move along the “[ N]-direction”
or the “G-direction” (or both) in the domain [N] X G. Now, let X, and X,, be the positions at time ¢ of a pair of random walks
over [N]X G that depart together from (i, I) at time ¢ = 0, both with probability density given by P/ ,. Furthermore, let N, and N,
denote the random variables that take the values k and r, respectively, whenever X , = (k, A) and th =(r,B) for some A,B€G.In
other words, N, and N,, are the coordinates of X, and X,, in the [N]-direction. Similarly, let G, , and G,, denote the random
variables that assume the values A and B, respectively, whenever X, , = (k, A) and X,, = (r, B) for some k,r € [N], and so, G,
and G,, are the coordinates of the random walks in the G-direction. Lastly, we define the “displacement” of X, and X, in the
G-direction” as the random variable R, = GT,: - Gy, which is the relative position of the random walks in the G-direction. We now
have the following proposition.

Proposition 15. Let X, and X, , be the positions at time ¢ of a pair of independent random walks over [N] X G that depart from (i, I),
both with probability density given by Pl.’ ;- Forany k,r €[N] and H C G, consider the event

Hkr={N1J=k, Ny, =r, RtGH}, (4.20)

whereby at time t the random walks X, and X,, had reached the orbits G - x; and G - x,, respectively, and their displacement R, in
the G-direction is in H. Then, we have that

P (H,,) =/ {PI.’J e Pl.{l}(k,r, R)dn(R), (4.21)
H
where ‘%’ is defined in (4.11).

Proof. See Appendix D.5 []

In light of Proposition 15, we conclude that Theorem 14 asserts that E,, from (4.6) is the distance between the densities of the
displacements of two pairs of random walks over [N] X G. To further clarify the implications of Theorem 14 and Proposition 15,
consider the special case where M = G - x; for some arbitrary fixed point x; € X. That is, the entire manifold M is the single orbit
generated by the action of G on the single point x. Since for any x; € M there exists an element A € G such that x; = A - x;, we
may think of the point x; as the origin of the space M = G - x;, analogously to the origin in a Euclidean space, and consider the
elements of G as coordinates on M. If we express every point that the random walks reach in [N] X G in coordinates with respect
to the origin x,, then every point takes the form (k, A) for some A € G (and a fixed k € [N]). Consequently, in these “coordinates”,
the random variables N, , and N,, above are both constant, taking the value k. This implies that in this case (4.21) is a probability
distribution of the displacement R, (the relative position) of a pair of random walks on M that depart simultaneously from some
point x;, where the probability den51ty of R, is given, due to Theorem 14 and Proposition 15, by P’ *g P! 1 of (4.13). While the
dlstrlbutlons of the positions of a pair of random walks certainly depend on their departure point, the dlstrlbutlon of their relative
position does not. Proposition 13 formalizes the latter statement, by asserting that the density P 1 %6 P’,r ; is G-invariant, which
is exactly the motivation behind the G-invariant correspondence (4.12). In the general case, where M consists of multiple orbits,
Proposition 13 asserts that the density P[ 1 %6 Pl’ ; 1s unchanged by varying the departure point in the G-direction, that is, when x;
is replaced by Q - x; for some Q € G.

5. Numerical experiments
5.1. Basic examples

In this section, we corroborate the key properties of the distances derived in the previous sections using some simulated G-invariant
data sets. In particular, we demonstrate the G-equivariance of Dp,t in (3.12), and G-invariance of the distance E ot in (4.6).
In the following simulation, we consider the action of the group G = SO(2) of 2D rotations on the 2D torus T> C R3, given by

cos@p —sing x
sin ¢ cos @ vy, &, z)T € sz, (5.1)
1)1\ z

where T2 is given by

x(0,p) = (R + rcos@)cos ¢, (5.2)
W0, %) =(R+rcos@)sing, (5.3)
z(6, @) =rsiné, (5.4

10
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Fig. 1. Figure (a) shows the .SO(2)-equivariant diffusion distances (3.12) of the points in the simulated data set X from x; € X (marked by a blue dot), depicted as a
heat map superimposed on the torus T? C R3. Figure (b) shows the distances (3.12) of the points in X from x,, (marked by the green dot). The images indicate that
rotating x; by 180° rotates the heat distribution by the same angle.
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Fig. 2. Figure (a) displays the SO(2)-invariant diffusion distance of the points in the simulated data set X from x; € X (marked by the blue point). Figure (b) shows
the same simulation repeated with points sampled from the 2-sphere. In both cases, the distances are constant over the orbits induced by the action of SO(2) by
rotations about the z-axis, namely, the horizontal circles.

with 0,9 €[0,27), and R=2,r=1.

To demonstrate that the distance D,,in (3.12) is SO(2)-equivariant, we first sampled a data set X of N = 10000 points from a
uniform distribution over T2. Next, we randomly chose a point x; € X and added to X the point x 41 that results from a rotation
of x; by 180° about the z axis. We then used the data set X = X U {x N+1 } to compute and factor the matrices W) given by (2.13).

We used the resulting eigenvectors and eigenvalues to compute the SO(2)-equivariant embedding <Df" ) of (3.14), where we chose
the time parameter ¢ = 3, and truncated (3.14) by applying the rule (3.18) with 6 = 0.1. Finally, we computed the distances D,,, of
each point x € X from x; and from x, ;. Fig. 1 depicts the diffusion distances of the points in X from x; and x|, respectively,
superimposed on the torus T C R? as a heat map. In Fig. 1a we plot the value D, (i, j)atx; € T2 for each j € [N], and similarly, in
Fig. 1b we plot the value D,,(N+ 1,j)at x ;- We observe that for a fixed i € [N ], the distance Dp‘,(i, -) is localized in a neighborhood
of x;, and furthermore, that the distances D,,(N +1,-) are a rotation of D,,G,) by 180°, which demonstrates that D, is SO2)-
equivariant.

Next, we used the eigenvectors and eigenvalues of P! for t =3 to compute the SO(2)-invariant embedding ‘I‘E" ) of (4.4), truncated
as suggested in Remark 1 in Section 4, with 6 = 0.1. Fig. 2a depicts the values of the SO(2)-invariant diffusion distances E,, of (4.6)
from x; to the points in X, superimposed on the torus T? C R as a heat map, where as before, each value E (s j) isplotted at x; € X.
It is seen that the heat distribution is constant along the direction of the action of SO(2) in (5.1), that is, over the horizontal circles
in T2, which demonstrates that E bt is invariant under the action (5.1).

We also repeated the previously described simulations with points sampled from the two-dimensional unit sphere S? ¢ R> coupled
with the action of SO(2) by rotations about the z-axis. The results are depicted in Figs. 2b and 3 in the same manner as for the case
of T2, implying the same qualitative picture as for T2.

11
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Fig. 3. Heat distributions resulting from repeating the simulation depicted in Fig. 1 with data sampled from the 2-sphere. In this case, the green point is a rotation
of x; (marked by the blue point) by 60° about the z-axis. The distribution of the diffusion distances of the points in the simulated data set from the rotation of x; by
60° in Figure (b) is obtained by rotating the distribution of the distances from x; in Figure (a) by 60°, showing a similar qualitative picture to that of the simulation
with the torus.

5.2. Random computerized tomography with random angles and shifts

In this section, we consider the problem of random computerized tomography [1], where the goal is to reconstruct a 2D image from
its 1D Radon transform projections taken at random unknown orientations and shifts. We demonstrate the utility of our framework
in resolving this problem.

Let I(x,y) € L2(R?) be an image, finitely supported in R2. The Radon transform P,(1) of I in the direction ¢ € [0,27) is defined
as the line integral of I along the line L, which is inclined at an angle ¢ and is at distance ¢ from the origin. That is,

(Sl o]
P(p(t) = / I(x,y)ds = / / I(x,y)6(xcos@+ ysing —t)dxdy, (5.5)

L —00 —0
where 6(x) is the Dirac delta. Given a finite set of samples X = {xl, X N} of the Radon transform, where x; = (P¢i )., Pq,‘_ ),
each generated at known angles ¢, ..., ¢ and fixed equally spaced distances ¢, ... ,?,, from the origin, tomographic reconstruction
algorithms [23] estimate the image I from these samples. In random tomography, the goal is to reconstruct an image I from the
set X above in the case where the angles ¢;,..., @, are unknown but were sampled uniformly at random from [0,27) (and as

before #, ...,t,, are known).

In [9], it was shown that this problem can be reduced to tomographic reconstruction with known angles outlined above, by ordering
the projections according to the angles at which they were generated, and reconstructing the image by setting ¢; = 2zi/N foreachi €
[N]. Specifically, it was shown that the angles ¢, ..., @y can be sorted as follows. First, use X to construct the density-invariant
graph Laplacian matrix L = D~!LD~! [19], where L and D are defined in (1.1). Then, compute the diffusion maps embedding using
the two non-trivial leading eigenvectors ¢,, ¢»; of L. With a proper choice of the bandwidth €, the embedded projections reside on a
circle, and moreover, they are ordered according to the projection angels ¢; (up to a rotation by an arbitrary angle). Thus, we can
estimate the angles of the projections via

@; = atan2(¢, (i), p3(i)), i€[N], (5.6)

and use these angles to order the projections. Then, the image is reconstructed by reordering the projections with respect to ¢;, and
setting for the reordered projections ¢, to be 2zi/N. The procedure above is outlined in Algorithm 1.

Algorithm 1 Image reconstruction from random projections

Input: Projection images x; = (Pq, t),..., P, (tm)), fori=1,...,N.
1: Compute D and L from (1.1), and construct the density-invariant graph Laplacian L=D"'LD.
2: Compute the two leading non-trivial eigenvectors ¢,,¢; of L.
3: Sort the projections x; according to @; = atan2(¢, (i), ¢5(i)).
4: Reconstruct a 2D image using the sorted projections x;, setting the input angles ¢, to be 2zi/N.

Remark 3. As explained in [9], the eigenvectors ¢,, ¢ of 'L approximate a pair of eigenfunctions of the Laplace-Beltrami operator
on the circle S, that correspond to an eigenvalue with multiplicity 2. Thus, the computation of ¢,, ¢»; may result in any orthogonal
combination of these eigenvectors (depending on the numerical procedure used for their computation). This implies that the diffusion
maps embedding formed by these eigenvectors is only unique up to an arbitrary rotation and possibly a reflection (orientation of the

12
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curve). This degree of freedom is manifested in the fact that the reconstruction of the image is only possible up to a rotation and a
possible reflection, or by the same token, in that the order of the projection angles can be recovered only up to a cyclic permutation,
and that it may be possibly flipped.

Here, we tackle the case where each projection x; € X is not only generated at a random unknown angle, but also may be
independently shifted by a random unknown shift s; (to the left or to the right) [2]. In terms of the model formulated above, this
corresponds to the setting where the equally spaced distances ¢4, ... ,t,, may be shifted by a random number s;, sampled uniformly at

random from an interval .S = [—5$ .y, Smax |, Where s, is the maximal shift of a projection. To conclude, our goal is to reconstruct a 2D

N
image from the set X = {(Pq,’_(t 180D Pyt + s[))}_ X where ¢; and s; are sampled independently and uniformly at random

from [0,27) and S, respectively. In this setting, the datell_points in X reside in the two-dimensional manifold comprised of all the
projections and their shifts in .S. Since Algorithm 1 requires the projections to reside on a curve, we cannot except it to directly
resolve this problem. Indeed, below we demonstrate that in this case Algorithm 1 fails to recover the order of the projections in X,
and so also fails to recover the underlying image.

We now derive a method in which we first unshift the projections in X such that they reside on a curve C, after which we
apply Algorithm 1 to the unshifted projections. Formally, our method finds a set of shifts §,, ..., 3y such that shifting x; = (P, (t; +
Si)sene ,Pwi (t,, +s;)) by 3; approximates the unshifted projection (P¢i(’1 ) ’Pw; (t,,)), that is,

(P, () 45, =5 Py (U + 5, = 5)) R (P (1)), .. Py (). (5.7)

In a nutshell, the unshifting works as follows. First, we compute an embedding of X which is invariant to the shifts s;. In other words,
any two projections x; and x; such that x; is a shift of x; are embedded into the same point. This enables us to detect which unshifted
projections (P(pi @),.... P ,.(Tm)) reside at neighboring points on C. Then, we compute an embedding of X which is equivariant to the
shifts s;, which we employ to find for each such pair of neighboring projections the relative shift s;; € S that best aligns x; with x;.
Finally, we show how to employ an algorithm derived in [32] to extract the shifts §;,...,§y from the relative shifts s, e

In order to implement our method, we would like to construct a shift-invariant graph Laplacian, and compute its associated
invariant and equivariant embeddings, derived in the previous sections. Unfortunatelly, the set of shifts .S is clearly not a group.
Thus, our strategy is to first embed .S into the circle .S' (a one-dimensional Lie group) via an invertible map @, such that each
element v € S'! acts on x; € X by a unique shift s, = () (where we identify .S' with [0,2x)). Then, we can construct the .S!-GL
by using X with the aforementioned action of S', and the S!-invariant and equivariant embeddings computed from its eigenfunctions
and eigenvalues induce the desired embeddings. We now construct such an embedding ©.

Recall that the eigendecomposition of the S'-GL is derived by using the eigenvectors and eigenvalues of the matrices W)
from (2.13). The matrices W) in our construction are formed by the coefficients of the Fourier series of the functions d, (@) 3

exp{— ||x; — s,0x; |2 /e} for all i, j € [N]. To obtain an everywhere convergent series for each i, j € [N], we need to make sure that
the definition of the map © above guarantees that each function d;; is 2r-periodic. For that, we observe that the projections in X are
assumed to have been generated from an image I that is finitely supported in R2, and are thus also finitely-supported. Now, Suppose,
that their support lies within the interval Q = [—g, ¢q] for some g > 0. Then, for each i, j € [N], and any shift s such that |s| > 5,

where s = max{2q,2s,,,, }, we have that

2 2 2 2 2
Hx,— - soxjH =|lxi || =2 (x;.50x;) + ”xJH =|x |+ ijH . (5.8)
Thus, if we define the map ® above by
o) =r+ %5, €7, (5.9)
25
which maps .S = [-5,5] to S! by identifying the boundaries of the interval .S, (5.8) implies that
2 2
d;;(27) = exp{— ‘ X; = 50x; H e} =exp{— Hx, - (—E)oxjH /€)= d;;(0), (5.10)

as desired. Furthermore, © is invertible, and due to the definition of s above, we also have that .S C E, which together imply that each
shift within S is embedded by © into a unique point in S'. Therefore, if we compute the S!-invariant embedding (4.4) associated
with the S!-GL constructed as just described, any two projections x;, x ; € X such that x; = sox; for some s € .5 get embedded into the
same point. Moreover, the associated S!-equivariant embedding <I>fsp 2 in (3.17) induces a shift-equivariant embedding of X, where
if x; = sox; for some s € S then <1>f§” I)(j,zr) =U(B(s)) - <I>f§” I)(i,n), where 7 = ©(0) is the group element in S' that corresponds to the
zero shift (see (3.20) in Proposition 7).

Remark 4. Note, that we may have to pad the projections x; € X with zeros to implement the shifts sox; for all s € S, whose
magnitude may be larger than s, (the magnitude of the maximal shift in the data). In particular, we avoid cyclically shifting the
data which produces vectors that cannot have been obtained by the Radon projection (5.5).
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Since the unshifted projections of a 2D image reside on a smooth and closed curve C, the data set of projections {s,ox; : x; €
X,v €[0,27)} resides on the compact two-dimensional manifold M generated by letting the elements ¢ € S act on each point x € C
by s,0x, as described above. We now describe in detail our method to reconstruct a 2D-image from its random shifted projections,
which uses the S!-invariant and S'-equivariant diffusion maps derived from the S'-GL constructed by viewing the projections in X
as samples from M. The method consists of 5 steps.

Algorithm 2 S!-GL based shift-invariant K nearest neighbors
Input:
1. Data set X of shifted projections.
2. Maximal IUR index ¢,,,,, an integer K > 0 of nearest neighbors to compute, and a diffusion time parameter .
1: Use X to construct the S'-GL as described in Theorem 2, with the action of .S' on X given by the shifts ©~'(¢), ¢ €[0,27) (see (5.9)).
2: Compute the truncated S'-invariant diffusion maps ‘I‘(:’) ,z(i) via (4.4) with £ <7, foralli € [N].

3: For each x; € X compute the set N, of the K projections x; € X with smallest distance ”‘I‘(tf’) ()= ‘Pif) ,(j)“ .

In Step 1, we use the data set X to construct and decompose the .S'-invariant graph Laplacian, where we perceive X as being
sampled from a .S!-invariant manifold, as described above. Practically, this means that we construct and factor the matrices K*)
in (2.16) up to a certain threshold ¢ < #,,. We then compute for each i € [N] the truncated .S Ljnvariant embedding ‘I’(;) r(i)

given by (4.4) with # < #,,,,, and n < n, for each ¢, where n, is the number of leading eigenvectors of K*) we use to construct the

embedding. Below, we describe how we chose 7, and n, in our simulations.
In Step 2, we first fix an integer K < N and a diffusion time parameter 7 > 0, and compute for each projection x; the set N

of its K nearest S'-invariant neighbors defined as the K projections x ; with the smallest distance H‘P(;’) r(i) — ‘I‘(f” ) ,( j)” in the
max ' max
embedding space. Then, for each i € [N], the set N; contains the K neighbors of x; up to shifts. Step 1 and Step 2 are outlined
in Algorithm 2.
In Step 3, for each projection x; and each of its neighboring projections x; € N determined in Step 2, we employ the truncated
equivariant embedding of (3.17) to compute the relative shift s;; that best aligns x; with x; by solving

= min H@f;j}(i,@-l(s)) (5.11)

Sij
where ®~! is the inverse map of ® defined in (5.9), and (D(p )(1 ~1(s)) is the embedding of sox;. In particular, by (5.9), we have

that CI>(” )( j,0710) = <I>(p )( j,m), which is the embedding of the point x;. We discuss below how we chose the threshold § in our
51mulat10ns We point out that it is also possible to compute the relatlve shifts s;; by directly aligning the projections. That is, by
solving

sijzmin‘soxi—xj sES, (5.12)
N
where sox; is defined as

sox; = (Pwi(tl 5= S s Py (1) +5; —s)). (5.13)

However, as we demonstrate in simulations below, while both methods of computing the s;; produce comparable results, the
method (5.11) can be more computationally efficient.

Algorithm 3 Global alignment of projections
Input:
1. Pairwise relative shifts s;; for all i, j € [N] such that i € N; or j € N;.
2. Shifted projections x; = (P,, (t +5,),. Py, £ s )) fori=1,...,N.
1: Compute 6;; = ©(s;;) forall i,j €[N] (see (5. 9))
2: Construct the N x N matrix H defined in (5.15).
3: Compute the leading eigenvector /1 of H.
4
5.

: Set §;, = @ !(arg(h(i))) for all i € [N] (arg(-) is the complex argument function).
: Compute %, = (Py (1, +5, = §), ..., Py (1, + 5, = 5)), fori=1,...,N.

In Step 4, we use the relative shifts s;; to derive a set of shifts 3, ..., 3y such that the consistency relations
5”5 =5, iEJ\/j or j €N, (5.14)
approximately hold for all pairs (i, j) simultaneously. We use the method of angular synchronization proposed in [32], which solves
an equivalent problem for relative rotation angles instead of relative shifts (recall that each relative shift s;; can be mapped to a
relative rotation angle via (5.9)). We now briefly describe this method. Consider the set of all angles 6, = O(s; j), where either i € ./\fj
or j € N (or both). We construct an N X N matrix H defined by
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(a) Clean (b) 30dB (c) 10dB

(d) 2dB (e) -3dB (f) -4dB

Fig. 4. Shepp-Logan phantom reconstructed from 256 shifted random projections at various levels of noise, after centering them by using our method.

= (5.15)

0o €' ieNjorjenN,
0 otherwise.

It is shown in [32] that if the neighbors of each point in X are identified accurately, then for a sufficiently large N, the complex
arguments arg(h(i)) of the elements of A, the top eigenvector of H, are a set of angles 8}, ...,0, for which the consistency relations

6,~6,-6,, ieN,orjeN, (5.16)

hold with high probability. Computing 5,- by the method just described we obtain the set of shifts §;, = ®~!(d;) for which, by (5.16)
and the linearity of (5.9), the consistency relations (5.14) approximately hold. We can now shift the projections x; by the obtained
shifts 3;, so that (5.7) holds. The procedure just described is outlined in Algorithm 3.

At this point, all the projections are aligned with respect to each other (due to (5.14)). However, it may be that all the projections
are shifted together by a single global shift s with respect to the center of each projection. Thus, Step 5 (the last step of our method)
is to resolve this last degree of freedom, as follows. Let r be the dimension of the 1D projections in X (in pixels). First, we form the
2D array of size N X r pixels obtained by placing the 1 X r aligned projections in a stack of height N. We then center this array by
shifting it to its center of mass, and use the resulting stack of projections as our data set. At this point we can input the resulting
aligned and centered projections to Algorithm 1 to obtain the order of the projections, and reconstruct the image.

To demonstrate the method just described, we applied it to the reconstruction of the Shepp-Logan Phantom from its projections
generated at random angles and random shifts. The result is depicted in Fig. 4a. This figure was generated as follows. First, we
generated N = 1024 uniformly distributed angles from [0,2x), denoted by ¢;,...,@,. For each 6;, we evaluated the analytic ex-
pression of the Radon transform of the Shepp-Logan phantom at m = 512 equally spaced point between -1.5 and 1.5. Thus, each
projection x; is a 1D vector of 512 pixels. The maximal shift s, ,, = 102 was chosen to be approximately 40% of the support of the
signal in each projection, which is around 256 pixels on average. We then sampled N integer shifts s; from a uniform distribution
over S ={-102,...,102}, and shifted each vector x; by s; pixels. Next, we applied Steps 1 — 5 described above to the projections, as
follows. The bandwidth ¢ was chosen by using the approximation rule proposed in [9]

€opt = argznax dlo%{gle)(e)}’ (5.17)
where Tr { D(¢)} is the trace of the diagonal matrix D(e), which is the matrix D in (2.6), whose elements were computed by using the
bandwidth parameter e. Then, we applied Algorithm 2 to the data. Specifically, we computed the S'-invariant diffusion maps with
diffusion time ¢ = 0, where for each IUR index # € I 51 (see Appendix A.2) we used the top n, eigenvectors of the matrix K @) in (2.16)
that satisfy A, » > 0.1. The maximal IUR index £,,,,, € I1 was chosen as follows. First, we set £, = | and computed the S'-invariant
embedding (4.4), where we used the n; top eigenvectors of K1), chosen by using the condition described above. Then, for each x; € X
we computed the K = 32 nearest neighbors x; € N; with the smallest Euclidean distance between their embedding and that of x;.
We then computed the median med, of these distances over all x;. Next, we set ¢, ,,, =2, and repeated the previous computation,
constructing the diffusion maps by taking all the eigenvectors of the matrices K1) and K®, with the number of eigenvectors of each
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Fig. 5. Angles @, obtained by ordering the true projection angles ¢, according to the order of the sorted angles @; of (5.6), plotted against the angles ¢;, obtained
by sorting ¢;. The angles @ were estimated by passing to Algorithm 1 the class-averages of the 32 nearest neighbors of each x; € X, determined by the .S'-invariant
diffusion maps.

matrix K©) chosen using the same condition as for the case #,,,, = 1. Then, we used the resulting embedding to compute the 32 nearest
neighbors of each x; € X the same way we did for Z,,, = 1, and computed a new respective median nearest neighbor distance med,.
We then repeated this process of increasing ¢ ,, until the relative change in the median (med,,; — med;)/med; was > —0.01. Then,
we computed the .S'-equivariant embedding (3.17), using the same eigenvectors that were employed for the construction of the .S'-
invariant embedding above. The resulting equivariant embedding Qé”'t) has dimension 20, and corresponds to the threshold 6 =0.1.
Then, for each x; € X, we computed the relative shifts s, ! that best align the points x ;€ N with x;, by solving (5.11). Next, we
applied Algorithm 3, using |N;| = 32 nearest neighbors computed as described above, to construct H in (5.15), and aligned the
projections by using the resulting shifts as on the Lh.s. of (5.7). The aligned projections were then centered as described in Step 5
above. We then applied Algorithm 1 to the aligned and centered data set to order the projections according to the angles which
generated them. Finally, we reconstructed the image shown in Fig. 4a by using a subset of 256 of the ordered projections with equally
spaced indexes 1,5, ...,1019 (as was done in [9]). In Fig. 5a, we demonstrate that our method manages to recovering the ordering of
the true projection angles ¢, by graphing the angles

Py @y Pivy (5.18)
obtained by ordering ¢; according to the order of the sorted angles &, of (5.6) (obtained by Algorithm 1), against
PSP S SO (5.19)

the angles @; sorted in ascending order.

We also applied Algorithm 1 directly to the shifted projections in X. Fig. 6a shows the reconstructed phantom, demonstrating that
Algorithm 1 fails when the projections are shifted. As we explained above, this is attributed to the fact that shifted projections are
scattered on a two-dimensional manifold rather than a curve. Thus, the order of the projection angles cannot be recovered from the
two non-trivial leading eigenvectors ¢,, ¢; of L. This is demonstrated in Fig. 6b, where we graph the angles @) in (5.18) against ¢ ;,
in (5.19).

A common method to deal with shifts in the data, is to shift it so that its center of mass (CM) is located in the center of the
projection vector [15]. Fig. 7a shows the high quality reconstruction obtained by applying Algorithm 1 after centering according to
their CMs. In Fig. 7e, we graph the angles ;) in (5.18) against ¢y;, in (5.19), showing that after centering the projections Algorithm 1
succeeds in retrieving the ordering of the projection angles (the jump discontinuity observed in the graph is attributed to the fact that
the order of the angles can only be retrieved up to a cyclic permutation, as explained in Remark 3).

We now demonstrate the performance of our proposed method with noisy projections, where we measure the amount of noise in
the projections by the signal-to-noise ratio (SNR) measured in decibels, defined here as
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Fig. 6. Reconstruction by directly applying Algorithm 1 to the shifted projections.

Var(X) > ’ (5.20)

SNRdb = 1010g10 ( 2
2

where o2 is the variance of the white noise, and Var(X) is the sample variance of the data set. It was observed in [9] that Algorithm 1
performs well for SNRy, > 10.6 and undergoes an abrupt phase transition for SNRy, < 10.5, performing poorly and failing to retrieve
the order of the projections. It was reasoned that this threshold effect is caused by the noise thickening the curve C of the Radon
projections, making the graph Laplacian treat the data as a surface instead of a curve. However, by denoising the projections before
applying Algorithm 1 using a wavelet based low-pass filter, the 10.5 dB threshold in [9] was pushed down to 2 dB. The latter threshold
was pushed further to —5 dB in [30], that proposed applying several advanced preliminary denoising methods to the projections,
before using Algorithm 1.

To have a point of reference, we repeated the procedure described in [9] with noisy shifted projections after centering them
using their CMs, as described above. The resulting reconstructions for several SNR levels are shown in Figs. 7b-7d. We see that after
centering Algorithm 1 performs reasonably well for SNR4z > 4, although with some features of the reconstructed phantom visibly
distorted already at SNRyp = 10.

To deal with noise in our simulations, we employed instead a method known as class-averaging [31] (that provides superior
results), as follows. After we aligned the projections by Algorithm 3, we generated a new data set X, where each projection x; was
replaced with the average of its 32 aligned nearest neighbors in N (including x; itself). The idea is that after alignment the majority
of the neighbors x; € N are approximately equal to x;, and thus, the random white noise having a zero mean gets averaged out by
averaging all the neighbors, producing a denoised version of x;. We then used the data set X, as an input to Algorithm 1 to estimate
the angles ¢, ..., @y, and assigned to each x; € X the angle @;. We then ordered the projections x; € X according to their assigned
angles ;. Finally, we reconstructed the image from the sorted aligned projections x; € X, assuming that their projection angles are
equally spaced in [0,27x) (see [9] for a detailed justification).

To demonstrate our method with denoising by class-averaging, we added various amounts of additive Gaussian white noise to
the data set of N = 1024 projections generated in the previous section. The reconstructed images corresponding to SNRs 30 dB, 10
dB, 2 dB, —3 dB, and —4 dB are shown in Fig. 4. In particular, we see that even in the presence of shifts, our method manages to go
well beyond the 2 dB threshold reported in [9], obtaining good reconstructions up to SNR gz = —3. At SNRy = —4 the performance
deteriorates, 2 dB lower than the performance reported in [30] without shifts. After a proper adaptation to account for shifts, the
denoising methods used in [30] can also be combined into to our algorithm as a preprocessing step, which we expect to significantly
improve our results as well. We leave that for future work.

The effect of class-averaging on the performance of the method is illustrated in Fig. 8. The right column depicts a randomly chosen
projection x; = P(p’_ (t1,...,t5) € X at the various levels of noise (blue line), and its denoising (red line). The denoised projection was
obtained by averaging x with its 32 nearest neighbors, determined by Algorithm 2. The left column shows the denoised projection
in each row superimposed on the clean projection. We see that the denoised projection gives a good approximation to the clean
projection even at SNRy;, = —4, where the method breaks down. This abrupt break down is attributed to the threshold effect observed
in [9] (discussed above), when applying Algorithm 1 to the (aligned) projections. We illustrate this phenomenon in Fig. 5, where
for each SNR value we graph the angles ;) of (5.18) against the angles ¢;, of (5.19). Note that some of the graphs admit a jump
discontinuity, and that the slope of each graph is either +1 or —1. This is just a manifestation of the degrees of freedom inherent to
the problem, as we described in Remark 3. We see that the ordering of the projections deteriorates as the noise level grows, breaking
down at SNRy, = —4.

Lastly, we wish to demonstrate the advantages of using the equivariant embedding (3.17) for pairwise alignment of projections,
over directly aligning pairs of projections. For this, we repeated the simulations described above with SNR values of 10 dB, 2 dB,
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Fig. 7. Shepp-Logan phantom reconstructed from 256 shifted random projections at various levels of noise, ordered by using Algorithm 1 after centering each projection
based on its center of mass.

—3 dB, and —4 dB, but with the pairwise alignment method (5.11) (that employs (3.17)) replaced by (5.12) that directly aligns the
projections. Fig. 9 depicts the resulting reconstructed Shepp-Logan phantoms, showing that at moderate SNR levels the reconstructions
are of similar quality to those in the previous simulations, but at lower SNRs alignment using the equivariant embedding performs
better (compare with Fig. 4). Furthermore, using the alignment method (5.12) in Step 3 involves directly shifting the projections,
where the complexity of a shift is of the order of the projections’ dimension, which is 512. On the other hand, alignment using (5.11)
requires applying the action of .S' to the embedded projections CI>((3‘;)(1‘,7:), which in our simulation have dimension 20. Using that

the IURs of S! are the Fourier modes ¢™? together with Proposition 7, and in particular (3.20), implies that the action of an

element ¢/¥ € S' on the embedding (Dfsp t)(i, ) of each projection x; can be computed by multiplying the embedding by a 20 x 20

diagonal matrix U with Fourier modes on the diagonal. The complexity of this operation is of the order of the dimension of <I>fspt)(i ¥))
(since U is diagonal), which is a huge improvement over directly shifting the projections.

6. Summary and future work

In this work, we generalized the diffusion maps embedding for data sets closed under the action of a compact matrix Lie group. We
derived an equivariant embedding, and showed that the Euclidean distance between embedded points equals the distance between
the probability densities of a pair of random walks over the orbits generated by the action of the group on the data set. Next, we
derived an invariant embedding, and showed that the distance between a pair of embedded points equals the distance between the
probability densities of displacements of pairs of random walks that depart from the points. We then demonstrated the utility of our
framework for the problem of reconstructing a 2D image from its noisy random 1D Radon transform projections, each shifted by a
random shift.

As for future work, a natural direction is to apply G-invariant diffusion maps for clustering, dimensionality reduction, and align-
ment of data sets of images, points clouds, and volumes. Of particular interest, is the problem of class-averaging in cryoEM [31],
which can be seen as a 2D analog of the random tomography problem addressed in Section 5.2.
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Fig. 8. Right column: a randomly chosen projection P, with additive white noise at various noise levels (blue), and its denoising by class-averaging (32 nearest
neighbors) at each noise level (red). Left column: denoised projections from the right column (red), superimposed on the clean projection (blue).

Appendix A. Compact matrix Lie groups

A.1. Matrix Lie groups and actions

In this section and the next, we review some background on compact matrix Lie groups and harmonic analysis on them. For a

thorough introduction to the subject we refer the reader to [5].
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(a) 10dB (b) 2dB (c) -3dB (d) -4dB

Fig. 9. Shepp-Logan phantom reconstructed from 256 random shifted projections at various levels of noise, centered by directly aligning the nearest neighbors N; to
the projection x; in Step 3 of our method.

Definition 16. A matrix Lie group is a smooth manifold G, whose points form a group of matrices.

For example, consider the special unitary group of order 2

SU(2)={<_ZE '%’) Czwed, |z + wt=1 } (A1)
which consists of all 2 X 2 unitary matrices with determinant 1. Writing z = x; + ix, and w = x3 + ix, we have that

— z w\y_ 2 2_ 2,2, .2, 2
l—det< — E>_|Z| + lw|” =x] + x5 + x5+ x. (A.2)

Furthermore, it is readily verified that each z,w € C for which (A.2) holds defines a unique element in SU(2). Hence, we conclude
that SU(2) is diffeomorphic to the three-dimensional unit sphere S3. Other important examples for matrix Lie groups include the
group of three-dimensional rotation matrices SO(3), and the n-dimensional torus T", which is just the group of diagonal » X n unitary
matrices.

Definition 17. The action of a group G of n X n matrices on a subset Z CC" isamap ‘-’ : G X Z — Z, defined for each A € G and
Xx € Z by matrix multiplication on the left A - x.

We say that the set Z is closed under the action of G or simply that Z is G-invariant, if for every A € G it holds that A-x € Z.
We will assume that the data set Z was sampled from a G-invariant compact manifold M C C". In other words, we assume that
A-x e M forall xe M and A € G. We assume that G is compact as well.

The tools we develop in this work employ Fourier series expansions over Lie groups. The expansion coefficients are obtained by
integration with respect to the Haar measure, which we now define.

Definition 18. The Haar measure over a Lie group G is the unique finite valued, non-negative function #(-) over all (Borel) subsets
S C G, such that

nA-8S)=n(S) forall AeG, (A.3)

and

n(G)=1. (A.4)

If the group G is compact (as we assume throughout this work), then we also have right invariance ([71])

n(S-A)=n(S) forall A€aq, (A.5)
and furthermore, that ([7])

n(S*)=n(s), ScCaG, (A.6)

where $*={A* : Ae S}.
As an example for a Haar integral, consider again the group SU(2) in (A.1). Any element A € SU(2) can be written using Euler
angles as

(A7)

cos Beitatn/z i B pita—r)/2
Aa, B.y) = ,

isin Lei@nN/2  cog £emilatn)/2
2 2
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where a € [0,27),8 € [0,7) and y € [-2x,2x). Using (A.7), the Haar integral of a function f : SU(2) — C can be computed by
(see [8])

2r m 2nm

/ f(A)dn(A)=ﬁ / / / F(A@. p.y))sin pdadpdy. A8)
0

SUQ) 0 -2z
We observe that in this case, the volume element induced by the Haar measure is given in Euler angles parametrization
by sin fdadpdy.

A.2. Harmonic analysis over matrix Lie groups

In this section, we give a brief introduction to Fourier series expansions of group valued functions, which arise as a consequence
of the celebrated Peter-Weyl theorem [5]. The expansion of a function f : G — C is obtained in terms of the elements of certain
matrix valued functions, known as the irreducible unitary representations of G, which we now define.

Definition 19. An n-dimensional unitary representation of a Lie group G is matrix-valued function U(-) from G into the group U(n)
of n X n unitary matrices, such that

U(A-B)=U(A)-U(B), AB€G, (A.9)

and

vi)=1,, (A.10)

where I € G and I, € U(n) are the identity elements of G and U(n), respectively. The homomorphism property (A.9) together
with (A.10) implies that the set {U(A)} 4¢¢ is also a matrix Lie group. Furthermore, by (A.9) and (A.10) we have that
1,=U(AA")=U(A)-U(A"), (A.1D)

which implies that

UA*)=UA)", AE€G. (A.12)

In other words, the matrix U(A*) is the inverse element of U(A).

Definition 20. A group representation U(-) is called reducible, if there exists a unitary matrix P, such that PU(A)P! is block
diagonal for all A € G. An irreducible unitary representation (abbreviated IUR) is a representation that is not reducible.

By the Peter-Weyl theorem [5], there exists a countable family {U%} of finite dimensional IURs of G, such that the collec-
tion {U;(-)} of all the elements of all these IURs forms an orthogonal basis for L?(G). This implies that any smooth function

f 1 G — C can be expanded in a series of the elements of the IURs of G. For example, the IURs of SU(2) in (A.7) are given by a
sequence of matrices {Uf}, ¢=0,1/2,1,3/2,..., where U?(A) is a (2¢ + 1) x (2¢ + 1) dimensional matrix for each A € G (see e.g.
[81). In particular, the matrix-valued function in (A.7) is the IUR of SU(2) that corresponds to # = 1/2.

In general, the series expansion of a function f : G — C is given by

f(A)= ) d,-trace (f-U"(4)), (A.13)
t€lg
where I is a countable set that enumerates the IURs of G, d, is the dimension of the #-th IUR, and F¢ is the d, X d, matrix given
by

fr= /f(A)Uf(A)dn(A), (A.14)
G

for each ¢ € I;. Note, that the elements of the conjugate of the IUR U?(A) in (A.14) is defined simply by taking the conjugate of
each element of U? (A). Importantly, we have Schur’s orthogonality relation (see [8])

/ an(A)Uj,n, (A)dn(A)=d;" - 84181 8+ (A.15)
G

where §,, is Kronecker’s delta.
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Appendix B. Proof of Lemma 3

By assumption, there exists B € G such that x; = B - x;. First, we show that
ﬁg{:Uf(Bij", k=1,...,N, (B.1)
where Wli is defined in (2.12). Indeed, by using (2.5), we have

Wi= / Wi (I, YU (A)dn(4) = / AP Ge ayan(a)
G G

2
=/ sl g7 D ancay.
G
Making the change of variables C = BA, we get

2 2
/ e g7 an ) = / el G Cane o)

G G
- 2

=U?(B*) / e‘”"f‘c"‘k” /€U¢(C)an(B*C) (B.2)

G
2

—U/(BY) / el g7 anc) ®.3)
G

=U?(B*)- ]/f/jb” (B.4)

where we used the homomorphism property (A.9) in passing to (B.2), and the translation invariance property (A.3) of the Haar
measure in passing to (B.3). Next, we observe that for all i € [N], we have

N N
WOv=iv e Y Wi - ekw)=Ad'(v) = U/ (B*)- Y Wihek(v) = 4el(v)
k=1 k=1
N ———
= Z Wek(v)=U" (B)ie' (v), (B.5)
k=1

where we used (A.12) in passing to (B.5), and thus, using that 4 > 0, we get that

N
Ael (v) = 2 W/.ie"(u) = AU?(B)- e (v) < &/(v)=U?(B) - €'(v). (B.6)
k=1

Appendix C. Proofs of results from Section 3
C.1. Proof of Theorem 6

First, let us express (3.13) in terms of the eigenvectors and eigenvalues of Po’p of (3.8). We begin by diagonalizing the operator S,
H — H defined by

N
Sl f1. )= / S, A),(j, B)f;(B)dn(B), [ EH, ((eB))
=y

where

VD W, (A, B)

P((i,A),(,B) = ———, (C.2)
Dj; VDii/Dj;

where P is defined in (3.1) and W; ;s defined in (2.5). By (C.2) and (2.5), the function S((i, A)(j, B)) is symmetric, and thus, the

operator S, is also symmetric. Now, consider the matrix .S @) = (DY /2y @)(D@)~1/2 | related to the matrix K in (2.16) by

S(,A). U, B) =

SO :I_(D(/))I/ZK(f)(D(f))—l/z’ (C.3)

where D@ and W were defined in (2.13) and (2.15), respectively. By (C.3) we have that KO =1 - (D(f))_l/zS(f)(D(f))l/z, and
so, if ¥, , is an eigenvector of K*) that corresponds to the eigenvalue 1, , (see Theorem 2), then (3.5) implies that

22



E. Rosen, X. Cheng and Y. Shkolnisky Applied and Computational Harmonic Analysis 73 (2024) 101695
g Bup =KD 0,, =1 = (DOY2SODN2) 5, , =
(D(f))—1/2S(f)(D(f))l/2 Dy =y Oy & S(f)((D(f’))]/zﬁ )=y (D(f))l/zf}n . c4)

Thus, we see that 7, , is an eigenvector of K @) if and only if (D%)!/25 is an eigenvector of S©).
As we explained in Section 3, the eigenfunctions {CD;’])M n} in (3.6) of P, from (3.1) are identical to those of L in (2.8), which can

be computed by using the eigenvectors vif ; =0, , of K @) via (2.17). By (3.6) and (2.17), the eigenfunctions of P,, can be expressed
as

o (i, A)=+/d - Ugv.(Aye"(uff;)A (C.5)

£,m,n

We further denote the eigenvectors of S@ from (C.3) by { ) } and by (C.4), we obtain that

ufj}f =( D<f>)l/zu;f;, ne[N], ¢elg. (C.6)

The following result relates the eigendecomposition of .S, in (C.1) with that of P,

Lemma 21. The functions CD;,S)m , - IN1X G — C defined by

@) (i, A)=+/d, - UL (A)- (0P, €7

£,m,n

forcel; me {l, c.dy }, and n € [ N], are eigenfunctions of .S, » which are complete in H, and are orthonormal with respect to the inner
product

N
(f:8m= Z/f(k,C)~g(k,C)dn(C). (C.8)
k=1
Furthermore, each eigenfunction <I>(;)m , corresponds to the eigenvalue A, , of P,, from (3.1), and it is related to the eigenfunction CI)(;; n
in (3.6) (of P,,p) by
(s) D/2p®
Ppmn =D P (€9

mn

where D is defined in (2.6).

Proof. By (2.14), (2.15) and (C.6), for all j,n € [N] we have that
JW) = (D) 20?)) = /Dy - e (o). (C.10)
Combining the latter with (C.5), (C.7) and (2.4), we obtain (C.9). Hence, by (C.1), (C.2) and (C.7) we have that

(A B)

Sp {9 ) O A)—Z / Va7 UL (&) &0 )dn(B), (€11)
A.B

=vb Z / ”( Nt J(W)))dn(B) (C12)

- \/D,-,»P{CI)(L,f”)m,n}(i,A): Dy Ay - @D (i A) (€.13)

= Ao - @) (G, A), (C.14)

where in (C.12) we used (C.10), then in (C.13) we used (C.5), and in (C.14) we used (C.9) and (2.4). The completeness of the
eigenfunctions in (C.7) follows by combining (3.6) and (C.9) with the completeness of the functions {‘i’f,m,n} of (2.17) in H, which

is implied by Theorem 2. Finally, to see that {CI)E;)m n} are orthonormal, observe that by (C.7) we have

(00,00, ) =V - Z / UL (A)- &/ (0%) - UL, (A)ed 0y dn(A)

N
=V, dy - Y (W) / W, (AT - UL, (Adn(A) |-l (v, )
j=1 p
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N
. 1 [
=\/df-dﬂ~2(ef(u“) N - == BB Lo @ (U 1) (C.15)
Jj=1 4
=601y (VL0 Y = 8,186
= 0¢¢' Omm! Un’f’unrf = 0¢¢' Omm! Onn’ » (C.16)

s)

where in passing to (C.15) we used (A.15), and in passing to (C.16) we used (2.14), and that { 't

} are orthonormal eigenvectors

of the symmetric matrices S@ in (C.3).
Now, consider the operator S(’, - H — H defined similarly to (3.8) and (3.9) by

N
{sirham=Y / S'(G. 4).G. B)S,(B)dn(B), [ €M, (€.17)
i=lg

where for each (i, A), (j, B) € [N] X G we define S(}p = Sop (see (C.1)), and

S'((i, 4).(, B) £ Z/S’ 11, 4), (k,©)) - S((k, ©), (j, Bdn(C), 1=2,3,. (C.18)

Applying Mercer’s theorem to S(’)p in conjunction with Lemma 21, we obtain that

S'(G, A), G, B) = Y ZZA;L,CD(;)M”(: 4)-0% (j,B), (C.19)

£,m,n
relg m=1n=1

for all (i, A),(j, B) € [N] X G. By induction on ¢t € N, combined with (C.2) and (C.19), we obtain for all t € N that

vV Di;
Ji
Therefore, by using (C.19), (C.20) and (2.4), we can write P’,'A(k, C) from (3.11) as

S'((1,A),(j, B)) = P'((i, A),(j, B)), (i,A),(j, B)E[N]XG. (C.20)

@) i, 4)

P! (k,C)= P'((i, A),(k,C)) = ,1 ")L- Dj; CD(s)mn(k,C)

=y 22/1’ { _1/2-<I>?’)m,n}(i,A)-{Dl/z-cbf;)m,n}(k,C). (C.21)

€l m=1n=

By (C.9), each function D~/ 2<D(;)mn = CD(;) is an eigenfunction of P,,, that corresponds to the eigenvalue 4, ,. By using (C.21), it

op’
is straightforward to verify that for each t € N it is also an eigenfunction of P{fp, that corresponds to the eigenvalue A; , 0

Now, to write D,,, from (3.12) in terms of the functions {<D(;)m Y }, we employ the following observation. We may view (C.21) as

the expansion of Pl.’ , in terms of the functions {D!/2. <I>(;)m ,}> which are orthogonal with respect to the inner product on H defined
by ' o

dﬂ(C)

(f+&10an/p = Z/f(k 0)-glk,0) =2 (€.22)

and with expansion coefficients given by {D~1/2. CD(;)m " i, A) = <I>(p ) n(l A) for all Z,m and n. Thus, by Parseval’s identity, we obtain
that D,,,((i, A).(j, B)) from (3.12) is given by o

1

d¢g N 2
‘ PIIA ;sB||H,dn/D = < Zl Z Z /12,; ’ |q)(fp,)m,n(i’A) - q)(f[jin,nU’B)r) ’ (C.23)
as claimed.
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C.2. Proof of Proposition 7
First, by (2.17) and (3.6), the elements of (3.14) that correspond to fixed values of # and » are given by the d,-dimensional vector
(»)
(I)f ,1n - .
D=V, U (A) e 0P). (C.24)
(p) ’
Cdpn

Hence, we may write (3.14) as

O (1, 4)= (A, ,\/d - U7 (A) - 07) )) (C.25)

=1 feIG

where we perceive <I>E"J )(i,A) as an infinite dimensional vector, obtained by concatenating all the d,-dimensional vectors in (C.24).
Next, by Lemma 3 and (A.10), we have that

(D(P)(j’ I) — (it f\/_ Uf([) ej(v([?) ))

Furthermore, since each block U?(B) on the diagonal of U(B) is irreducible, then so is U(B), which implies that the function U (-)
defined by B+~ U(B) is an IUR of G.

(/1’ Vd; U7 (B)-éw?) ) . (C.26)

=1./€lg n=1,/€lg

Appendix D. Proofs for Section 4
D.1. Proof of Proposition 8
We first require the following result.

Lemma 22. Suppose that x; = B - x; for some B € G. Then, we have that
((Op —_ P
" (j,A) =@, (i, AB). (D.1)

In particular, if A= I, then we get that @fp)(j, = @fp)(i, B).
Proof. Suppose that x ;= Bx;. Then, by Lemma 3 and (A.12) we have
; L W\T _— T
(cbﬁ”)(/,A))f = H Vi (@) UG a0 = i, Vd (Uf (B)e’(u,,f)) U’ (A")

=} f\/_ ) v’ (B*) 'Ufm(A*)
= Ve (e"wn,f)) UB A= (¢P0.AB) . O

Next, we observe that by (3.15) and (C.25), for any A, B € G we have that
2 al — [ 2
I rial = 3, 32t [T, -TBR 0
’ telg n=1

By using that U? (A) is unitary for all A € G, and by the homomorphism property (A.9), equation (D.2) implies that

2
PPl =P = Pl D.
‘ ia~Fip H.dn/D il " J.A"Bll3,an/D’ (D.3)
and since the map B — A* B is a homeomorphism from G onto itself, we get that
B t _ pt — mi t _ pt
ABeG ”P"»A PllB”H,dr,/D 086 HP” PJ'»Q”H,dn/D' (D-4)

Therefore, by (4.1), (3.15), Lemma 22, (D.4), and (D.2) we have that

t t
(k r)= mlg HPU B P”QHH,dn/D

= min H@f‘”(k, n-oP, Q)H; = min ||<1>(">(z A - P, QB)H

0eG 72

= mln Z Z A7 “dg - HUf_(A)ei(ﬁn,f) - Uf(QB)ej(ﬁ”f)”j:df

fGI n=1
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N
. —_— 2
= min 3 },?’n-df'He’(ﬁn,f)—Uf(A*QB)e’(f)nf) » (D.5)
telgn=1
N
. —_— 2
= min >N g He'(ﬁnf)— U’f(Q)ef(ﬁnf)“Cdf (D.6)
£€lg n=1
2
I t _ pt — M2 (i i
_glelgHPII PJ"QHH,dn/D M, G, J), (D7)

where in passing to (D.5) we used the fact that the 2-norm is invariant to unitary transformations, and in passing to (D.6) we used
the fact that the map Q —» A*Q B is a homeomorphism of G onto itself.

D.2. Proof of Proposition 11
We begin with the following auxiliary result.
Lemma 23. For any Q € G, k € [N], and t € N we have that
P,.”,(k,Q*C) = g{Q(k, C), CeaG. (D.8)

Proof. By (2.10), (3.2), (3.9) and (3.11), for t = 1 we have that

Wy (0,C) W, (,0°C)
D.. - D..

14 1

Plo(k,C) = P'((1,0), (k,C)) = P((i, 0), (k,C)) =

= P((i. ). (k.Q*C) = P, ; (k.Q*C) = P}, (k.Q*C). (D.9)

For t =2,3, ..., the proof follows from (3.9) by induction on z. []

Now, suppose that x;= O - x; for some Q € G. Then, by (2.5), (3.2), and (3.9), we have that

P! (k,C)= P!,(k,C), (k,C)E[N]XG. (D.10)
Hence, by (D.10), Lemma 23, and (4.8), for any € N we get that

P!, C) = Pl (k. C) = Pl (5, 0*C) = { Q0! L (k,C), (K, C) € [NTXG, ®11)
as claimed.

D.3. Proof of Proposition 13
By (4.14), (4.9), and Lemma 11, for all k,r € [N] and R € G we have that

{Pj’J *g P;J}(k,r,R)= / P!, (k.C)- P! ,(r.CR)N(C)

G

=/g{Q(k,C)-P,.{Q(r,CR)dn(C) (D.12)
G

=/l’if,(k,Q*C)-I’if,(r,Q*CR)dn(C), (D.13)
G

where we used that x; = 0 - x; in passing to (D.12). Applying the change of variables C = Q*C, we obtain that

{ Py %o Py e, R):/Pl{,(k,é) P! (r.CRYN(QC) (D.14)
G

= / P!, (k,C)- P, (r,CR)dn(C) (D.15)
G

={ Pl %o Py e R), (D.16)

where we used the translation-invariance property of the Haar measure (A.3) in passing to (D.15).
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D.4. Proof of Theorem 14

For the first assertion, by (4.13) and (3.10), we have that the left hand side of (4.17) equals

N
Y / { P10 % Py | (RYdn(R) =
G

k=1

N

3 / / P (k,C) - P! (r, CR)N(C) | dn(R) =

= P VI ’

N N

Y [P0 |3 [ e cranm |anc) ®17
k=1g r=1c

Then, by using the change of variables R = C R combined with the translation invariance property (A.3), we obtain that (D.17) equals

M=

N
/ Pl (kC)-[ Y / P/, (1. Rydn(C* R) |dn(C) =
G r=1G

k=1
N N N

Z/P,.{,(k,C)- Z/P,{,(r,ﬁ)dn(fz) dn(C)=2/Pif,(k,C)dn(C)=1. (D.18)
k=1 G r=1 G k=1 G

Furthermore, by (4.14), (3.11), and the fact that P'((i, A), (j, B)) from (3.9) is non-negative, we have that PI.’ 1 %6 Pi’ ;20.
For the second assertion, we begin with a technical result. Let ‘®’ denote the Kronecker product defined for any f,g € H by

{(f®g}((i,A),(j,B)=f(i,A)-g(j.B), (i,A).(j.B)€[N]XG. (D.19)

Lemma 24. For fixed k and r, and all A, B € G we have that

{ P11 % Py (47 B) = / P! ® P! dn(C) ¢ ((k. A).(r. B). (D.20)
G

where the expression on the right hand side of (D.20) is the function in H X H defined by

/ P! ® P! dn(C) { (k. A).(r, B) 2 / P! (k. A) - P! .(r, B)dn(C). (D.21)
G G

Furthermore, denoting

Foooo— || ot t _ pt t
Ep,t(l,l) = ”P,[ *g Pi,l Pj,l *g Pj,l ||L2([N]2><G),d,,/D®D > (D.22)
we have that
2
E, (i.j)= / P! ® P! dn(C) - / P! ® P! .dn(C) : (D.23)
G G (H.dn/D)X(H.dn/ D)
where (}H,dn /D) is the Hilbert space of square integrable functions over [ N] X G with inner product given by (C.22).
Proof. First, by Lemma 11, for any (k, A), (r, B) € [N] X G, we have that
/ P! .(k,A)- P! .(r, Bydn(C) = / P! (k,C*A)- P! (r,C*B)dn(C) (D.24)
G
= / P!, (k,Q) - P!, (r, QA" B)dn(AQ") (D.25)
G
- [ 2w B0 BrQ) (D.26)
G
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= { P ey % P b (47 B), (0.27)

where in passing to (D.25) we used the change of variables Q = C* A, then in passing to (D.26) we used the left-invariance prop-
erty (A.3) of the Haar measure # combined with (A.6), and finally, we used (4.14) in passing to (D.27).
Next, by (D.19) and (D.27), we get that

2
/ Pic ® P cdn(C) - / P} ® P} cdn(C)
¢ G HxXH
N 2
dn(B) dn(A
= // / Lok, A) - P (r, B)dn(C) - / | Uk, A) - P! (r, B)dn(C) '[7)(“) 73(_,)
k’r=lG G \G JjJ ii
3 2 dn(B) dn(A
=2 //({ﬂil(k")*l)f,l(”')}(A*B)—{lﬁ,l(k,-)*l’;’l(rg)}(A*B)) 1B ), (D.28)
k’r=lG G Jjj ii

Then, using the change of variables R = A* B, the last expression in (D.28) becomes

2 dn(AR) dn(A
/ / ({ Ptk * Ly f (R = { PGy % PG f(R)) %}% (D.29)
G G JJ JJ
N
dn(R) dn(A
:Z//({Pit,r(k,')*l’it,z(rv')}(R)—{P;’,(k,-)* L )}(R)) ;1)(__) ’g”) (D.30)
k,r:lG G jj ii
S 2 dp(R
=2 [ (B pyeo b= {2k 2o f ) 2 Di,- .31)
=G i
2 r- . .
_sz *6 Py = P *a P;:’||L2([N]2XG),[1,7/D®D:El’,t(l’j)’ (D.32)

where we used the translation-invariance property (A.3) of the Haar measure in passing to (D.30), and in passing to (D.31) we
used (A.4) coupled with the fact that the integrand in (D.30) is independent of the integration variable A. []

Now, let us write the function in (D.21), appearing in the quantity E~p,, in (D.23) in terms of the eigenfunctions and eigenvalues
of the operator Pg’ ) in (3.8). To that end, first consider the function

/ Si o ® ] dn(C) ¢ (k, A),(r, B) & / S! ok, A) - S} (r, BYdn(C), (D.33)
G G
where
S} 4k, C) 2 8'((i,A), (k,C)), (k,C)E[N]XG, (D.34)

and S’ was defined in (C.18) via (C.2). Note that the function Sl.’ ¢ is related to P,.’ , through (C.2), (3.9), and (3.11).
By (C.2), it follows by induction over ¢ that

Sit,C(k’ A)=S"((i,C), (k, A)) = S"((k, A), (i,C)) = S]’{!A(i, O), (D.35)
for all (i,C),(k, A) € [N] X G. Therefore, by (D.33), (D.34), (D.35), and (C.19), for all (k, A),(r, B) € [N] X G we have that

/ S ® St dn(C) ¢ ((k, A).(r. B) = / S! (k. A) - S (r. BYAN(C)

G G

=/S’((i,C),(k,A))'S’((i,C),(r,B))=/S’((k,A),(i,C))-S'((i,C),(r,B))

G

/ Z A0 (k)@ (005 (,0)-®F)  (r,B)dn(C)
£.0'elg mm'=1nn'=1
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= Z Z K hy @)k, A)- @) (rB)- / oY (,0)- @), i,Cran(C). (D.36)

¢,m,n
20'€lg mm'=1nn'=1 G

Now, by (A.15), we have that

r—_
/ (U;j ’_(C)> U% (©)dn(C) [=d7" 6,018 Taynay £ €15 (0.37)
G

Hence, by using (C.7) and (D.37), the following expression, that appears in (D.36), evaluates as

/ o (,0)- @)  (i,C)dn(C)
G

=\, - dy / (U;;f,.(C)e«u;f;)) U (€)@, )dn(C)
G

=V s (d0)) / (U,i,.(O)T U’ (©)dn(©) |,

G
_m 1 ( (s)) i( (s) 5006 _ ( (s) V5,18 (D.38)
=+\/d, f;d e e Un/’f,) 26 Omm =\ € (U, ) e(Un,f/ 261 O - .
Plugging (D.38) back into (D.36), and using (D.19) we obtain that

[ St ®Stean© k.03

G

-y 2 Z Bty 0 A0 B (W))W, 508

¢.m,n
ff/Elem’ 1nn'=

ERC wp) ¢ >Zd)i?in,n<kvf*>-®$jn,nr<n3>

t€lgnn’=1
% df *
Z XA, (ez(u;f})) P {<I>‘;>mn ® (@;f)mn) }((k, A)r, B)). (D.39)
¢€lgnn'=1 m=1

On the other hand, by (D.19), (3.11), (C.20), and (D.34) we get that

/ P! ® P! odn(C) ¢ (k. A).(r. B) = / !k, A) - P! (r. B)dn(C) =

G G

=/P’((i,C),(k,A))-P'((i,C),(r,B))dn(C)

V D % DI’I‘
=5, / 5" ©), (k. A)) - S'((, €, (r, BYdn(C)
mn G

D/ D
=YWV / St ® SLedn(C) (K, A), r, B)). (b-40)
ii G

Next, by using (D.39) together with (C.10), the expression in (D.40) evaluates as

v/ D/ D
R / Sl e ® St dn(C) ¢ ((k, A), (r, B))

D;;
G
VPP 5 S e (6 et z{d;;n (®r) b0
11 t€lgnn'=1
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VBB S S i, (00) 4 8 {00, 6 (00, ) ey

te€lgnn'=1

=2 Z Aoeh n/f(ei(u<p>)) O )Z {Dl/zcb(” ®(Dl/QcD(ff,i”,n,)*}((k,A),(r, B)), (D.41)

telgnn’=1

where in the last equality we used that by (D.19) and (2.4), we have
(D120 @ (D0 ) (kA By ={ D)) k) {D1/2¢;ﬁ;3n, } @)
=/Dys - cp(;’m (k. A)-/D,, - ‘D(;,)m B (D.42)
=VDu - VD, { @), @ (%) ) } kA B).

Thus, by (D.40), and (D.41) we have that

% dg *
[ reoremo= 3 % s () ) B orer, 6 (0R00,,) 049

G ¢€lgnn’ m=1

Plugging (D.43) into (D.23), we get that

N dg
~ . *® o, . *
En=| X X ety (dwin) dulf) Y0l e (bl ) -
¢€lgnn'=1 m=1
()*()d[/o 2
a (ef(u" )) WP )Y pl2gt ®(D1 20 ) ” . (D.44)
/eZGnnZ] nt n’z’ nt n' ¢ "12::] £,mn £.mn’ (H,dn/ D)x(H.dn/ D)
Next, denoting
a0 =, ((d00)) dwn ) - (e)) de))),
and using (D.44) and (D.22), gives us that
H *o Pl — P % P! ||2 2 i, j) (D.45)
¢ @ T || L2 ((N2xG).dn/ D@D Epi
N dy .
— ® 1/2 () D/2® T
_” Z 2 af,n,n’ ZD (I)f,m,n®< (I)fmn’> ”(H,dr[/D)X(H,dn/D)
el nan'=1 m=1
N
— Z Z df . (P) n’|2
telgnn’=1
N 2
= Z Z dedph s (e (”(p))> € (Ui’;)f (ej(v(p))> ej(Uiﬁ?f)
7€l nn’=1
N 2
=3 Y -2, <e W)Y )>—<ef(uf1’j;),e1(ui€?f)>‘
t€lgnn’=1
2
=|¥”0 - 90|, = E2.6.0. (D.46)

(s)
Z.mn

*
D20 @ (D1/2d>(;>m ) are orthonormal in (H,dn/D) X (H,dn/D), and the last equality is due to (4.4).

where the third equality stems from the fact that since the functions {CD(;)M QP } are orthonormal in H X H, then the functions
D.5. Proof of Proposition 15

We begin by proving the following result.

Lemma 25. Let u and v be a pair of Borel measures over G given by
u(H) = / f(Adn(4), v(H)= /g(A)dn(A), HCcG, (D.47)
H H
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where 1 is the Haar measure, and f and g are non-negative functions' over G such that u(G), v(G) < co. Let H C G be a Borel-measurable
subset, and consider the subset H, C G X G defined by

H,2{(A,B)EGXG: A*BEH}. (D.48)
Then, we have that
{n®v}(Hy) = /f * g(C)dn(C), (D.49)
H
where u ® v is the product measure over G X G defined by
{h®Vv}(H; xH,)=u(H,) -v(H,), H|,H,€G. (D.50)
Proof. Let us denote by 1y (A, B) the indicator function of H, over the space G X G. Then, we have that
{(h®Vv}(Hy)= / 1y, (A, B)du(A)dv(B) = / / 1y (A, B)dv(B)|du(A)
GXG G \G
=/v {BeG: A*Be H}du(A) =/v(A - H)du(A)
G G
= / / &(B)dn(B) |d u(A). (D.51)
G \WH
Applying the change of variables C = A* B, and using the translation-invariance property (A.3) of #, we obtain that
{(h®Vv}(Hy)= / /g(AC)dV/(C) du(A) = / /f(A)g(AC)dn(C) dn(A)
G \H G \H
= / /f(A)g(AC)dn(A) dn(C) = / f*g(Cdn(C). O (D.52)
H \G H
Now, since X, and X,, are i.i.d. with probability distributions given by P, ; from (3.11), we get by using (D.48) that
P (Hy) = / P!y(k, A)+ P!, (r, Bydn(A)dn(B)
{(A,B)EGXG: A*BEH )
= / P!k, A) < P (r, BYdn(A)dn(B). (D.53)
HX
Now, let us define the pair of measures over G
u(S) = / P (k, A)dn(A), v(S)= / P/, (r,B)dn(B), SCG. (D.54)
Ky Ky
Then, continuing from (D.53) and using Lemma 25 together with (4.13), we obtain that
P (Hy,) =/ 1du(A)dv(B) = / 1y (A, B)du(A)dv(B) = Q v(H,)
Hy GxG
= / {P,{,(/c, Y * PG, ~>} (R)dn(R)
H
= / { Pty %6 Pl | Ger, RON(R), (D.55)
H

as claimed.

! The function f is known as the Radon-Nikodym derivative Z—’; of u with respect to #.
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