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This perspective article focuses on the exploration and advocacy of approaches 

to be considered in designing equitable learning experiences for students’ use 

of artificial intelligence, machine learning, and technology through the Universal 

Design for Learning Framework (UDL) exemplifying chemistry examples that 

can be applied to any course in STEM. The use of artificial intelligence (AI) and 

machine learning are causing disruptions within learning in higher education 

and is also casting a spotlight on systemic inequities particularly a�ecting 

minoritized groups broadly and in STEM fields. Particularly, the emergence 

of AI has focused on inequities toward minoritized students in academic and 

professional ethics. As the U.S. education system grapples with a nuanced mix of 

acceptance and hesitation towards AI, the necessity for inclusive and equitable 

education, impactful learning practices, and innovative strategies has become 

more pronounced. Promoting equitable approaches for the use of artificial 

intelligence and technology in STEM learning will be an important milestone in 

addressing STEM disparities toward minoritized groups and equitable accessibility 

to evolving technology.
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1 Introduction

Noting historical lessons learned about access and bias, how do we  proactively 

address equitable learning using AI tools? �e intersection of educational technologies 

and possibilities, including addressing equity and opportunity gaps between diverse 

populations, is an underexplored but crucial area, especially in the context of the impact 

of Arti�cial intelligence and its evolving role in education. Exploring this intersection 

can signi�cantly impact how AI is integrated into educational systems to ensure learning 

environments that are e�ective for all, including potentially vulnerable populations 

(Kazimzade et  al., 2019). Arti�cial intelligence and emerging technologies o�er a 

powerful means to create an inclusive educational environment with the Universal Design 

for Learning (UDL). �e use of AI technologies in education fosters outcomes to support 

learning and skill-building that has the potential to reach a broader audience of students, 

including and especially under resourced, underprepared, and other populations (Lalwani 

and Agrawal, 2018; Porayska-Pomsta and Kaśka, 2022). A barrier that hinders DEI 

progress is technology access (Holstein and Doroudi, 2022). Minoritized individuals fare 

worse than their white counterparts across every age and income level when it comes to 

societal outcomes—as they experience signi�cant disadvantages—one of many is access 
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to high-quality education (Equity in the Center, 2019). Equity 

provides the speci�c resources and access individual students 

need. Yet, few institutions have gone beyond scratching the surface 

or digging deep in their progress with diversity, equity, and 

inclusion, raising questions about what are holding them back—

do they lack awareness, is DEI seen as an extra expense, or are they 

short on time and resources? (Honorlock, 2023) While educators 

and institutions aim to improve the teaching and learning 

experience, the intent of creating a fair and equitable environment 

must be  included such as implementing low-cost technology 

initiatives and partnerships to ensure all students have access.

The COVID-19 pandemic has impacted education across all 

levels and accelerated the adoption of technology and digital 

pedagogy in education, but it has also highlighted the need for 

equity and accessibility in the delivery of education (Basham et al., 

2020; Garcia Ramos and Towns, 2023). The education system 

needs to adapt and evolve to meet the needs of students, teachers 

(and nation), especially to bridge the gap in low-income schools. 

Coupled with the integration of artificial intelligence and other 

modern technologies, the Universal Design for Learning (UDL) 

framework serves to proactively accommodate learner variability 

and optimize student learning outcomes. Collaboration and 

conversations must ensue among educators, researchers, 

technology experts, and policymakers to constructively improve 

education and support students’ learning with the use of evolving 

generative AI tools.

Improved learning outcomes are achieved through 

personalized teaching strategies that address each student’s 

needs and prior knowledge. By providing support that is 

specifically tailored to student misconceptions and adapted to 

their level of understanding, educators can effectively bridge 

learning gaps and foster a more inclusive educational environment 

(Crompton and Burke, 2023). Technology can play a critical role 

in the creation of an accessible and equitable education—especially 

in the design of the environment, content difficulty, content, 

delivery, and development of technology-based pedagogical skills 

(Holstein and Doroudi, 2022). UDL’s strong emphasis on designing 

instruction to be inclusive to a diverse range of learner needs and 

abilities can ease pedagogical adaptation (McMahon and 

Walker, 2019).

2 The machine, the individual, and the 
environment

�e following section de�nes equity and its involvement in “the 

machine, the individual, and the environment.” �e “machine” 

refers to arti�cial intelligence and machine learning in any and all 

of its forms/personas. �e “individual” refers to the single person, 

group of people or institutions/organizations that control the 

technologies and its execution. �e “environment” refers to the 

physical location where the technologies are located and the climate 

created by the individual(s) that control and execute the use of 

the technologies.

The National Academy of Sciences defines equity as an 

outcome from fair conditions (such as policies, practices, 

structures, cultures, and norms) in which all individuals and 

groups have the opportunities and resources they need for general 

well-being or success (National Academies of Sciences, 2023). 

Barriers play an important role in determining who is and who is 

not included—especially in STEM (White et al., 2021; National 

Academies of Sciences, 2023). Educational debt—i.e. the foregoing 

of school resources that should have been invested in low-income 

students. These deficit leads to a variety of social problems, that 

also present themselves in the chemistry workforce and college 

chemistry courses through unjust experiences (Ladson-Billings, 

2006, 2007; Palermo et al., 2022; Van Dusen et al., 2022) . The 

conscious and unconscious biases, cognitive mechanisms and 

social motives may act to keep the status quo intact and inhibit 

efforts to promote equity (National Academies of Sciences, 2023). 

Even when diversity is increased, or in this case access to 

technology, there can be challenges present or created to hinder 

the success of minoritized individuals (National Academies of 

Sciences, 2023).

�ere have been signi�cant investments made by the global 

education community to enhance technology-enriched education 

opportunities (Basham et al., 2020). Notably, in 2018, a substantial 

investment of 1.4 billion dollars was directed towards education 

technology startup companies (Basham et  al., 2020). 

Indiscriminate applications of AI in education pose the risk of 

perpetuating or exacerbating existing systemic biases and 

discrimination (Porayska-Pomsta and Kaśka, 2022; Vlasceanu and 

Amodio, 2022). �is ampli�cation of inequalities could further 

disadvantage marginalized groups (Porayska-Pomsta and 

Kaśka, 2022).

The development of AI systems for use in education has often 

been motivated by their potential to promote educational equity 

and reduce achievement gaps across different groups of learners—

for example, by scaling up the benefits of one-on-one human 

tutoring to a broader audience (Holstein and Doroudi, 2022). 

However, research has shown that even when schools and 

individual learners have equal access to new technology, the 

technology tends to be  used and accessed in unequal ways, 

exacerbating inequity (Holstein and Doroudi, 2022). Research 

has found that instructors at institutions with different 

demographic compositions adopted different attitudes toward 

students’ digital literacy skills and expressions based on racial 

stereotypes about the student body, with schools that are better-

resourced and serve students from more privileged backgrounds 

tend to use technology in more innovative ways (Puckett and 

Rafalow, 2020).

2.1 The machine and the individual

�e rationalism of AI and its mechanisms aims to emulate 

individuals as cognitive machines, mirroring the internal 

mechanisms inherent in the digital technology we  construct 

(Winograd, 2006; Gunkel, 2012). Whether or not the mechanisms 

align directly with formal logic, they function akin to logic by 

allowing the application of well-de�ned algorithmic rules to 

models, encompassing processes and knowledge used to optimize 

human interaction (Winograd, 2006). Since the 1950s, it has been 

predicted and proven that the majority of (online) communication 

is not human-to-human exchanges but interactions between 

humans and machines and machines and machines (Gunkel, 
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2012). �e design approach of AI and its mechanisms centers 

around the interactions between humans, their interpretations, 

and behaviors—for which there are no predictive models—and 

there is a link between societal inequality, internet search 

algorithms, and human decision-making (Winograd, 2006; 

Vlasceanu and Amodio, 2022). Although there has been research 

focusing on debiasing an algorithm’s training set and investigating 

the computations of deep neural network models, a closer look at 

how human decision-makers interact with and consume 

algorithmic output is needed to increase fairness and transparency 

in AI use (Baer and Kamalnath, 2017; Gleaves et al., 2020; Du 

et al., 2021; Nourani et al., 2021; Crawford et al., 2022; Vlasceanu 

and Amodio, 2022). �e vast amount of information generative AI 

and its so�ware is trained on and created by people—inherently 

re�ecting the societal biases present in the training material and 

re�ected on outputs such as racial and socioeconomic stereotypes 

(Kazimzade et al., 2019; LSU Online and Continuing Education, 

2023). �ese outputs and biases embedded in the datasets 

perpetuate and amplify existing social inequalities—not only 

impacting the fairness and inclusivity of the technology but also 

its reliability and e�ectiveness in education and diverse real-world 

contexts and applications.

2.2 The environment

�e environment the machine operates in is social in nature, 

indicating it functions within the socio-technical system that 

encompasses the social context it is found or being used in, user 

interactions of the individuals controlling and using the machine, 

and their underlying cultural values and beliefs (Kazimzade et al., 

2019; Holstein and Doroudi, 2022; Bray et  al., 2024). 

Understanding these dynamics is crucial for designing and 

implementing AI that aligns with the values and needs of the 

students and education community, ensuring that technology 

enhances rather than disrupt the social dynamics of promoting 

equity—especially towards minorities. To optimize the 

functionality and acceptance of machines in various environments, 

it is essential to consider the cultural, ethical, and social 

dimensions that in�uence how technology is perceived and used 

in education and society.

3 UDL and AI tools’ leverage to 
equitably teach (chemistry)

The Universal Design for Learning Framework (UDL) is a 

pedagogical approach designed to reduce barriers in education by 

providing multiple means of representation, expression, and 

engagement for all students—accommodating the diverse needs 

of all students aimed at creating inclusive and flexible learning 

environments (Al-Azawei et al., 2016; Flood and Banks, 2021; 

Bray et al., 2024; Bressane et al., 2024). New technologies such as 

AI allow for interactive learning. While the intent of AI/

technology use in education is to create learning environments to 

enhance learning through the distribution of knowledge between 

the student and environment, the input is what will promote 

equity (Rose, 2000; Bray et al., 2024).

3.1 Multiple means of representation

�e UDL framework transcends single methods of conveying 

information by providing diverse opportunities for expression. 

Traditionally, this has emphasized customizable displays of 

information, including multimedia, visual illustrations, and 

auditory descriptions. It may also involve using culturally relevant 

content to connect to students’ prior knowledge or experiences. AI 

can augment means of representation in chemistry with creating 

more interactive sessions of social justice in chemistry, such as the 

Flint water crisis, and have chatbots designed to be  culturally 

relevant visual representations of individuals (Buckley and 

Fahrenkrug, 2020; Livezey, 2022; Yu and Linden, 2022; 

Landis, 2024).

With personalized assessments and dynamic versions of 

assignments, AI can adapt to a student’s unique styles and strengths 

while re�ning its methods based on successes and failures (Rose, 

2000). �is ensures relevancy and currency through content curation, 

personalized learning paths, and virtual learning assistants (Rose, 

2000). �e personalization integrated in online learning platforms can 

be bene�cial to students from marginalized backgrounds who are 

typically overlooked in traditional education settings and help bridge 

the achievement gap o�en seen among these students. However, the 

assumption that there will not be any barriers constraining AI to 

provide students di�ering modes of representation, expression, or 

engagement needed are determinant of the individual(s) and the 

environment. Providing universally designed assessments requires 

�exibility to make the assessment accessible—increasing the 

instructional value by providing options as to what aligns with the 

learner—options that are more vastly available through arti�cial 

intelligence (Rose, 2000).

3.2 Multiple means of engagement

�e UDL framework promotes various opportunities for 

students to engage with course materials and content. Traditional 

examples of engagement include group discussions, interactive 

activities, and enhancing student voice through individual choice 

and autonomy.

AI can support the creation of inclusive learning environments 

by providing resources that are culturally relevant and accessible—

including tools for translating content into di�erent languages 

(through AI-powered speech recognition and translation services) 

to ensure participation and presenting information on various 

formats to accommodate di�erent learning preferences (Kazimzade 

et al., 2019; Chichekian and Benteux, 2022; Crompton and Burke, 

2023). ChatGPT has shown to be  capable of reformulating 

probability theory and statistics problem statements to biology, 

economics, law, and engineering—all while preserving the original 

theoretical meaning of the problem, representing real-world 

scenarios all while increasing student engagement and 

understanding (Einarsson et  al., 2024). Large language models 

(LLMs) have the potential to be  used to reframe chemistry 

problems to make them accessible to students across diverse 

academic �elds—making complex concepts more accessible, 

relevant, and engaging (Einarsson et al., 2024). In conjunction with 

multiple means of representation, the use of chemistry-speci�c 
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generation models, such as RxnScribe, can assist students in 

understanding reactions and reaction diagrams (Mater and Coote, 

2019; Guo et al., 2021; Qian et al., 2023; Westermayr et al., 2023; 

RxnScribe – A Hugging Face Space by Yujieq, 2023).

3.3 Multiple means of action/expression

�e UDL framework also broadens the range of methods for 

students to demonstrate their knowledge and learning. Traditionally, 

this has included exams, papers, and projects, but it also encompasses 

other ways for students to showcase growth in higher-order and 

critical thinking.

To assist students in rural, underserved, and low-infrastructure 

settings, AI can be  used to deliver educational content by 

leveraging mobile technology—improving literacy and educational 

outcomes where traditional educational resources are scarce 

(Madaio et al., 2019a,b, 2020). As a way to embrace racial equity, 

instructors can re�ect on their preconceived attributions that they 

have about students and challenge their own assumptions—which 

will in turn build behavioral and cognitive strengths within 

students so they may overcome academic challenges as 

independent learners (Dray and Wisneski, 2011; Takemae et al., 

2022). AI can provide instructors with data-driven insights from 

Learning Management Systems (LMS) on student performance 

and engagement, such as math challenges in stoichiometry 

problems. Flipped instruction has been shown to promote equity 

in general chemistry and can be  augmented with AI through 

technological applications and used in the delivery of the material 

(Bancro� et al., 2020). AI can help educators identify and address 

systemic issues of inequality and discrimination, ultimately 

enabling them to develop strategies for creating more inclusive 

classroom environments (Kostick-Quenet et  al., 2022). �e 

exploration and advocacy of equitable approaches using the UDL 

Framework exempli�es the signi�cance in bridging the digital 

divide between technological advancements and equitable/

inclusive education.

4 Facing the equity challenges of 
artificial intelligence

Faculty and student concerns about the use of AI have been 

documented, such as student fears of AI’s unreliable answers 

negatively impacting their grade and instructors’ predicted 

conflicts with the students due to AI-based misinformation and 

misleadings (Seo et al., 2021; Alasadi and Baiz, 2023; Mai et al., 

2024; Walter, 2024). While these concerns may not have explicitly 

focused on equity, they have the potential to address it. The 

following further discusses other AI-centered scenarios not 

previously highlighted.

The presence and use of AI in education present significant 

challenges, such as the need for continuous professional 

development for educators in AI technologies and pedagogical 

practices (Walter, 2024). Furthermore, the requirement of diverse 

and inclusive training in bias recognition, transparency, and 

privacy-respecting practices is needed for educators using AI 

(Walter, 2024). Students believe the anonymity provided by AI 

would make them less self-conscious, allowing them to ask more 

questions (Seo et al., 2021). In turn, the instructors reported that 

AI could help answer simple repetitive questions, which allows 

them more allotted time to support their students and give more 

meaningful communication (Seo et al., 2021).

AI presents a challenge for underserved institutions to invest in 

technology and fair access policies—equitable access to AI tools is 

crucial to prevent educational inequalities (Walter, 2024). For example, 

access to paid subscriptions of generative AI tools, such as ChatGPT, 

is of concern due to restrictions on the prompt length of a task created 

(Mai et al., 2024). �e limitation of prompt and answer word length 

compromises the depth and quality of the feedback and responses 

received from the generative AI tools (Mai et al., 2024). �e access to 

paid subscriptions also compromises the accuracy of information 

received (Mai et al., 2024).

Communication is key in addressing these and other challenges 

posed by AI (Seo et al., 2021). �e design and implementation of AI 

use should promote fairness, transparency, and inclusivity to foster a 

more equitable technological and educational landscape.

5 Conclusion

The integration of Artificial intelligence and machine learning 

into educational frameworks presents both a challenge and an 

opportunity to fundamentally rethink and redesign the education 

experience. These tools are catalyzing disruptive innovations 

through their ability to perform a diverse array of natural language 

tasks with transfer learning—transferring knowledge from a 

source domain to a target domain using previously acquired 

knowledge (Lu et  al., 2015). To effectively use these new and 

rapidly evolving tools, students must be able to critically assess 

AI-generated products, particularly in STEM contexts. However, 

in addition to the academic perspective, students are faced with 

more scrutiny involving technology use and academic integrity—

affecting minoritized students the most. As educators, whom are 

and should be invested in equity, it is critical to employ AI and 

technology in a manner that ensures its positive impact on 

education and society for the long term. Creating equitable 

learning experiences with and within AI and technology usage 

ensures equitable access to emerging technology for all students 

and is a critical step towards diminishing STEM disparities.

To promote inclusivity in emerging technologies, it is essential for 

researchers, educators, and advocates from diverse �elds to actively 

participate in integrating these innovations into mainstream 

education—going against the resistance of adopting new technologies/

pedagogies due to an assessment-based culture and breaking the 

generational viewpoint of technopanic. �us, employing arti�cial 

intelligence to enhance pedagogical and assessment practices has the 

potential to further revolutionize education (Baidoo-Anu and Owusu 

Ansah, 2023).

Informed implementation choices with new technologies 

using UDL ensures that these innovations accommodate diverse 

learning needs and preferences. Educators need to ensure 

educational access of technology, including AI, for all students to 

address contemporary global challenges. UDL has the potential to 

render high-impact practices, hallmarks of excellence, accessible 

and beneficial to all. Proactive effort from educational institutions 
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must occur to recruit and best support students from diverse 

backgrounds and communities; and include them in technology-

rich pedagogical environments that are intentionally inclusive. 

Despite the availability of technology, there continues to be an 

underutilization of technology and resources to effectively support 

learner variability—indicating a need for a more strategic 

approach to technology use in education (Basham et al., 2020; 

Song et al., 2024).

Data availability statement

�e original contributions presented in the study are included in 

the article/supplementary material, further inquiries can be directed 

to the corresponding author.

Author contributions

JGR: Writing – original dra�, Writing – review & editing. ZW-K: 

Writing – review & editing.

Funding

�e author(s) declare that �nancial support was received for the 

research, authorship, and/or publication of this article. �is work was 

funded by the National Science Foundation Award Number 2327418.

Conflict of interest

�e authors declare that the research was conducted in the 

absence of any commercial or �nancial relationships that could 

be construed as a potential con�ict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 

and do not necessarily represent those of their a�liated organizations, 

or those of the publisher, the editors and the reviewers. Any product 

that may be evaluated in this article, or claim that may be made by its 

manufacturer, is not guaranteed or endorsed by the publisher.

References

Alasadi, E. A., and Baiz, C. R. (2023). Generative AI in education and research: 
opportunities, concerns, and solutions. J. Chem. Educ. 100, 2965–2971. doi: 10.1021/acs.
jchemed.3c00323

Al-Azawei, A., Serenelli, F., and Lundqvist, K. (2016). Universal Design for Learning 
(UDL): a content analysis of peer-reviewed journal papers from 2012 to 2015. J. 
Scholarship Teach. Learn. 16, 39–56. doi: 10.14434/josotl.v16i3.19295

Baer, T., and Kamalnath, V. (2017). Controlling machine-learning algorithms and their 
biases. McKinsey Insights.

Baidoo-Anu, D., and Owusu Ansah, L. (2023). Education in the era of generative 
arti�cial intelligence (AI): understanding the potential bene�ts of ChatGPT in 
promoting teaching and learning. SSRN J. 7, 52–62. doi: 10.2139/ssrn.4337484

Bancro�, S. F., Fowler, S. R., Jalaeian, M., and Patterson, K. (2020). Leveling the �eld: 
�ipped instruction as a tool for promoting equity in general chemistry. J. Chem. Educ. 
97, 36–47. doi: 10.1021/acs.jchemed.9b00381

Basham, J. D., Blackorby, J., and Marino, M. T. (2020). Opportunity in crisis: the role of 
universal design for learning in educational redesign. Learning Disabilities: A 
Contemporary Journal.

Bray, A., Devitt, A., Banks, J., Sanchez Fuentes, S., Sandoval, M., Riviou, K., et al. 
(2024). What next for universal design for learning? A systematic literature review of 
technology in UDL implementations at second level. Br. J. Educ. Technol. 55, 113–138. 
doi: 10.1111/bjet.13328

Bressane, A., Zwirn, D., Essiptchouk, A., Saraiva, A. C., de Campos Carvalho, F. L., 
Formiga, J. K., et al. (2024). Understanding the role of study strategies and learning 
disabilities on student academic performance to enhance educational approaches: A 
proposal using arti�cial intelligence. Comput. Educ. Artif. Intell. 6:100196. doi: 10.1016/j.
caeai.2023.100196

Buckley, P., and Fahrenkrug, E. (2020). �e Flint, Michigan water crisis as a case study 
to introduce concepts of equity and power into an analytical chemistry curriculum. J. 
Chem. Educ. 97, 1327–1335. doi: 10.1021/acs.jchemed.9b00669

Chichekian, T., and Benteux, B. (2022). �e potential of learning with (and not from) 
arti�cial intelligence in education. Front. Artif. Intell. 5, 1–6. doi: 10.3389/
frai.2022.903051

Crawford, T. G., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., 
Daumé, H., et al. (2022). “Excerpt from datasheets for datasets *” in Ethics of data and 
analytics. ed. C. Fowlie (Auerbach Publications).

Crompton, H., and Burke, D. (2023). Arti�cial intelligence in higher education: the 
state of the �eld. Int. J. Educ. Technol. High. Educ. 20:22. doi: 10.1186/s41239-023-00392-8

Dray, B. J., and Wisneski, D. B. (2011). Mindful re�ection as a process for developing 
culturally responsive practices. Teach. Except. Child. 44, 28–36. doi: 
10.1177/004005991104400104

Du, M., Yang, F., Zou, N., and Hu, X. (2021). Fairness in deep learning: a computational 
perspective. IEEE Intell. Syst. 36, 25–34. doi: 10.1109/MIS.2020.3000681

Editor Equity in the Center (2019). Awake to Woke to Work: Building a Race Equity 
Culture. National Human Services Assembly. Available at: https://www.nationalassembly.
org/resources/awake-to-woke-to-work-building-a-race-equity-culture/ (Accessed 
September 29, 2023).

Einarsson, H., Lund, S. H., and Jónsdóttir, A. H. (2024). Application of ChatGPT for 
automated problem reframing across academic domains. Comput. Educ. Artif. Intell. 
6:100194. doi: 10.1016/j.caeai.2023.100194

Flood, M., and Banks, J. (2021). Universal design for learning: is it gaining momentum 
in Irish education? Educ. Sci. 11:341. doi: 10.3390/educsci11070341

Garcia Ramos, J., and Towns, M. H. (2023). Ready, Set, Go? Impact of the Pandemic 
on Student Readiness: Laboratories, Preparedness, and Support. J Chem Educ, acs.
jchemed.3c00014. doi: 10.1021/acs.jchemed.3c00014

Gleaves, L. P., Schwartz, R., and Broniatowski, D. A. (2020). �e role of individual user 
di�erences in interpretable and explainable machine learning systems. Available at: 
http://arxiv.org/abs/2009.06675 (accessed February 12, 2024).

Gunkel, D. J. (2012). Communication and arti�cial intelligence: opportunities and 
challenges for the 21st century. Communication +1 1, 1–25. doi: 10.7275/R5QJ7F7R

Guo, F., Young, J., Deese, N., Pickens-Flynn, T., Sellers, D., Perkins, D., et al. (2021). 
Promoting the diversity, equity, and inclusion in organic chemistry education through 
undergraduate research experiences at WSSU. Educ. Sci. 11:394. doi: 10.3390/
educsci11080394

Holstein, K., and Doroudi, S. (2022). “Equity and arti�cial intelligence in education: 
will ‘AIEd’ amplify or alleviate inequities” in �e ethics of arti�cial intelligence in 
education. eds. J. Vanderdonckt and Q. V. Liao (Routledge).

Honorlock,  (2023). A Di�erent Look at DEI in Higher Education. Honorlock.

Kazimzade, G., Patzer, Y., and Pinkwart, N. (2019). “Arti�cial intelligence in education 
meets inclusive educational technology—the technical state-of-the-art and possible 
directions” in Arti�cial intelligence and inclusive education: speculative futures and 
emerging practices. eds. J. Knox, Y. Wang and M. Gallagher (Singapore: Springer), 61–73.

Kostick-Quenet, K. M., Cohen, I. G., Gerke, S., Lo, B., Antaki, J., Movahedi, F., et al. 
(2022). Mitigating racial bias in machine learning. J. Law Med. Ethics 50, 92–100. doi: 
10.1017/jme.2022.13

Ladson-Billings, G. (2006). From the Achievement Gap to the Education Debt: 
Understanding Achievement in U.S. Schools. Educ. Res. 35, 3–12. doi: 
10.3102/0013189X035007003

Ladson-Billings, G. (2007). Pushing Past the Achievement Gap: An Essay on the 
Language of De�cit. JNE. 76, 316–323.

Lalwani, A., and Agrawal, S. (2018). “Validating Revised Bloom’s  
Taxonomy Using Deep Knowledge Tracing,” in Artificial Intelligence in Education, 
eds. K. Porayska-Pomsta, C. Penstein Rosé, R. Martínez-Maldonado, H. U. 
Hoppe, R. Luckin, M. Mavrikis, et al. (Cham: Springer International Publishing), 
225–238.



Garcia Ramos and Wilson-Kennedy 10.3389/feduc.2024.1487882

Frontiers in Education 06 frontiersin.org

Landis, E. C. (2024). Flint, Michigan, water crisis as an upper-division �rst day of class 
activity and introduction to primary literature. J. Chem. Educ. 101, 2162–2166. doi: 
10.1021/acs.jchemed.4c00110

Livezey, M. R. (2022). Using diverse, equitable, and inclusive course content to 
improve outcomes in a chemistry course for nonmajors. J. Chem. Educ. 99, 346–352. doi: 
10.1021/acs.jchemed.1c00433

LSU Online and Continuing Education (2023). Using generative AI to enhance 
teaching and learning.

Lu, J., Behbood, V., Hao, P., Zuo, H., Xue, S., and Zhang, G. (2015). Transfer learning 
using computational intelligence: a survey. Knowl. Based Syst. 80, 14–23. doi: 10.1016/j.
knosys.2015.01.010

Madaio, M. A., Kamath, V., Yarzebinski, E., Zasacky, S., Tanoh, F., Hannon-Cropp, J., 
et al. (2019a). “You give a little of yourself ”: family support for children’s use of an IVR 
literacy system, in Proceedings of the 2nd ACM SIGCAS Conference on Computing and 
Sustainable Societies, (New York, NY, USA: Association for Computing Machinery), 
86–98. doi: 10.1145/3314344.3332504

Madaio, M. A., Tanoh, F., Seri, A. B., Jasinska, K., and Ogan, A. (2019b). “Everyone 
brings their grain of salt”: designing for low-literate parental engagement with a mobile 
literacy technology in Côte d’Ivoire, in Proceedings of the 2019 CHI Conference on 
Human Factors in Computing Systems, (New York, NY, USA: Association for 
Computing Machinery), 1–15. doi: 10.1145/3290605.3300695

Madaio, M., Yarzebinski, E., Kamath, V., Zinszer, B., Hannon-Cropp, J., 
Fabrice, T., et al. (2020). Collective support and independent learning with a voice-
based literacy technology in rural communities, in CHI '20: Proceedings of the 2020 
CHI Conference on Human Factors in Computing Systems, 1–14. doi: 
10.1145/3313831.3376276

Mai, D. T. T., Da, C. V., and Hanh, N. V. (2024). �e use of ChatGPT in teaching and 
learning: a systematic review through SWOT analysis approach. Front. Educ. 9, 1–17. 
doi: 10.3389/feduc.2024.1328769

Mater, A. C., and Coote, M. L. (2019). Deep learning in chemistry. J. Chem. Inf. Model. 
59, 2545–2559. doi: 10.1021/acs.jcim.9b00266

McMahon, D. D., and Walker, Z. (2019). Leveraging Emerging Technology to Design 
an Inclusive Future with Universal Design for Learning. CEPSj 9, 75–93. doi: 10.26529/
cepsj.639

National Academies of Sciences, E. (2023). Advancing Antiracism, Diversity, Equity, 
and Inclusion in STEMM Organizations: Beyond Broadening Participation. doi: 
10.17226/26803

Nourani, M., Roy, C., Block, J. E., Honeycutt, D. R., Rahman, T., Ragan, E., et al. 
(2021). Anchoring bias a�ects mental model formation and user reliance in explainable 
AI systems, in 26th International Conference on Intelligent User Interfaces, College 
Station, TX, USA, ACM, 340–350. doi: 10.1145/3397481.3450639

Palermo, M., Kelly, A. M., and Krakehl, R. (2022). Intersectional Analysis of Advanced 
Placement Chemistry Enrollment and Performance by Gender and Ethnicity. J. Chem. 
Educ. 99, 1347–1357. doi: 10.1021/acs.jchemed.1c01047

Porayska-Pomsta, and Kaśka eds. (2022). �e Ethics of Arti�cial Intelligence in Education: 
Practices, Challenges, and Debates. New York: Routledge.

Puckett, C., and Rafalow, M. H. (2020). “From ‘Impact’ to ‘Negotiation’: Educational 
Technologies and Inequality,” in �e Oxford Handbookof Digital Media Sociology, eds. 
D. A. Rohlinger and S. Sobieraj (Oxford University Press).

Qian, Y., Guo, J., Tu, Z., Coley, C. W., and Barzilay, R. (2023). RxnScribe: a sequence 
generation model for reaction diagram parsing. J. Chem. Inf. Model. 63, 4030–4041. doi: 
10.1021/acs.jcim.3c00439

Rose, D. (2000). Universal design for learning. J. Spec. Educ. Technol. 15, 47–51. doi: 
10.1177/016264340001500407

RxnScribe – A Hugging Face Space by Yujieq (2023). Available at: https://huggingface.
co/spaces/yujieq/RxnScribe (accessed June 30, 2024).

Seo, K., Tang, J., Roll, I., Fels, S., and Yoon, D. (2021). �e impact of arti�cial 
intelligence on learner–instructor interaction in online learning. Int. J. Educ. Technol. 
High. Educ. 18:54. doi: 10.1186/s41239-021-00292-9

Song, Y., Weisberg, L. R., Zhang, S., Tian, X., Boyer, K. E., and Israel, M. (2024). A 
framework for inclusive AI learning design for diverse learners. Comput. Educ. Artif. 
Intell. 6:100212. doi: 10.1016/j.caeai.2024.100212

Takemae, N., Nicoll-Sen�, J., and Tyler, R. M. (2022). Addressing issues of equity using 
the cross-pollination of universal design for learning and culturally responsive teaching. 
PDS Partners 17, 9–15.

Van Dusen, B., Nissen, J., Talbot, R. M., Huvard, H., and Shultz, M. (2022). A 
QuantCrit Investigation of Society’s Educational Debts Due to Racism and Sexism in 
Chemistry Student Learning. J. Chem. Educ. 99, 25–34. doi: 10.1021/acs.
jchemed.1c00352

Vlasceanu, M., and Amodio, D. M. (2022). Propagation of societal gender inequality 
by internet search algorithms. Proc. Natl. Acad. Sci. 119:e2204529119. doi: 10.1073/
pnas.2204529119

Walter, Y. (2024). Embracing the future of arti�cial intelligence in the classroom: the 
relevance of AI literacy, prompt engineering, and critical thinking in modern education. 
Int. J. Educ. Technol. High. Educ. 21:15. doi: 10.1186/s41239-024-00448-3

Westermayr, J., Gilkes, J., Barrett, R., and Maurer, R. J. (2023). High-throughput 
property-driven generative design of functional organic molecules. Nat. Comput. Sci. 3, 
139–148. doi: 10.1038/s43588-022-00391-1

White, K. N., Vincent-Layton, K., and Villarreal, B. (2021). Equitable and Inclusive 
Practices Designed to Reduce Equity Gaps in Undergraduate Chemistry Courses. J. 
Chem. Educ. 98, 330–339. doi: 10.1021/acs.jchemed.0c01094

Winograd, T. (2006). Shi�ing viewpoints: arti�cial intelligence and human–computer 
interaction. Artif. Intell. 170, 1256–1258. doi: 10.1016/j.artint.2006.10.011

Yu, A., and Linden, L. E. (2022). Environmental and social injustices of the Flint, MI 
water crisis: a general chemistry exercise. J. Chem. Educ. 99, 469–471. doi: 10.1021/acs.
jchemed.1c00371


