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Abstract. We generalize the notions of asymptotic dimension and
coarse embeddings from metric spaces to quantum metric spaces in the
sense of Kuperberg and Weaver [14]. We show that quantum asymp-
totic dimension behaves well with respect to metric quotients and direct
sums, and is preserved under quantum coarse embeddings. Moreover,
we prove that a quantum metric space that equi-coarsely contains a se-
quence of expanders must have infinite asymptotic dimension. This is
done by proving a quantum version of a vertex-isoperimetric inequality
for expanders, based upon a previously known edge-isoperimetric one
from [19].

1. Introduction

In [14] the authors explore a generalization of metric spaces, called quan-
tum metric spaces, which is related to the quantum graphs of quantum infor-
mation theory. They construct many generalizations of familiar metric space
concepts, including a generalization of Lipschtiz map they call a co-Lipschitz
morphism. The purpose of this paper is to contribute to the structure theory
of quantum metric spaces by applying ideas coming from the large-scale or
coarse geometry of classical metric spaces. Specifically, we propose gener-
alizations of coarse embeddings and asymptotic dimension, and then prove
some fundamental results about them. Coarse geometry is an important area
of mathematics with applications in group theory, Banach space theory, and
computer science. It began as a field of study with the polynomial growth
theorem of Gromov in the 1980’s [10], although large-scale geometric ideas
appear as early as the late 1960’s in the original proof of Mostow’s rigidity
theorem [15]. We refer to [16] for an excellent introduction to the subject.
Let us point out that the two notions from coarse geometry that are central
to this paper (coarse embedding and asymptotic dimension) are both due to
Gromov [11].

Some notions from coarse geometry have already been explored in the
noncommutative setting, see e.g. [1, 2]. Let us emphasize several important
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differences between these works and the present paper. The first one comes
from having taken as a starting point two very different approaches to encod-
ing the coarse geometry of a metric space: [1, 2] are based on the fact that
this is captured in the spectrum of an associated commutative C∗-algebra of
complex valued functions (the Higson compactification), whereas we take the
view that the coarse features of a metric space X are encoded in the family of
subsets of X ×X on which the distance function is uniformly bounded. The
second difference is one of goals: [1, 2] develop a general theory of noncom-
mutative coarse spaces, whereas we are focused specifically on asymptotic
dimension and coarse embeddings in the particular case of metric spaces.
Finally, the approach of [1, 2] is C∗-algebraic while ours (as clearly stated
by the title of [14]) is a von Neumann algebra one. Due to the aforemen-
tioned substantial differences, we are not aware of any potential connections
between the results from [1, 2] and those of the present paper. A number of
noncommutative notions of topological dimension for C∗-algebras have been
also studied in the literature, see e.g. [18, 5, 12, 23, 24]. Let us emphasize in
particular the nuclear dimension from [24], which is linked to coarse geome-
try: For a discrete metric space of bounded geometry, the nuclear dimension
of the associated uniform Roe algebra is dominated by the asymptotic di-
mension of the underlying space. Once again, the approach to dimension
in the present work is significantly different from the aforementioned ones
because we are following the von Neumann algebra path.

In Section 2 we recall the definitions we need from [14], including quantum
metric, distance, and diameter. In Section 3 we generalize the definition of
coarse embedding to quantum metric spaces using alternative versions of the
usual moduli of expansion (or uniform continuity) and compression defined
for classical functions. It is shown that the moduli for classical functions
and their canonically induced quantum functions coincide. In Section 4 we
generalize the definition of asymptotic dimension to quantum metric spaces
and show that asymptotic dimension is preserved under coarse embeddings.
We show as a consequence that the asymptotic dimension of a quotient of
a quantum metric space is no greater than the asymptotic dimension of the
original space and that the asymptotic dimension of a direct sum of quantum
metric spaces is equal to the maximum of the asymptotic dimensions of its
summands. We finish Section 4 by establishing the corresponding inequality
for arbitrary sums of quantum metric spaces in the case when the sum is
a reflexive quantum metric space. In Section 5, we show that quantum ex-
panders satisfy a quantum version of a vertex isoperimetric inequality. This
can be used to show that a quantum metric space has infinite asymptotic
dimension if it equi-coarsely contains a sequence of reflexive quantum ex-
panders. In particular, this includes the case when the sequence of quantum
expanders is induced by a sequence of classical expanders.
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2. Definitions

We use the definitions of quantum metric space and related notions found
in [14]. Just as metrics are defined on sets, quantum metrics are defined on
von Neumann algebras, and classical metrics on a set X are in a natural
one-to-one correspondence with quantum metrics on `∞(X). We view von
Neumann algebras as subsets of some space B(H) of bounded linear operators
on a Hilbert space H. Given the von Neumann algebrasM ⊆ B(H1), N ⊆
B(H2), we denote byM⊗N their normal spatial tensor product, that is, the
weak*-closure of M⊗N in B(H1 ⊗2 H2). Given a von Neumann algebra
M, we denote the commutant ofM byM′. An orthogonal projection in a
von Neumann algebra will simply be called a projection.

Definition 2.1 ([14, Definition 2.3]): A quantum metric on a von Neumann
algebraM⊆ B(H) is a family V = {Vt}t∈[0,∞) of weak*-closed subspaces of
B(H) such that V0 =M′ and for all t ∈ [0,∞),

• Vt is self-adjoint.
• VsVt ⊆ Vs+t for all s ∈ [0,∞).
• Vt =

⋂
s>t Vs.

A quantum metric space is a pair (M,V) of a von Neumann algebraM with
a quantum metric V defined on it. We will often simply call a quantum
metric space by its von Neumann algebra if there is no ambiguity regarding
the quantum metric being considered.

Given a metric space (X, d), the canonical quantum metric space associ-
ated to it [14, Proposition 2.5] is (`∞(X), {Vt}t∈[0,∞)), where

Vt =
{
A ∈ B(`2(X)) | 〈Aex, ey〉 = 0 for all (x, y) /∈ d−1[0, t]

}
for all t ∈ [0,∞). Here (ex)x∈X is the canonical basis of `2(X) and `∞(X) is
viewed as a subset of B(`2(X)) as diagonal operators in the standard way,
that is, via the map E : `∞ → B(`2(X)) defined by E(φ)[f ](x) = φ(x)f(x)
for all φ ∈ `∞(X), all f ∈ `2(X), and all x ∈ X. It is in this way that quan-
tum metric spaces are generalizations of classical metric spaces. A natural
distance function can be defined for projections in a von Neumann algebra
that generalizes the notion of distance between subsets of a classical metric
space.

Definition 2.2 ([14, Definition 2.6]): Given a quantummetric V = {Vt}t∈[0,∞)

on a von Neumann algebraM, the distance between two projections P and
Q inM⊗B(`2) is

distV(P,Q) = inf{t | P (A⊗ Id)Q 6= 0 for some A ∈ Vt}.

IdentifyingM withM⊗ Id ⊆M⊗B(`2) yields the equivalent formula

distV(P,Q) = inf{t | PAQ 6= 0 for some A ∈ Vt}
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for projections P,Q inM. The subscript will usually be omitted if there is
no ambiguity regarding the quantum metric being used.

We refer to [14, Definition 2.7] and [14, Proposition 2.8] for basic prop-
erties of quantum distance. In particular, the distance function associated
to a quantum metric satisfies an analog of the triangle inequality. If M
is a quantum metric space and P,Q,R are projections in M⊗B(`2), then
dist(P,Q) ≤ dist(P,R) + sup{dist(R̃,Q) | RR̃ 6= 0}, where R̃ ranges over
projections in M⊗B(`2). Note that the same proof found in [14, Proposi-
tion 2.8] shows that if P,Q,R are projections in M, then R̃ may be taken
to range only over projections inM.

It is not hard to see that if (`∞(X),V) is the canonical quantum metric
space associated to metric space (X, d), then distV(χS , χT ) = d(S, T ) for any
subsets S, T of X. Likewise, the following definitions for diameter and open
ε-neighborhood of a projection generalize the corresponding notions for a
subset.

Definition 2.3 ([14, Proposition 2.16]): Given a quantum metric V =
{Vt}t∈[0,∞) on a von Neumann algebra M, the diameter of a nonzero pro-
jection P inM is

diamV(P ) = sup
{

distV(Q,R) | Q(PAP ⊗ Id)R 6= 0 for some A ∈ B(H)
}
,

where Q and R range over projections in M⊗B(`2). The diameter of the
zero projection is defined to be zero. The subscript will usually be omitted
if there is no ambiguity regarding the quantum metric being used.

We remark that [14] only considers the case of P being the identity ofM
in the definition above, so our notion is really a generalization of theirs.

Definition 2.4 ([14, Proposition 2.17]): Given a quantum metric V =
{Vt}t∈[0,∞) on a von Neumann algebra M, the open ε-neighborhood of a
projection P inM is the projection

(P )ε = Id−
∨{

Q ∈M | distV(P,Q) ≥ ε
}
.

It is easy to see from [14, Definition 2.14 (b)] that ((P )ε)δ ≤ (P )ε+δ for
all ε, δ > 0 and projections P in a quantum metric spaceM.

Our next definition follows [13].

Definition 2.5: A function φ : M→N between two von Neumann algebras
M and N is called a quantum function if φ is a unital weak*-continuous ∗-
homomorphism.

Quantum functions generalize classical functions in the following way: If
f : X → Y is a classical function between sets, then φf : `∞(Y ) → `∞(X),
defined by φf (g) = g◦f for all g ∈ `∞(Y ), is the canonical quantum function
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associated to f between the canonical von Neumann algebras associated to
Y and X, and is such that φf (χ{y}) = χ{f−1(y)} for all y ∈ Y .

In what follows, we will often identify a von Neumann algebra M with
M ⊗ Id ⊆ M⊗B(`2) and a quantum function φ : M → N with (φ ⊗
Id) : M⊗B(`2)→ N⊗B(`2).

Recall [14, p. 17] that two projections P,Q ∈ M⊗B(`2) are said to be
unlinkable if there exist P̃ , Q̃ ∈ Id⊗B(`2) satisfying P ≤ P̃ , Q ≤ Q̃ and
P̃ Q̃ = 0; otherwise, they are said to be linkable. By [14, Prop. 2.13], for
a von Neumann algebra M ⊆ B(H), two projections P,Q ∈ M⊗B(`2) are
linkable if and only if there exists A ∈ B(H) such that P (A⊗ Id)Q 6= 0.

Note that we may generalize these notions to non-projections: two op-
erators S, T ∈ M⊗B(`2) are said to be linkable if and only if there ex-
ists A ∈ B(H) such that S(A ⊗ Id)T 6= 0; obviously, this is the same as
saying that the source projection JSK of S and the range projection [T ]
of T are linkable. By the aforementioned characterization, two operators
S, T ∈ M⊗B(`2) are not linkable (i.e. unlinkable) if and only if there exist
projections S̃, T̃ ∈ Id⊗B(`2) satisfying JSK ≤ S̃, [T ] ≤ T̃ and S̃T̃ = 0. Note
that this is closely related to our definition of diameter of a projection: For a
projection P inM, its diameter is the supremum of the distances dist(Q,R)
where Q,R ∈M⊗B(`2) are projections such that Q(P ⊗ Id) and (P ⊗ Id)R
are linkable.

The following lemma shows that when φ is a quantum function, φ ⊗ Id
maps unlinkable pairs of operators to unlinkable pairs of operators.

Lemma 2.6. Let φ :M→N be a quantum function between von Neumann
algebras. If S, T ∈ M⊗B(`2) are unlinkable operators, then (φ ⊗ Id)S, (φ ⊗
Id)T ∈ N⊗B(`2) are unlinkable as well.

Proof. As above, let S̃, T̃ ∈ Id⊗B(`2) be projections satisfying JSK ≤ S̃,
[T ] ≤ T̃ , and S̃T̃ = 0. Note that since φ⊗ Id is a ∗-homomorphism and thus
preserves order, (φ ⊗ Id)S̃, (φ ⊗ Id)T̃ ∈ Id⊗B(`2) are projections and they
satisfy (φ⊗ Id)JSK ≤ (φ⊗ Id)S̃, (φ⊗ Id)[T ] ≤ (φ⊗ Id)T̃ , and (φ⊗ Id)S̃(φ⊗
Id)T̃ = 0. The desired result will follow once we prove that (φ ⊗ Id)JSK =
J(φ⊗ Id)SK and (φ⊗ Id)[T ] = [(φ⊗ Id)T ].

By our definition of quantum function, φ is a weak* to weak* continuous
∗-homomorphism. By [4, Prop. III.2.2.2], φ is normal. Since the tensor
product of normal completely positive contractions is again a normal positive
contraction [4, III.2.2.5], φ⊗Id is normal. By [4, Prop. III.2.2.2] again, φ⊗Id
is σ-strong to σ-strong continuous from M⊗B(`2) to N⊗B(`2). It is well-
known that the σ-strong and the strong topologies coincide on bounded sets
[4, I.3.1.4], so in particular it follows that φ ⊗ Id maps bounded strongly
convergent nets to bounded strongly convergent nets.

Now, it is known that (S∗S)α → JSK strongly as α→ 0 [4, I.5.2.1]. Since
{(S∗S)α}α∈(0,1) is norm bounded (which can be easily shown using functional
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calculus), we conclude that

(φ⊗ Id)
(
(S∗S)α

)
−−−→
α→0

(φ⊗ Id)JSK

strongly. Since (φ⊗Id) is a unital ∗-homomorphism we have (φ⊗Id)
(
(S∗S)α

)
=((

(φ⊗ Id)S
)∗(

(φ⊗ Id)S
))α (again this can be easily shown using functional

calculus). Now,((
(φ⊗ Id)S

)∗(
(φ⊗ Id)S

))α −−−→
α→0

J(φ⊗ Id)SK

strongly, and therefore J(φ⊗ Id)SK = (φ⊗ Id)JSK. The analogous conclusion
for the range projection of T follows from the fact that [T ] = JTT ∗K [4,
I.5.2.1]. �

Some of our results will only apply to quantum metric spaces that are
(operator) reflexive; we recall the definition below.

Definition 2.7 ([14, Defns. 1.5 and 2.23]): A subspace V ⊆ B(H) is (oper-
ator) reflexive if V =

{
B ∈ B(H) | PVQ = {0} ⇒ PBQ = 0

}
with P and

Q ranging over projections in B(H). A quantum metric V = {Vt}t∈[0,∞) is
called reflexive if Vt is reflexive for each t ∈ [0,∞).

The next two propositions provide important examples of reflexive quan-
tum metric spaces.

Proposition 2.8 ([14, Prop. 2.25]). For a quantum metric V = {Vt}t∈[0,∞)

on a von Neumann algebraM, its stabilization V⊗ Id = {Vt ⊗ Id}t∈[0,∞) is
a reflexive quantum metric on the von Neumann algebra M⊗B(`2).

Proposition 2.9. The canonical quantum metric associated to a classical
metric is always reflexive.

Proof. Let (X, d) be a classical metric. Let t ≥ 0. By [14, Prop. 2.5], the
canonical quantum metric on `∞(X) associated to d is given by

(2.1) Vt =
{
A ∈ B(`2(X)) | d(x, y) > t⇒ 〈Aey, ex〉 = 0

}
.

Let us now show that Vt is reflexive. To that end, let B ∈ B(`2(X)) be such
that for any projections P,Q ∈ B(`2(X)) such that PVtQ = {0}, it follows
that PBQ = 0; we need to show that B belongs to Vt. Recall that Vxy
denotes the mapping g 7→ 〈g, ey〉ex. Let x, y ∈ X satisfy d(x, y) > t. Note
that Vxx and Vyy are projections, and it follows from (2.1) that VxxVtVyy =
{0}. Therefore, VxxBVyy = 0. But this implies 〈Bey, ex〉 = 0, and thus
B ∈ Vt by appealing to (2.1) again. �

3. Quantum moduli of expansion and compression

In this section, we define coarse embeddings between quantum metric
spaces using moduli and then show how this relates to the definitions of
co-Lipschitz and co-isometric morphisms found in [14].
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Recall that if f : X → Y is a map between metric spaces, we define its
modulus of expansion ωf by

ωf (t) = sup
{
dY (f(x), f(y)) | dX(x, y) ≤ t

}
and its modulus of compression ρf by

ρf (t) = inf
{
dY (f(x), f(y)) | dX(x, y) ≥ t

}
for all t ≥ 0. We say that f is expanding if limt→∞ ρf (t) = ∞, and coarse
if ωf (t) <∞ for all t ≥ 0. We say that f is a coarse embedding if f is both
coarse and expanding.

For our purposes, we will use alternative versions of these moduli. Let

ω̃f (t) = inf
{
dX(x, y) | dY (f(x), f(y)) ≥ t

}
and let

ρ̃f (t) = sup
{
dX(x, y) | dY (f(x), f(y)) ≤ t

}
.

The following observation is surely well-known.

Lemma 3.1. Let f : X → Y be a map between metric spaces. Then:
(a) f is coarse if and only if limt→∞ ω̃f (t) =∞.
(b) f is expanding if and only if ρ̃f (t) <∞ for all t ≥ 0.

Proof. Note that ω̃ is an increasing function, and therefore limt→∞ ω̃f (t) =
∞ if and only if ω̃f is unbounded.

Suppose first that f is not coarse so that by definition there exists t ≥ 0
such that ωf (t) =∞. Then for each n ∈ N there exist xn, yn ∈ X such that
dY (f(xn), f(yn)) ≥ n and dX(xn, yn) ≤ t. This implies ω̃f (n) ≤ t, so ω̃f is
bounded above by t.

Suppose now that ω̃f is bounded above by t. Then for each n ∈ N, there
exist xn, yn ∈ X such that dX(xn, yn) ≤ t + 1 while dY (f(xn), f(yn)) ≥ n.
This implies ωf (t+ 1) =∞. That is, f is not coarse. This finishes the proof
of (a), and the proof for (b) is analogous. �

Let us now define corresponding moduli for quantum functions.

Definition 3.2: Given a quantum function φ : M → N between quantum
metric spacesM and N , we define ω̃φ and ρ̃φ by

ω̃φ(t) = inf
{

dist(φ(P ), φ(Q)) | dist(P,Q) ≥ t
}

and
ρ̃φ(t) = sup

{
diam(φ(P )) | diam(P ) ≤ t

}
for all t ≥ 0, where P,Q range over projections inM.

The next proposition shows that the moduli defined above generalize the
classical moduli.

Proposition 3.3. Given metric spaces X,Y and a function f : X → Y ,
ω̃φf = ω̃f and ρ̃φf = ρ̃f .
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Proof. Let P be a projection in `∞(Y ). Then P = χS for some S ⊆ Y , and
φf (P ) = χf−1[S]. Therefore, for t ≥ 0

ω̃φf (t) = inf{dist(χf−1[S], χf−1[T ]) | dist(χS , χT ) ≥ t}
= inf{dX(x, y) | dY (f(x), f(y)) ≥ t}

and

ρ̃φf (t) = sup{diam(χf−1[S]) | diam(χS) ≤ t}
= sup{dX(x, y) | dY (f(x), f(y)) ≤ t}. �

Proposition 3.3 and Lemma 3.1 justify the following definition. Although
it would perhaps be in better keeping with [14] to use the terminology “co-
coarse”, there are two reasons we do not do this. The first reason is that
the inequalities involved concern only a quantum function φ and not its
amplification φ ⊗ Id. The second reason is that we are only exploring a
notion of coarseness for functions between quantum metric spaces and not
for operators inside of quantum metric spaces.

Definition 3.4: A quantum function φ : M → N between two quantum
metric spaces is called a (quantum) coarse embedding if limt→∞ ω̃φ(t) = ∞
and ρ̃φ(t) <∞ for all t ≥ 0.

It is a good idea to keep in mind that a quantum coarse embedding
φ : M → N should be thought of as an embedding of N into M. This
is because it is meant to generalize a coarse embedding f : X → Y between
metric spaces, whose associated quantum function φf : `∞(Y ) → `∞(X) is
an arrow in the opposite direction.

Remark 3.5: In [14, Definition 2.27], a quantum function φ : M → N is
called a co-Lipschitz morphism if there is some C ≥ 0 such that

dist(P,Q) ≤ C dist((φ⊗ Id)(P ), (φ⊗ Id)(Q))

for all projections P,Q ∈ M⊗B(`2). It is easily observed that if φ is a
co-Lipschitz morphism, then ω̃φ(t) ≥ t/C for all t ≥ 0.

Remark 3.6: Also in [14, Definition 2.27], a quantum function φ : M→N
is called a co-isometric morphism if it is surjective and

dist(P̃ , Q̃) = sup
{

dist(P,Q) | (φ⊗ Id)(P ) = P̃ , (φ⊗ Id)(Q) = Q̃
}

for all projections P̃ , Q̃ ∈ N⊗B(`2). If φ is a co-isometric morphism, then in
particular, φ is a co-Lipschitz morphism with constant 1, and so ω̃φ(t) ≥ t for
all t ≥ 0; it may be shown that additionally ρ̃φ(t) ≤ t for all t ≥ 0. Indeed,
if P is a projection in M, and Q̃, R̃ are projections in N⊗B(`2) such that
Q̃(φ(P ) ⊗ Id) and (φ(P ) ⊗ Id)R̃ are linkable, then since φ is a co-isometric
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morphism, by Lemma 2.6,

dist(Q̃, R̃) = sup
{

dist(Q,R) | (φ⊗ Id)(Q) = Q̃, (φ⊗ Id)(R) = R̃
}

≤ sup
{

dist(Q,R) | (φ⊗Id)
(
Q(P⊗Id)

)
and (φ⊗Id)

(
(P⊗Id)R

)
are linkable

}
≤ sup

{
dist(Q,R) | Q(P ⊗ Id) and (P ⊗ Id)R are linkable

}
= diam(P ).

Thus, diam(φ(P )) ≤ diam(P ), and therefore ρ̃φ(t) ≤ t.

4. Asymptotic dimension

We will provide a definition of asymptotic dimension that can be applied
generally to all quantum metric spaces. Given the definitions that already
exist for diameter and ε-neighborhood of a projection, we have chosen to
base our generalization on Part 2 of [3, Theorem 2.1.2]. We do not explore
generalizations of the equivalent formulations of asymptotic dimension found
in [3, Theorem 2.1.2].

Definition 4.1: Let M be a quantum metric space and P a family of
projections inM. We say that P is a cover forM if Id =

∨
P∈P P . We say

that P is r-disjoint if (P )r(Q)r = 0 for each P,Q ∈ P with P 6= Q. We
say that P is uniformly bounded by R if supP∈P diam(P ) ≤ R, and that P
is uniformly bounded if it is uniformly bounded by some R > 0.

Definition 4.2: Let M be a quantum metric space, and let n ∈ N ∪ {0}.
We say that M has asymptotic dimension less than or equal to n, written
as asdim(M) ≤ n, if for every r > 0 there exist uniformly bounded, r-
disjoint families of projections P0,P1, . . . ,Pn such that

⋃n
i=0 P i is a cover

for M. We say that M has asymptotic dimension equal to n, written as
asdim(M) = n, if n = min{m ∈ N ∪ {0} | asdim(M) ≤ m}.

Remark 4.3: Let (X, d) be a metric space, and consider the von Neumann
algebra `∞(X) endowed with the canonical quantum metric induced by d.
It is clear that asdim(X) = asdim(`∞(X)), since the projections in `∞(X)
are precisely the indicator functions of subsets of X.

For classical metric spaces, coarse embeddings are the natural morphisms
that preserve asymptotic dimension because for any r > 0 they map ev-
ery R-disjoint, uniformly bounded family of sets to an r-disjoint, uniformly
bounded family of sets whenever R > 0 is large enough. This follows eas-
ily from the definition of coarse embedding using the moduli of expansion
and compression. We show that the same holds true for coarse embeddings
between quantum metric spaces.
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Lemma 4.4. Let φ : M→N be a quantum function between quantum met-
ric spaces. Then for any projection P ∈M,

diam(φ(P )) ≤ ρ̃φ(diam(P )).

In particular, φ maps a family of projections uniformly bounded by R to a
family of projections uniformly bounded by ρ̃φ(R).

Proof.

diam(φ(P )) ≤ sup{diam(φ(Q)) | diam(Q) ≤ diam(P )} = ρ̃φ(diam(P )). �

Lemma 4.5. Let φ : M→N be a quantum function between quantum met-
ric spaces, and let r > 0. Then for any projection P ∈M,(

φ(P )
)
ω̃φ(r)

≤ φ
(
(P )r

)
.

In particular, φ maps an r-disjoint family of projections to an ω̃φ(r)-disjoint
family of projections.

Proof. Since φ is a quantum function and dist(P,Q) ≥ r implies dist(φ(P ), φ(Q)) ≥
ω̃φ(r), we have

φ
(
(P )r

)
= φ

(
IdM−

∨{
Q ∈M | dist(P,Q) ≥ r

})
= IdN −

∨{
φ(Q) | dist(P,Q) ≥ r

}
≥ IdN −

∨{
φ(Q) | dist(φ(P ), φ(Q)) ≥ ω̃φ(r)

}
≥ IdN −

∨{
R ∈ N | dist(φ(P ), R) ≥ ω̃φ(r)

}
=
(
φ(P )

)
ω̃φ(r)

. �

The next theorem follows immediately. Note that a quantum function is
unital and so it maps covers to covers.

Theorem 4.6. Let φ : M → N be a quantum coarse embedding between
quantum metric spaces. Then asdim(N ) ≤ asdim(M).

As a consequence of Theorem 4.6, asymptotic dimension plays well with
the quotient and direct sum constructions for quantum metric spaces [14],
whose definitions we now recall.

Definition 4.7: Let V = {Vt}t∈[0,∞), W = {Wt}t∈[0,∞) be quantum metrics
on von Neumann algebrasM⊆ B(H), N ⊆ B(K), respectively. Their direct
sum is the von Neumann algebra M⊕N ⊆ B(H ⊕ K) equipped with the
quantum metric {Vt ⊕Wt}t∈[0,∞).

Definition 4.8: Let V = {Vt}t∈[0,∞) be a quantum metric on a von Neu-
mann algebra M ⊆ B(H). A metric quotient of M is a direct summand
N = RM ⊆ B(K) of M, where R is a central projection in M and K =
ran(R), together with the quantum metric defined by Ut = RVtR ⊆ B(K).
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The following corollary should be compared to the corresponding results
on subspaces and (disjoint) unions of classical metric spaces found in [3,
Proposition 2.2.6] and [3, Corollary 2.3.3]. Note also that these results are
related to some of the conditions required of an abstract dimension theory
for a class of C∗-algebras from [20].

Corollary 4.9. LetM and N be quantum metric spaces.
(a) If N is a metric quotient of M, then asdim(N ) ≤ asdim(M).
(b) asdim(M⊕N ) = max{asdim(M), asdim(N )}.

Proof. (a): This follows immediately from Theorem 4.6 and Remark 3.6 of
this paper, and [14, Corollary 2.37].

(b): Since each of M and N is a metric quotient of M⊕ N , we have
asdim(M⊕N ) ≥ max{asdim(M), asdim(N )} from part (a). Now let n =
max{asdim(M), asdim(N )} and take any r > 0. By Definition 4.2, there
exist uniformly bounded, r-disjoint families of projections P0,P1, . . . ,Pn

such that
⋃n
i=0 P i is a cover forM, and there also exist uniformly bounded,

r-disjoint families of projections Q0,Q1, . . . ,Qn such that
⋃n
i=0 Qi is a cover

for N . For 1 ≤ j ≤ n, define Rj = {P ⊕ 0 | P ∈Pj}∪{0⊕Q | Q ∈ Qj}. It
is clear that each Rj is uniformly bounded, and moreover the union

⋃n
i=0 Ri

is a cover for M ⊕ N . Additionally, each family Rj is r-disjoint, since
(P ⊕ 0)r = (P )r ⊕ 0 and (0 ⊕ Q)r = 0 ⊕ (Q)r, by [14, Proposition 2.34].
Therefore, asdim(M⊕N ) ≤ n. �

An analog of the result concerning asymptotic dimension of possibly nondis-
joint unions of classical metric spaces [3, Corollary 2.3.3] can also be estab-
lished, at least for reflexive quantum metric spaces. First we establish a
lemma showing that in a reflexive quantum metric space M, diameters of
projections inM may be computed using only projections inM.

Lemma 4.10. Let (M, {Vt}t∈[0,∞)) be a reflexive quantum metric space and
let P be a nonzero projection in M. Then

diam(P ) = sup{dist(Q,R) | QPAPR 6= 0 for some A ∈ B(H)}
= sup{dist(Q,R) | QP,RP 6= 0}

Proof. It is clear from Definition 2.3 that

diam(P ) ≥ sup{dist(Q,R) | QPAPR 6= 0 for some A ∈ B(H)}.

The result is then trivial when diam(P ) = 0. So suppose diam(P ) 6= 0 and
take any 0 < ε < diam(P ). Let Q,R be any projections inM⊗B(H) such
that dist(Q,R) > diam(P )−ε while Q(PAP ⊗Id)R 6= 0 for some A ∈ B(H).
By [14, Prop. 2.10], PAP /∈ Vdiam(P )−ε. But then by [14, Prop. 2.24], there
exist projections Q′, R′ ∈ M such that dist(Q′, R′) ≥ diam(P ) − ε while
QPAPR 6= 0. As ε > 0 was arbitrary, it follows that

diam(P ) ≤ sup{dist(Q,R) | QPAPR 6= 0 for some A ∈ B(H)}. �
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Lemma 4.11. Let M be a reflexive quantum metric space, let P,Q,R be
projections in M, and take any r, s > 0. Then:
(a) (P )rQ 6= 0 ⇐⇒ dist(P,Q) < r.
(b) dist(Q,R) ≤ dist(Q,P ) + dist(R,P ) + diam(P ).
(c) diam

(
(P )r

)
≤ diam(P ) + 2r.

(d) diam(P ∨Q) ≤ dist(P,Q) + diam(P ) + diam(Q).
(e) (P )r(Q)s 6= 0 =⇒ diam(P ∨Q) ≤ diam(P ) + diam(Q) + 2(r + s).

Proof. (a) The implication =⇒ follows immediately from Definition 2.4.
So suppose Q is such that dist(P,Q) < r and furthermore, that (P )rQ = 0.
Then

Q ≤ Id−(P )r =
∨
{Q′ ∈M | dist(P,Q′) ≥ r}

and thus

r > dist(P,Q) ≥ dist(P, Id−(P )r) = inf{dist(P,Q′) | dist(P,Q′) ≥ r} ≥ r,

a contradiction. Therefore (P )rQ 6= 0 if dist(P,Q) < r.
(b) By the remark after Definition 2.2, with S ranging over projections in

M,

dist(Q,R)

≤ dist(Q,P ) + sup{dist(S,R) | PS 6= 0}
≤ dist(Q,P ) + dist(R,P ) + sup{dist(S, S′) | PS 6= 0, PS′ 6= 0}
≤ dist(Q,P ) + dist(R,P ) + diam(P ),

where the last inequality follows from the fact that SPAPS′ 6= 0 for some
A ∈ B(H) whenever SP, PS′ 6= 0.

(c) Suppose S, S′ are projections inM such that (P )rS 6= 0 and (P )rS
′ 6=

0. By parts (a) and (b), this means dist(S, S′) ≤ diam(P ) + 2r. As S, S′
were arbitrary, Lemma 4.10 implies that diam((P )r) ≤ diam(P ) + 2r.

(d) Suppose S, S′ are projections in M such that S(P ∨ Q) 6= 0 and
S′(P ∨ Q) 6= 0. If SP 6= 0 and S′P 6= 0, then dist(S, S′) ≤ diam(P ). If
SQ 6= 0 and S′Q 6= 0, then dist(S, S′) ≤ diam(Q). Finally, if SP 6= 0 and
S′Q 6= 0, then by part (b),

dist(S, S′) ≤ dist(S,Q) + dist(Q,S′) + diam(Q)

≤ dist(S, P ) + dist(P,Q) + diam(P ) + diam(Q)

= dist(P,Q) + diam(P ) + diam(Q).

The same inequality holds if SQ 6= 0 and S′P 6= 0. As S, S′ were arbitrary,
Lemma 4.10 implies that diam(P ∨Q) ≤ dist(P,Q) + diam(P ) + diam(Q).

(e) By parts (c) and (d)

diam(P ∨Q) ≤ diam((P )r ∨ (Q)s)

≤ dist((P )r, (Q)s) + diam((P )r) + diam((Q)s)

≤ diam(P ) + diam(Q) + 2(r + s). �
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The following is a direct adaptation of [3, Prop. 2.3.1] for reflexive quan-
tum metric spaces.

Proposition 4.12. Let M be a reflexive quantum metric space, and let
P,Q be families of projections in M. Fix r > 0 and for each Q ∈ Q, let

PQ = {P ∈P | (P )r(Q)r 6= 0} and PQ =
∨

P∈PQ

P.

Suppose that P is r-disjoint and R-bounded with R > r, and Q is 7R-disjoint
and D-bounded. Then Q∪rP is r-disjoint and (D+2(R+D+4r))-bounded,
where

Q ∪r P = {Q ∨ PQ | Q ∈ Q} ∪
{
P ∈P | (P )r(Q)r = 0 for all Q ∈ Q

}
.

Proof. Fix Q ∈ Q. By Lemmas 4.10 and 4.11 (b) and (e),

diam(PQ) = sup{dist(S, S′) | SPQ, S′PQ 6= 0}
≤ sup{dist(S,Q) + dist(S′, Q) | SPQ, S′PQ 6= 0}+ diam(Q)

≤ 2 sup
P∈PQ

{diam(P ∨Q)}+ diam(Q)

≤ 2

(
sup
P∈PQ

{diam(P )}+ diam(Q) + 4r

)
+ diam(Q)

≤ 2(R+D + 4r) +D.

Thus, the bound on the diameter of Q ∨ PQ and hence the entire family
P ∪r Q is shown.

We now show that Q ∪r P is r-disjoint. If we take two elements of
Q ∪r P coming from P, then they are r-disjoint by assumption. Using the
fact that (R ∨ S)r = (R)r ∨ (S)r for all projections R and S, it is also clear
that any two elements such that one is of the form Q ∨ PQ and the other
is in

{
P ∈ P | (P )r(Q)r = 0 for all Q ∈ Q

}
will be r-disjoint. The only

remaining case is to consider two elements of the form Q∨PQ and Q′ ∨PQ′ ,
where Q,Q′ ∈ Q are distinct. Note that in this case (Q)r(Q

′)r = 0. Consider
P, P ′ such that P ∈ PQ and P ′ ∈ PQ′ . If (P )r(Q

′)r 6= 0, then by Lemma
4.11 (a), (b), and (c),

dist(Q,Q′) ≤ dist(Q, (P )r) + dist((P )r, Q
′) + diam((P )r)

< 2r + diam(P ) + 2r < 5R.

By Lemma 4.11 (a), this implies (Q)5RQ
′ 6= 0, a contradiction. Thus

(P )r(Q
′)r = 0 and similarly (P ′)r(Q)r = 0. And if (P )r(P

′)r 6= 0, then
by Lemma 4.11 (a), (b), (c), and (d),

dist(Q, (Q′)r) ≤ dist(Q, (P )r ∨ (P ′)r) + diam((P )r ∨ (P ′)r)

≤ r + diam(P ) + 2r + diam(P ′) + 2r < 7R.
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By Lemma 4.11 (a), this implies (Q)7R(Q′)R 6= 0, a contradiction. Thus
(P )r(P

′)r = 0. As P , P ′ were arbitrary, it follows that (Q∨PQ)r(Q
′∨PQ′)r =

0. Therefore Q ∪r P is r-disjoint. �

We can now prove the following theorem which provides a bound on the as-
ymptotic dimension of “nondisjoint unions” of quantum metric spaces. Com-
pare this to [3, Corollary 2.3.3].

Theorem 4.13. Let M be a reflexive quantum metric space. Suppose that
N1 and N2 are metric quotients of M, corresponding to central projections
R1 and R2, respectively. If R1 ∨R2 = Id, then

asdim(M) ≤ max{asdim(N1), asdim(N2)}.
(Note that, in particular, this includes the case M = N1 ⊕N2).

Proof. Let n = max{asdim(N1), asdim(N2)} and fix r > 0. Take n + 1
uniformly bounded, r-disjoint families of projections P0,P1, . . . ,Pn in N1

such that
⋃n
i=0 P i is a cover for N1 and let R > r be a uniform diameter

bound for
⋃n
i=0 P i. Now take n+ 1 uniformly bounded, 7R-disjoint families

of projections Q0,Q1, . . . ,Qn in N2 such that
⋃n
i=0 Qi is a cover for N2

and let D > 0 be a uniform diameter bound for
⋃n
i=0 Qi. By viewing a

projection P in N1 as the projection P ⊕ 0 ∈ R1M⊕ (Id−R1)M∼=M and
a projection Q ∈ N2 as the projection Q ⊕ 0 ∈ R2M⊕ (Id−R2)M ∼= M,
it follows from [14, Proposition 2.34] that the families P0,P1, . . . ,Pn and
Q0,Q1, . . . ,Qn have the same bounds and disjointedness when viewed as
families of projections in M. Thus, for each 0 ≤ j ≤ n, the families Rj =
Qj ∪r Pj inM are r-disjoint and uniformly bounded by Proposition 4.12.
And since R1 ∨R2 = Id, it follows that

⋃n
i=0 Ri is a cover forM. Therefore

asdim(M) ≤ n. �

Remark 4.14: In order to prove the general quantum analog of [3, Corol-
lary 2.3.3] found in Theorem 4.13, we had to make the assumption that the
quantum metric space is reflexive. Our proof follows [3] rather closely and
relies on the ability to place an upper bound on the diameter of a neighbor-
hood of a projection in terms of the diameter of the projection itself. This
bound is found in Part (c) of Lemma 4.11, which is the first place we use the
reflexivity assumption. We do not know whether the reflexivity assumption
can be dropped in the statement of Theorem 4.13, but if it can, we expect a
method different from that found in [3] would be needed to prove it.

Remark 4.15: Since the stabilization of any quantum metric space is re-
flexive (see Proposition 2.8), working with stabilized quantum metric spaces
provides an alternative path to satisfy the aforementioned reflexivity assump-
tion. In this regard it is natural to wonder: Are quantum metrics and their
stabilizations coarsely equivalent? In particular, what is the relationship be-
tween asdim(M) and asdim(M⊗B(`2))? We thank the anonymous referee
for pointing out these important questions.
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5. Asymptotic dimension and quantum expanders

In this section, we will show that a quantum metric space equi-coarsely
containing a sequence of classical expanders (or more generally, a sequence
of reflexive quantum expanders) has infinite asymptotic dimension. This is
a generalization of [8, Sec. 2.3] which shows that even for general quan-
tum metric spaces, information about their large-scale structure can be in-
ferred from their bounded metric subspaces. While this statement is quite
believable in light of [8] and Theorem 4.6, it is not obvious at all that a
quantum metric space should coarsely contain a classical metric space of
infinite asymptotic dimension even though it equi-coarsely contains a se-
quence of expander graphs! To prove the statement, we establish a quantum
version of a vertex-isoperimetric inequality for expanders from a known edge-
isoperimetric inequality.

In what follows, we denote the space of n × n matrices with complex
entries by Mn. The n × n identity matrix will be denoted by In. The
Hilbert-Schmidt norm for matrices will be denoted by ‖ ·‖HS, the trace norm
will be denoted by ‖·‖1, and the operator norm will be denoted by ‖·‖∞. We
will use the initialization CPTP for a map Φ: Mn →Mn to indicate that Φ
is completely positive and trace-preserving. Given a completely positive map
Φ: Mn →Mn, there exist by Choi’s theorem [7] matrices K1,K2, . . . ,KN ∈
Mn such that Φ(X) =

∑N
j=1KjXK

∗
j for all matrices X ∈ Mn. If Φ is

additionally trace-preserving, it may be shown also that
∑N

i=1K
∗
iKi = In.

It is then possible to define a quantum metric V = {Vt}t∈[0,∞) on Mn by
V0 = C · In, V1 = span{K∗jKi}1≤i,j≤N , and Vt = Vbtc1 for t > 0 [14, Sec. 3.2].
There are good information-theoretical reasons [9, 21] and metric reasons
[14] for regarding a CPTP map Φ (or rather, the operator system V1) as
a quantum analog of a combinatorial graph and the quantum metric V a
quantum analog of a graph metric. By an abuse of language, the terminology
“quantum graph” will be used for any of Φ, V1, and (Mn,V).

Definition 5.1: Given δ, ε, t > 0 and n ∈ N, a quantum metric on Mn is
said to satisfy a (δ, ε, t)-isoperimetric inequality if

rank
(
(P )δ

)
≥ (1 + ε) rank(P )

for all projections P ∈Mn such that diam(P ) ≤ t.

Remark 5.2: By Lemma 4.11 (c), if a reflexive quantum metric on Mn sat-
isfies a (δ, ε, t)-isoperimetric inequality, it follows from repeated applications
of it that, given any m ∈ N,

rank
(
(P )mδ

)
≥ (1 + ε)m rank(P )

for all projections P ∈Mn such that diam(P ) + 2mδ ≤ t.



16 JAVIER ALEJANDRO CHÁVEZ-DOMÍNGUEZ AND ANDREW T. SWIFT

Definition 5.3: Given a family of quantum coarse embeddings {φα : M→
Nα}, we say that the family is equi-coarse if there exist functions f, g satisfy-
ing limt→∞ f(t) =∞ and g(t) <∞ for all t ≥ 0 such that for for each t ≥ 0
and each α, f(t) ≤ ω̃φα(t) and ρ̃φα(t) ≤ g(t). By analogy with the classical
setting, in this case we say thatM equi-coarsely contains the family {Nα}.

The strategy of proof in the next Proposition is based on [8, Thm. 2.9].

Proposition 5.4. Let M be a quantum metric space, and fix δ, ε > 0.
Suppose that {(Mnt ,Vt)}t>0 is a family of reflexive quantum metric spaces
and {φt : M→ Mnt}t>0 is an equi-coarse family of quantum coarse embed-
dings. If Mnt satisfies a (δ, ε, t)-isoperimetric inequality for every t > 0, then
asdim(M) =∞.

Proof. SupposeM has finite asymptotic dimension n, and take any m ∈ N
such that (1+ε)m−1 > n. Let f, g be functions satisfying limr→∞ f(r) =∞
and g(r) < ∞ for all r ≥ 0 such that f(r) ≤ ω̃φt(r) and ρ̃φt(r) ≤ g(r) for
all t, r > 0; and pick r > 0 such that f(r) > mδ. Let P0,P1, . . . ,Pn be
uniformly bounded r-disjoint families of projections inM such that

⋃n
j=0 Pj

is a cover forM and let d be such that diam(P ) ≤ d for every P ∈
⋃n
j=0 Pj .

Finally, let t = 2mδ + g(d). It follows from Lemmas 4.4 and 4.5 that for
each 0 ≤ j ≤ n, the families Qj = {φt(P ) | P ∈ Pj} are f(r)-disjoint
(and therefore mδ-disjoint) and uniformly bounded by g(d), and

⋃n
j=0 Qj is

a cover forMnt since
⋃n
j=0 Pj is a cover forM. Thus, the (δ, ε, 2mδ+g(d))-

isoperimetric inequality for Mnt implies by Lemma 4.11 (c) and Remark 5.2
that for each 0 ≤ j ≤ n,

nt = rank(Int) ≥
∑
Q∈Qj

rank((Q)mδ) ≥ (1 + ε)m
∑
Q∈Qj

rank(Q),

and adding over j yields

(n+ 1) · nt ≥ (1 + ε)m
n∑
j=0

∑
Q∈Qj

rank(Q) ≥ (1 + ε)m · nt,

where the last inequality follows from the fact that
⋃n
j=0 Qj is a cover for

Mnt . This implies that n ≥ (1 + ε)m − 1 > n, a contradiction. Therefore
asdim(M) =∞. �

We will show that a sequence of reflexive quantum expanders (which in-
cludes the case of classical expanders) satisfies the isoperimetric inequality
condition found in Proposition 5.4. We first recall the definition of quantum
expander sequence and an associated Cheeger-type inequality below.

Definition 5.5 ([17]): Given 0 < ε < 1 and n ∈ N, a CPTP map Φ: Mn →
Mn is said to have an ε-spectral gap if∥∥Φ(X)− 1

n tr(X)In
∥∥
HS
≤ (1− ε)

∥∥X − 1
n tr(X)In

∥∥
HS
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for all X ∈Mn.

Definition 5.6 ([17]): A CPTP map Φ: Mn → Mn is called a d-regular
ε-quantum expander if Φ has an ε-spectral gap and there exist unitaries
U1, . . . , Ud ∈ Mn such that Φ(X) = 1

d

∑d
j=1 UjXU

∗
j for each X ∈ Mn. A

sequence of CPTP maps {Φm : Mnm → Mnm} is called a sequence of d-
regular ε-quantum expanders if Φm is a d-regular ε-quantum expander for
each m ∈ N and nm →∞ as m→∞.

The following is just a restatement of [19, Lemma 20], which can be de-
scribed as a quantum Cheeger inequality.

Lemma 5.7. Let Φ: Mn → Mn be a CPTP unital map with an ε-spectral
gap. Then

tr
(
(In − P )Φ∗Φ(P )

)
tr(P )

≥ (1− ε)/2

for all projections P ∈Mn such that 0 < rank(P ) ≤ n/2.

Remark 5.8: The expression appearing in the preceding lemma can be
rewritten in terms of the inner product associated to the Hilbert-Schmidt
norm. Indeed,

tr
(
(In − P )Φ∗Φ(P )

)
= tr

(
(In − P )∗Φ∗Φ(P )

)
= 〈Φ∗Φ(P ), In − P 〉HS = 〈Φ(P ),Φ(In − P )〉HS.

Thus, Lemma 5.7 says that Φ maps orthogonal pairs P, In−P to nonorthog-
onal pairs in a uniform way.

The next result says that if the rank of a projection inside an expander is
small, then any large neighborhood of the projection has strictly larger rank
than the projection itself.

Proposition 5.9. Let Φ: Mn → Mn be a d-regular ε-quantum expander.
Then for any δ > 1,

rank
(
(P )δ

)
≥ (1 + ε′) rank(P )

whenever P ∈Mn is a projection such that rank(P ) ≤ n/2, where the quan-
tum metric on Mn is the one induced by Φ and ε′ = (1− ε)/2.

Proof. Let P ∈Mn be a projection such that rank(P ) ≤ n/2. We will show
that if Q ∈ Mn is a projection such that dist(P,Q) ≥ δ, then rank(Q) ≤
n− (1 + ε′) rank(P ). The result will then follow from Definition 2.4.

Let U1, . . . , Ud ∈ Mn be unitaries such that Φ(X) = 1
d

∑d
j=1 UjXU

∗
j for

each X ∈ Mn. If dist(P,Q) ≥ δ > 1, it follows from the definition of the
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quantum metric induced by Φ that PU∗j UiQ = 0 for all 1 ≤ i, j ≤ d. Thus,

〈Φ(P ),Φ(Q)〉HS =
1

d2

d∑
i,j=1

〈UjPU∗j , UiQU∗i 〉HS

=
1

d2

d∑
i,j=1

tr
(
UiQU

∗
i UjPU

∗
j

)
=

1

d2

d∑
i,j=1

tr
(
U∗i UjPU

∗
j UiQ

)
= 0.

Therefore, by Lemma 5.7 (Definition 5.6 implies that Φ is unital) and Remark
5.8,

(5.1) ε′ tr(P ) ≤ 〈Φ(P ),Φ(In − P )〉HS = 〈Φ(P ),Φ(In − P −Q)〉HS.

Now, by the trace duality between the trace and operator norms on Mn,

〈Φ(P ),Φ(R)〉HS =
1

d2

d∑
i,j=1

〈UjPU∗j , UiRU∗i 〉HS
=

1

d2

d∑
i,j=1

tr
(
UiRU

∗
i UjPU

∗
j

)
=

1

d2

d∑
i,j=1

tr
(
RU∗i UjPU

∗
j Ui
)
≤ 1

d2

d∑
i,j=1

‖R‖1
∥∥U∗i UjPU∗j Ui∥∥∞ ≤ ‖R‖1

for all projections R ∈ Mn. Therefore, using the fact that for projections
the rank, the trace, and the trace norm coincide, it follows from (5.1) that

ε′ rank(P ) ≤ ‖In − P −Q‖1 = tr(In − P −Q)

= tr(In)− tr(P )− tr(Q) = n− rank(P )− rank(Q),

which yields the desired inequality. �

We would like to use Proposition 5.9 to establish that quantum expanders
satisfy a (δ, ε, t)-isoperimetric inequality. To do this, we have to first estab-
lish a relationship between the rank and the diameter of a projection inside
an expander. We do this more generally for projections inside any con-
nected quantum graph and then show that expanders are connected. The
importance of the connectedness assumption is that it implies that every
projection has finite diameter. A quantum graph (that is, an operator sys-
tem) S ⊆Mn is said to be connected if there is m ∈ N such that Sm = Mn,
where Sm = span{A1 · · ·Am | Aj ∈ S, 1 ≤ j ≤ m} [6, Definition 3.1]. See [6]
for more information about connected quantum graphs.

Proposition 5.10. Let S be a connected quantum graph, and R ∈ Mn a
projection. If k ∈ N is such that diam(R) ≤ k, then RSkR = RMnR.

Proof. Suppose to the contrary that RSkR ( RMnR, and pick any A ∈
RMnR \ RSkR. Then by [22, Lemma 2.8], there exist projections P,Q ∈
RMnR⊗B(`2) such that P (RAR⊗ Id)Q 6= 0, while P (RBR⊗ Id)Q = 0 for
all B ∈ Sk. Let P̃ , Q̃ be the range projections of (R⊗ Id)P and (R⊗ Id)Q,
respectively. The above implies that P̃ (RAR⊗Id)Q̃ 6= 0, while P̃ (B⊗Id)Q̃ =
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0 for all B ∈ Sk. By Definition 2.2 and Definition 2.3, this means that
diam(R) > k. This is a contradiction, and so RSkR = RMnR. �

Lemma 5.11. Let Φ: Mn →Mn be a CPTP map and let K1,K2, . . . ,KN ∈
Mn be such that Φ(X) =

∑N
j=1KjXK

∗
j for all matrices X ∈ Mn. If the

quantum graph associated to Φ is connected, then for every projection R ∈
Mn,

rank(R) ≤ Ndiam(R),

where the diameter is taken with respect to the quantum graph metric asso-
ciated to Φ.

Proof. Let k = diam(R) and let S = span{K∗jKi | 1 ≤ i, j ≤ N} be the
associated quantum graph. It follows from Proposition 5.10 that RMnR =
RSkR and therefore

rank(R)2 = dim(RMnR) = dim(RSkR) ≤ dim(Sk) ≤ (N2)k,

which yields the desired inequality. �

Proposition 5.12. Let Φ: Mn → Mn be a CPTP unital map with an ε-
spectral gap. Then the associated quantum graph is connected. In particular,
every d-regular ε-quantum expander is connected.

Proof. Let K1, . . . ,KN ∈ Mn be matrices such that Φ(X) =
∑N

j=1KjXK
∗
j

for each X ∈ Mn. Suppose that the quantum graph S = span{K∗jKi | 1 ≤
i, j ≤ N} is disconnected. By [6, Theorem 3.3], there exists a nontrivial pro-
jection P ∈Mn such that PS(In−P ) = {0}, and without loss of generality,
we may assume 0 < rank(P ) ≤ n/2. In particular, PK∗jKi(In − P ) = 0 for
all 1 ≤ i, j ≤ N . Therefore

〈Φ(P ),Φ(In − P )〉HS =

N∑
i,j=1

〈KjPK
∗
j ,Ki(In − P )K∗i 〉HS

=
N∑

i,j=1

tr
(
Ki(In − P )K∗iKjPK

∗
j

)
=

N∑
i,j=1

tr
(
K∗iKjPK

∗
jKi(In − P )

)
= 0.

This contradicts Lemma 5.7, and so the quantum graph associated to Φ is
connected. �

Propositions 5.4 and 5.9 and Lemma 5.11 together yield our main theorem.

Theorem 5.13. If a quantum metric space M admits a sequence of equi-
coarsely embedded reflexive d-regular ε-quantum expanders, then asdim(M) =
∞. In particular, this holds whenever M admits a sequence of reflexive d-
regular ε-quantum expanders as metric quotients.

We point out that, in particular, Theorem 5.13 covers the case when M
equi-coarsely contains a sequence of d-regular ε-classical expanders, thanks
to Proposition 2.9.
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One final remark is in order regarding Theorem 5.13 and Proposition 2.9.
We have shown that equi-coarse containment of reflexive quantum expanders
implies infinite asymptotic dimension and we have also shown that quantum
expanders induced by classical expanders are reflexive. While this is enough
to provide a generalization of [8, Sec. 2.3] to the realm of quantum metric
spaces, what we have not shown is the existence of a nontrivial reflexive
quantum expander. That is, we do not actually know whether every reflexive
quantum expander is induced by a classical expander. It would be interesting
to know the answer to this question, but it would be more interesting still to
know whether the reflexivity assumption in Theorem 5.13 (or more generally
Proposition 5.4) can be dropped. As with the proof of Theorem 4.13, it was
very important to be able to place an upper bound on the diameter of a
neighborhood of a projection in terms of the diameter of the projection
(Part (c) of Lemma 4.11). This is what allowed us to repeatedly apply the
isoperimetric inequality to derive the inequality found in Remark 5.2.
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