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This paper studies the near-duplicate text alignment problem under the constraint of Jaccard similarity.
Speci�cally, given a collection of long texts and a short query text, this problem �nds all the subsequences in
each text whose Jaccard similarities to the query are no smaller than a given threshold. Near-duplicate text
alignment is computationally intensive. This is because there are $ (=2) subsequences in a text with = tokens.
To remedy this issue, a few recent studies propose to �rst generate the min-hash sketch of every subsequence
in each text and then �nd all the subsequences whose min-hash sketches are similar to that of the query. They
introduce the concept of “compact windows” and show that the $ (=2:) min-hashes in a text with = tokens
can be losslessly compressed in compact windows using $ (=:) space, where : is the sketch size. However,
the space cost $ (=:) is still too high for long texts, especially when the sketch size : is large. To address this
issue, we propose to use One Permutation Hashing (OPH) to generate the min-hash sketch and introduce the
concept of “OPH compact windows”. Although the size of each sketch remains the same, which is $ (:), we
prove that all the $ (=2:) min-hashes generated by OPH in a text with = tokens can be losslessly compressed
in OPH compact windows using only $ (= + :) space. Note the generation of OPH compact windows does
not necessitate the enumeration of the $ (=2:) min-hashes. Moreover, we develop an algorithm to �nd all
the sketches in a text similar to that of the query directly from OPH compact windows, along with three
optimizations.We conduct extensive experiments on three real-world datasets. Empirical results show our
proposed algorithms signi�cantly outperformed existing methods in terms of index cost and query latency
and scaled well.
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1 Introduction
Texts are ubiquitous in the real world. A common and computational intensive operation over
texts is near-duplicate text alignment. Speci�cally, given a collection of long texts and a short
query text, the near-duplicate text alignment problem �nds all the subsequences in the texts that
are similar to the query. Near-duplicate text alignment �nds applications in bioinformatics [37],
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large language model evaluation [11], log analysis [29], plagiarism detection [42], just to name a
few. In this paper, we use the widely adopted Jaccard similarity to measure the similarity of two
texts, where each text is an ordered list of tokens. Based on the application, a token can be a word,
a =-gram, a byte-pair-encoding token [20], a :-mer [19], etc.
Due to the high computational cost, existing methods mostly adopt the “seeding-extension-

�ltering” heuristic [42], which involves many hard-to-tune parameters and lacks accuracy guaran-
tees [58]. To address these issues, a few recent studies [17, 39] resort to the min-hash techniques,
which are designed for e�cient and accurate Jaccard similarity estimation [9]. These studies �rst
generate and index the min-hash sketch of every subsequence in each text and then �nd all the
subsequences whose min-hash sketches are similar to that of the query. These approaches only
have a couple of parameters and guarantee to �nd all the near-duplicate subsequences whose
estimated Jaccard similarities to the query are no smaller than a given threshold. However, the
number of subsequences (and min-hash sketches) in a text is quadratic to the text length. To reduce
the index size, they introduce the concept of “compact windows” to losslessly compress all the
min-hash sketches in a text. Nevertheless, their index sizes are still overly large, especially for
massive datasets, such as the training corpora of large language models, as we will discuss later.
To further reduce the index size, in this paper, we propose to use One Permutation Hashing

(OPH) to generate the min-hash sketch [33] and introduce the concept of “OPH compact windows”.
Speci�cally, to generate the min-hash sketch of a subsequence, the classical way [9] is to use
: independent random hash functions to generate : min-hashes (each min-hash is the smallest
token hash value in the subsequence). OPH uses only one random hash function. It partitions all
possible token hash values into : disjoint bins (e.g., using the modular arithmetic) and generates one
min-hash from each bin (which is the smallest token hash value from that bin in the subsequence).
The key observation of existing methods [17, 39] is that nearby subsequences in a text would

share the samemin-hash. Speci�cally, let T be a text, T[2] be its 2-th token, T[8, 9] be its subsequence
from the 8-th token to 9-th token, and ⌘ be a random hash function that maps a token T[2] to a hash
value ⌘(T[2]). As illustrated in Figure 1, suppose the hash values of the tokens between T[;] and
T[A ] (excluding T[2]) are all greater than ⌘(T[2]). Based on the de�nition, the min-hash of every
subsequence T[8, 9] where ;  8  2  9  A must be ⌘(T[2]). Thus existing methods represent the
min-hashes of all these subsequences in a single “compact window”.
We observe that the number of nearby subsequences sharing the same OPH min-hash is much

more than that of nearby subsequences sharing the same (classical) min-hash. As shown in Figure 1,
suppose the hash values of the tokens between T[; 0] and T[A 0] (excluding T[2]) either are greater
than ⌘(T[2]) or not from the same bin as ⌘(T[2]). We have ; 0  ; and A  A 0 as ⌘(T[8]) is greater
than ⌘(T[2]) for every ;  8 < 2  A . Based on the de�nition of OPH, the OPH min-hash of every
subsequence T[8, 9] where ; 0  8  2  9  A 0 must be ⌘(T[2]). We propose to represent the OPH
min-hashes of all these subsequences in a single “OPH compact window” of constant size. Clearly,
an OPH compact window represents more subsequences (and their min-hashes) than a classic
compact window, as ; 0  ; and A  A 0.
For ease of presentation, hereinafter, we refer to a subsequence in a text and its min-hash

interchangeably. Given a text with = tokens, existing methods prove that the$ (=2:) min-hashes in
the text can be losslessly compressed in$ (=:) compact windows using$ (=:) space and$ (=: log=)
time, where : is the sketch size. In this paper, we show the$ (=2:) OPH min-hashes in the text can
be losslessly compressed in$ (=+:) OPH compact windows using$ (=+:) space and$ (= log=+:)
time. The improvement is signi�cant, especially when the sketch size : is large. Furthermore, an
algorithm is developed in a recent work [39] to �nd all the min-hash sketches in a text similar
to that of the query directly from the compact windows of the text. It takes $ (=2:2 log=:) to
process a text with = tokens. In this paper, we adapt the algorithm for OPH compact windows and
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a compact window

token hash values > ℎ(T[𝑐])
T[𝑐]T[𝑙] T[𝑟] T[𝑟’]T[𝑙’]

token hash values > ℎ(T[𝑐]) or not from the same bin as ℎ(T[𝑐])

an OPH compact window
Fig. 1. Compact windows versus OPH compact windows.

propose three optimizations. The optimizations are also applicable to the algorithm for compact
windows. We end up with a similar sketch search algorithm for OPH compact windows that takes
$ ((= + :) log(= + :)) time. To avoid redundant results, we discuss how to report only the longest
near-duplicate subsequences (i.e., a near-duplicate subsequence T[8, 9] is omitted if there exists
another near-duplicate subsequence T[80, 9 0] where [8, 9] ⇢ [80, 9 0]).

To summarize, this paper makes the following contributions.
• We introduce the concept of “OPH compact windows” and prove that all the$ (=2:) min-hash
generated by OPH in a text with = tokens can be losslessly compressed in $ (= + :) OPH
compact windows using $ (= + :) space and $ (= log= + :) time, where : is the sketch size.

• We develop an algorithm to e�ciently �nd all the OPH min-hash sketches in a text similar
to that of the query directly from the OPH compact windows of the text, along with three
optimizations.

• We conduct extensive experiments on three real-world datasets. Experimental results show
that our methods signi�cantly outperformed existing methods and scaled well.

The rest of the paper is organized as follows. We de�ne the problem and introduce preliminary
knowledge in Section 2. Section 3 discusses how to losslessly compress all the min-hash generated
by OPH in a text into OPH compact windows. Section 4 �nds all the sketches similar to that of
the query directly from the OPH compact windows. Section 5 presents the experimental results.
Section 6 surveys related work, while Section 7 concludes the paper.

2 Preliminaries
2.1 Problem Definition
We �rst de�ne a few notations. A text T is a list of tokens, where T[8] is the 8-th token in the
text. Based on the application, a token can be a whitespace-split word [59], a byte-pair-encoding
token [20], a k-mer (a.k.a. n-gram) [19], etc. The text length |T| is the total number of tokens in the
text T. We de�ne T[8, 9] as the subsequence of T that starts from T[8] and ends with T[ 9] (inclusive),
where 1  8  9  |T|. Each text or subsequence can be viewed as a set of tokens, where duplicate
tokens are removed (i.e., we do not consider multiplicity for simplicity in this paper). Thus we use
text and set interchangably when the context is clear. To evaluate the similarity of two texts, we
use the popular Jaccard similarity. Speci�cally, given two texts T and S, their Jaccard similarity is
de�ned as

JT,S =
|T \ S|
|T [ S|

where |T \ S| and |T [ S| are respectively the number of common tokens and the total number of
distinct tokens in them.

Next, we formally de�ne the near-duplicate text alignment (a.k.a. near-duplicate sequence search
in [39]) problem as below.

D��������� 1 (N����D�������� T��� A��������). Given a collection of texts D, a query Q, and
a Jaccard similarity threshold \ 2 [0, 1], the near-duplicate text alignment problem returns all the
subsequences T[8, 9], where T 2 D and 1  8  9  |T|, such that JQ,T[8, 9 ] � \ .
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E������ 1. Consider a set D = {T1,T2,T3} of three texts, where T1 = (7, 1, 2, 8, 5, 9, 7),T2 =
(2, 9, 7, 8, 4, 6, 3),T3 = (6, 1, 1, 9, 5, 8, 2), and a query Q = (8, 2, 9). Each token is an integer. Let the
Jaccard similarity threshold be \ = 0.75. The near-duplicate text alignment problem returns three
subsequences T1 [3, 6] = (2, 8, 5, 9), T2 [1, 4] = (2, 9, 7, 8), and T3 [4, 7] = (9, 5, 8, 2). This is because
only the Jaccard similarities of these subsequences to the query are no smaller than the threshold
\ = 0.75.

2.2 Min-Hash

:-mins Sketch. Let h be a random universal hash function. The min-hash of a text is its smallest
token hash value. A commonly used universal hash function family is h(G) = (0G + 1) mod ?
where ? is a large prime and 0 > 0 and 1 � 0 are two random integers smaller than ? [53]. We
assign each token a unique ID and use the token and its ID interchangeably. The hash function
h(G) takes a token ID G as input and outputs the token’s hash value. We denote the min-hash
of a text T as h(T) = min(h(T[8]) | 1  8  |T|). It has been shown that the min-hash collision
probability of two texts T and S is equal to their Jaccard similarity [9], i.e.,

Pr(h(T) = h(S)) = JT,S .

With : independent random universal hash functions h1, h2, · · · , h: , the Jaccard similarity of two
texts T and S can be estimated by

1
:

:’
8=1

1{h8 (T) = h8 (S)} (1)

where 1 is an indicator function. This is an unbiased estimator of the Jaccard similarity with low vari-
ance [9]. The :-mins sketch of the text T consists of the : min-hash values h1 (T), h2 (T), · · · , h: (T).
One PermutationHashing (OPH).A drawback of the:-mins sketch is that it needs: independent
random universal hash functions. Thus it takes $ (=:) time to generate the :-mins sketch of a text
with = tokens. To remedy this issue, the one permutation hashing (OPH) [33] is proposed. It uses
only one hash function. Formally, given a random hash function h, OPH �rst evenly partitions all
possible hash values of h into : disjoint bins ⌦1,⌦2, · · · ,⌦: . Then, given a text T, OPH generates
one min-hash from each bin for the text, where the C-th min-hash of T is de�ned as

h(T, C) =
(
min(h(T[G]) 2 ⌦C ) if 9 G, h(T[G]) 2 ⌦C

⇢ otherwise.
(2)

where ⇢ means no token hash value from the text T belongs to the bin ⌦C and the C-th bin of the
text is “empty” (thus the C-th min-hash of the text is denoted as ⇢ in this case). Given two texts T
and S, it has been shown that, when their C-th bins are not empty at the same time, their min-hash
collision probability is equal to their Jaccard similarity, i.e.,

Pr(⌘(T, C) = ⌘(S, C) | ⌘(T, C) < ⇢ _ ⌘(S, C) < ⇢) = JT,S .

Thus their Jaccard similarity can be accurately estimated by

ĴT,S =
#<0C

: � #4<?
(3)
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
82 59 22 57 90 39 94 42 32 64 91 48 99 73 53

i
ℎ(T[𝑖])

1 2 3 4 5 6 7 8 9 10
91 22 53 64 E E 57 48 39 90
11 22 53 64 E 56 E 28 39 30

t
ℎ(T, 𝑡)
ℎ(S, 𝑡)

Partition 𝛀 into 10 bins:
𝛀𝟏𝟎 = 𝒙𝒎𝒐𝒅 𝟏𝟎 = 𝟎 ,
𝛀𝒕 = {𝒙𝒎𝒐𝒅 𝟏𝟎 = 𝒕 }, 𝟏 ≤ 𝒕 ≤ 𝟗

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
90 64 39 30 66 42 22 63 28 56 91 11 96 99 53 61 88 73 31

i
ℎ(S[𝑖])

Hash Table: token hash value with its token position

OPH Table: OPH min-hash with its bin id

Fig. 2. An example of one permutation hashing min-hash.

where

#4<? =
:’
C=1

1{h(T, C) = ⇢ ^ h(S, C) = ⇢},

#<0C =
:’
C=1

1{h(T, C) = h(S, C) ^ (h(T, C) < ⇢ _ h(S, C) < ⇢)}.
(4)

That is to say #4<? and #<0C are respectively the number of “jointly empty bins” and the number
of min-hash collisions of the two texts. Note that two empty bins (whose min-hashes are denoted
as ⇢) do not count for a min-hash collision. This estimator is also an unbiased estimator with low
variance [33]. Clearly, it uses only one random universal hash function and generates the :-mins
sketch of a text with = tokens in $ (= + :) time. The sketch size remains the same, which is $ (:).

E������ 2. The �rst two tables in Figure 2 (namely “hash tables”) show the token hash values of two
texts T and S under a random universal hash function h. The min-hash of T is h(T) = h(T[3]) = 22,
while the min-hash of S is h(S) = h(S[12]) = 11. To generate : = 10min-hashes for the two texts using
OPH, we partition all the token hash values into 10 bins ⌦1, · · · ,⌦10 using the modulus operation as
illustrated in the �gure. For example, the token hash value 22 belongs to ⌦2 as 22 mod 10 = 2. As
shown in the third table in Figure 2 (namely “OPH table”), we can generate 10 min-hashes for each
of the two texts T and S. For example, h(T, 3) = 53 as only the two token hash values h(T[14]) = 73
and h(T[15]) = 53 in T belongs to ⌦3 and 53 is the smaller one. Note that h(T, 5) = h(S, 5) = ⇢ as
no token hash value in both T and S belong to ⌦5. In this example, we have #4<? = 1 and #<0C = 4
respectively as the 5-th bin of T and S are jointly “empty” and when C is 2, 3, 4, 9 their min-hash collides.
Thus the estimated Jaccard similarity ĴT,S = 4

10�1 = 0.444.

Remark.With the Jaccard similarity estimator, we aim to �nd all the subsequences whose estimated
Jaccard similarities with the query are no smaller than the given threshold (i.e., replacing the JQ,T[8, 9 ]
in De�nition 1 with ĴQ,T[8, 9 ] ). To this end, we propose to �rst generate the OPH min-hash sketch of
every subsequence in a given text (Section 3) and then �nd all min-hash sketches similar to that of
the query as determined by the estimator (Section 4).

3 OPH Compact Windows
In this section, we discuss how to generate the OPH min-hash sketch of every subsequence in a
given text T. That is to say, we need to calculate h(T[8, 9], C) for every 1  8  9  |T| = = and
1  C  : . In total, there are $ (:=2) OPH min-hash in a text with = tokens, which is excessively
large. However, we observe that, in the same bin, many nearby subsequences would share the same
OPH min-hash. For example, consider the two subsequences T[10, 13] and T[11, 13] as shown in
Figure 2.We have h(T[10, 13], 8) = h(T[11, 13], 8) = h(T[12]) = 48 in ⌦8. Based on this observation,
we introduce the concept of OPH compact windows and prove that the $ (:=2) OPH min-hash in a
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text with = tokens can be losslessly compressed in$ (= + :) OPH compact windows using$ (= + :)
space.

3.1 Empty OPH Compact Windows
We �rst focus on the empty bins where the OPH min-hash is ⇢. Let T[; � 1] and T[A + 1] be two
tokens whose hash values are from the same bin ⌦C while the hash values of the tokens in between
are not. That is to say, h(T[; �1]) 2 ⌦C and h(T[A +1]) 2 ⌦C while h(T[8]) 8 ⌦C for every ;  8  A .
We observe that the OPH min-hash of every subsequence between the two tokens must be ⇢ in
the bin ⌦C , i.e., h(T[8, 9], C) = ⇢ for every ;  8  9  A . This is because there is no token hash
value in T[8, 9] belongs to ⌦C . Thus, based on Equation 2, its OPH min-hash in ⌦C must be ⇢. For
example, consider the text T in Figure 2. T[6] and T[13] are two tokens whose hash values are
from ⌦9 while the hash values of those in between are not. All the subsequences between them,
including T[7, 10] and T[8, 12], share the same OPH min-hash ⇢ in ⌦9. Based on this observation,
we formally de�ne the empty OPH compact window as below.

D��������� 2 (E���� OPH C������ W�����). Given a random hash function h and a partition
of : bins ⌦1, · · · ,⌦: , an empty OPH compact window in a text T is a tuple hT, h, C, ;, A i where
(1) 1  ;  A  |T|;
(2) 1  C  : ;
(3) 8 ;  8  A , h(T[8]) 8 ⌦C ;
(4) if ; < 1, h(T[; � 1]) 2 ⌦C ;
(5) if A < |T|, h(T[A + 1]) 2 ⌦C .

Note that, in the de�nition, the last two conditions are intentionally designed to make the empty
OPH compact window “maximal” such that it represents as many OPH min-hashes as possible. The
empty OPH compact window hT, h, C, ;, A i represents all the OPH min-hashes h(T[8, 9], C) where
;  8  9  A . For example, in Figure 2, hT, h, 9, 7, 12i is an empty OPH compact window. The OPH
min-hashes h(T[8, 10], 9) and h(T[7, 11], 9) are represented by it.

We observe that all the OPH min-hashes represented by an empty OPH compact windows are ⇢,
as formalized below.
L���� 1. Given an empty OPH compact window hT, h, C, ;, A i, h(T[8, 9], C) = ⇢ for every ;  8 

9  A .

P����. Based on the third condition in De�nition 2, 8G 2 [8, 9] ✓ [;, A ], h(T[G]) 8 ⌦C . Thus,
based on Equation 2, h(T[8, 9], C) = ⇢. É

Moreover, we observe that every OPH min-hash that is equal to ⇢ is represented by one and only
one empty OPH compact window.

L���� 2. Given a text T, every OPH min-hash h(T[8, 9], C) = ⇢ is represented by one and only one
empty OPH compact window.

P����. Let ; be the smallest position where T[G] 8 ⌦C for every G 2 [;, 8] and A be the largest
position where T[G] 8 ⌦C for every G 2 [ 9, A ]. We prove hT, h, C, ;, A i is an empty OPH compact
window. Since ; is the smallest position where T[G] 8 ⌦C for every G 2 [;, 8], we have either ; = 1 or
h(T[; � 1]) 2 ⌦C . Thus the fourth condition in De�nition 2 is satis�ed. Similarly, the �fth condition
is also satis�ed. Furthermore, by Equation 2, as h(T[8, 9], C) = ⇢, we have h(T[G]) 8 ⌦C for every
G 2 [8, 9]. Moreover, T[G] 8 ⌦C for every G 2 [;, 8] and G 2 [ 9, A ]. Together, we have h(T[G]) 8 ⌦C

for every G 2 [;, A ]. Thus the third condition in De�nition 2 is satis�ed. The �rst two conditions hold
trivially. Thus hT, h, C, ;, A i is an empty OPH compact window and it represents the OPH min-hash
h(T[8, 9], C).
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Next, suppose h(T[8, 9], C) is represented by two di�erent emptyOPH compactwindows hT, h, C, ;, A i
and hT,⌘, C, ; 0, A 0i. That is to say ;  8  9  A and ; 0  8  9  A 0, while either ; < ; 0 or A < A 0.
Without loss of generality, let us assume ; < ; 0 and ; < ; 0. Thus we have 1  ; < ; 0. By De�nition 2
(fourth condition), h(T[; 0 � 1]) 2 ⌦C . However, we also have ;  ; 0 � 1  A as ; 0 � 1  8  A . By
the third condition, we have h(T[; 0 � 1]) 8 ⌦C , which leads to a contradiction. Thus h(T[8, 9], C)
cannot be represented by two di�erent empty OPH compact windows. É

Furthermore, we �nd that there are at most = + : � 2 empty OPH compact windows in a text
with = tokens, as formalized below.

L���� 3. There are at most = + : � 2 empty OPH compact windows in a text with = tokens.

P����. Consider a text T with = tokens and a random hash function h. We �rst prove by contra-
diction that for each ; 2 [2,=], there is at most one empty OPH compact window hT, h, C, ;, A i in the
text. Suppose there are two di�erent empty OPH compact windows hT, h, C1, ;, A1i and hT, h, C2, ;, A2i
for some ; 2 [2,=] in the text T. Based on the fourth condition in De�nition 2, since ; < 1, we
have h(T[; � 1]) 2 ⌦C1 and h(T[; � 1]) 2 ⌦C2 . Thus C1 = C2, which yields A1 < A2. Without loss
of generality, we assume A1 < A2. On the one hand, based on the �fth condition in De�nition 2,
since A1 < |T|, h(T[A1 + 1]) 2 ⌦C1 . On the other hand, based on the third condition in De�nition 2,
since ;  A1 + 1  A2, h(T[A1 + 1]) 8 ⌦C2 . Since C1 = C2, h(T[A1 + 1]) 2 ⌦C1 contradicts with
h(T[A1 + 1]) 8 ⌦C2 .
Next, we prove by contradiction for each C 2 [1,:], there is at most one empty OPH compact

window hT, h, C, ; = 1, A i. Suppose there are two di�erent empty OPH compact windows hT, h, C, 1, A1i
and hT, h, C, 1, A2i for some C 2 [1,:] in the text T. Then A1 < A2. Without loss of generality, we
assume A1 < A2. Based on the �fth condition in De�nition 2, since A1 < |T|, h(T[A1 + 1]) 2 ⌦C .
However, based on the third condition in De�nition 2, since ;  A1 + 1  A2, h(T[A1 + 1]) 8 ⌦C ,
which contradicts with h(T[A1 + 1]) 2 ⌦C .

In addition, suppose h(T[1]) 2 ⌦C . The tuple hT, h, C, ; = 1, A i cannot be an empty OPH compact
window for any A 2 [1,=]; otherwise, the third condition in De�nition 2 indicates h(T[1]) 8 ⌦C ,
which contradicts with h(T[1]) 2 ⌦C .
Thus, in total, there are at most = + : � 2 empty OPH compact windows hT, h, C, ;, A i in a text

with = tokens. At most = � 1 of them having ; < 1 and at most : � 1 of them having ; = 1. É

3.2 Non-Empty OPH Compact Window
Next, we focus on the non-empty bins where the OPH min-hash is not ⇢. We observe that all
the subsequences around a “local minimal” token hash value in a bin would share the same OPH
min-hash in that bin. For example, consider the text T in Figure 2. There are three token hash values
in it from ⌦9, which are h(T[2]) = 59, h(T[6]) = 39, and h(T[13]) = 99. All the subsequences
containing the “local minimal” T[13] while not containing T[6] would share the same OPH min-
hash in ⌦9. For example, as one can verify, for the two subsequences T[10, 14] and T[11, 15], in ⌦9,
their OPH min-hash h(T[10, 14], 9) = h(T[12, 15], 9) = h(T[13]) = 99. Based on this observation,
we formally de�ne the non-empty OPH compact window as below.

D��������� 3 (N���E���� OPH C������ W�����). Given a random hash function h and :
bins ⌦1, · · · ,⌦: , a non-empty OPH compact window in a text T is a tuple hT, h, C, ;, 2, A i where
(1) 1  ;  2  A  |T|;
(2) 1  C  : and h(T[2]) 2 ⌦C ;
(3) 8 ;  8 < 2  A , either h(T[8]) 8 ⌦C or h(T[8]) > h(T[2]);
(4) if ; < 1, h(T[; � 1]) 2 ⌦C and h(T[; � 1]) < h(T[2]);
(5) if A < |T|, h(T[A + 1]) 2 ⌦C and h(T[A + 1]) < h(T[2]).
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The non-emptyOPH compactwindow hT, h, C, ;, 2, A i represents all theOPHmin-hashes h(T[8, 9], C)
where ;  8  2  9  A . The last two conditions are intentionally designed to make the non-empty
OPH compact window “maximal” such that it represents as many OPH min-hashes as possible. For
example, in Figure 2, hT, h, 9, 1, 6, 15i is a non-empty OPH compact window. The OPH min-hashes
h(T[4, 7], 9) and h(T[5, 8], 9) are represented by it, which are both equal to h(T[6]) = 39.

We observe that all the OPH min-hashes represented by a non-empty OPH compact window are
the same, as formalized below.

L���� 4. Given a non-empty OPH compact window hT, h, C, ;, 2, A i, h(T[8, 9], C) = h(T[2]) for every
;  8  2  9  A .

P����. Based on the second condition in De�nition 3, we have h(T[2]) 2 ⌦C . Thus, based on
Equation 2, h(T[8, 9], C) < ⇢ as 2 2 [8, 9]. In addition, based on the third condition in De�nition 3,
for every G 2 [8, 9], either h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]). That is to say, among all the token
hash values in T[8, 9] that belong to ⌦C , h(T[2]) is the smallest. Thus h(T[8, 9], C) = h(T[2]) by
de�nition. É

Moreover, every OPH min-hash that is not equal to ⇢ is represented by one and only one
non-empty OPH compact window.

L���� 5. Given a text T, every OPH min-hash h(T[8, 9], C) < ⇢ is represented by one and only one
non-empty OPH compact window.

P����. Let 2 be the position where h(T[2]) = h(T[8, 9], C). Let ; be the smallest position where
h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]) for every G 2 [;, 8] and A be the largest position where
h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]) for every G 2 [ 9, A ]. We prove hT, h, C, ;, 2, A i is a non-empty
OPH compact window. Since ; is the smallest position where h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]),
we have either ; = 1 or h(T[; � 1]) 2 ⌦C and h(T[; � 1]) < h(T[2]). Thus, the fourth condition in
De�nition 3 is satis�ed. Similarly, the �fth condition is also satis�ed. Furthermore, by Equation 2, as
h(T[2]) = min({h(T[G]) 2 ⌦C }), we have h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]) for every G where
;  G < 2  A . Moreover, h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]) for every G 2 [;, 8] and G 2 [ 9, A ].
Together, we have h(T[G]) 8 ⌦C or h(T[G]) > h(T[2]) for every G 2 [;, A ]. Thus, the third condition
in De�nition 3 is satis�ed. The �rst two conditions hold trivially. Thus, hT, h, C, ;, 2, A i is a non-empty
OPH compact window and it represents the OPH min-hash h(T[8, 9], C).
Next, suppose h(T[8, 9], C) is represented by two di�erent non-empty OPH compact windows
hT, h, C, ;, 2, A i and hT, h, C, ; 0, 20, A 0i. That is to say ;  8 < 2  9  A and ; 0  8 < 20  9  A 0, while
any below is met, ; < ; 0, A < A 0 or 2 < 20. Based on Lemma 4, among all G such that h(T[G]) 2 ⌦C

where 8  G  9 , both h(T[2]) and h(T[20]) aremin({h(T[G])}). Since only one token’s hash value
is chosen as min({h(T[G])}), 2 = 20. Therefore, either ; < ; 0 or A < A 0. Without loss of generality,
let us assume ; < ; 0 and ; < ; 0. Thus, we have 1  ; < ; 0. By De�nition 3 (fourth condition),
h(T[; 0 � 1]) 2 ⌦C and h(T[; 0 � 1]) < h(T[2]). However, we also have ;  ; 0 � 1  A as ; 0 � 1  8  A .
By the third condition, we have h(T[; 0 � 1]) 8 ⌦C or h(T[; 0 � 1]) > h(T[2]), which leads to a
contradiction. Thus, h(T[8, 9], C) cannot be represented by two di�erent non-empty OPH compact
windows. É

L���� 6. There are at most = non-empty OPH compact windows in a text with = tokens.

P����. Consider a text T with = tokens and a random hash function h. We prove that for each
2 2 [1,=], there is at most one non-empty OPH compact window hT, h, C, ;, 2, A i in T. We prove it by
contradiction. Assume there are two di�erent non-empty OPH compact windows hT, h, C1, ;1, 2, A1i
and hT, h, C2, ;2, 2, A2i. Based on the second condition of De�nition 3, we have h(T[2]) 2 ⌦C1 and
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
82 59 22 57 90 39 94 42 32 64 91 48 99 73 53

7 8 9 10 11 12 13 14 15
94 42 32 64 91 48 99 73 53

<T, h, 9, 1, 6, 15>

<T, h, 9, 7, 13, 15>

<T, h, 9, 7, 12>

1 2 3 4 5
82 59 22 57 90

<T, h, 9, 1, 2, 5>

an empty OPH compact window:

3 non-empty OPH compact windows generated by divide-and-conquer

ℎ(T[𝑖])
𝑖

divide

conquer

Fig. 3. An example of OPH compact window generation.

h(T[2]) 2 ⌦C2 . Thus C1 = C2, which yields either ;1 < ;2 or A1 < A2. Without loss of generality,
let us assume ;1 < ;2 and ;1 < ;2. Thus, we have 1  ;1 < ;2. By De�nition 3 (fourth condition),
h(T[;2 � 1]) 2 ⌦C2 and h(T[;2 � 1]) < h(T[2]). However, we also have ;1  ;2 � 1 < 2  A1. By
the third condition, we have h(T[;2 � 1]) 8 ⌦C1 or h(T[;2 � 1]) > h(T[2]), which contradicts with
h(T[;2 � 1]) 2 ⌦C2 and h(T[;2 � 1]) < h(T[2]) as C1 = C2. Thus, there are at most = non-empty OPH
compact windows hT, h, C, ;, 2, A i in a text with = tokens, one for each 2 2 [1,=]. É

Remark. Both empty and non-empty OPH compact windows are called OPH compact window.
The $ (= + :) OPH compact windows in a text with = tokens losslessly represent the $ (:=2) OPH
min-hash in it, as formalized below.

T������ 1. Given a text with = tokens, there are$ (= + :) OPH compact windows in it. Every OPH
min-hash in the text is represented by one and only one of its OPH compact windows.

P����. Based on Lemmas 3 and 6, there are at most = + : � 2 empty OPH compact windows and
= non-empty OPH compact windows. Thus in total, there are $ (= + :) OPH compact windows.
Based on Lemmas 2 and 5, each OPH min-hash in the text is represented by one and only one of its
OPH compact windows. É

In comparison, previous works use$ (=:) compact windows to represent all the$ (=2:) classical
min-hash (without OPH) in a text with = tokens [17]. Our work signi�cantly reduces the space
consumption by a factor of : . Next, we discuss how to e�ciently generate all the OPH compact
windows in a text.

3.3 OPH Compact Window Generation
In this section, we discuss how to e�ciently generate all the OPH compact windows in a text.We �rst
de�ne a notation. Given a text T, we induce : texts from it, where the C-th induced text TC contains
all the token hash values from the C-th bin ⌦C in T. That is to say, TC = (h8, h(T[8])i | h(T[8]) 2 ⌦C ).
For ease of presentation, we also include two dummy tokens h0,1i and h|T| + 1,1i in each
of the : induced texts. For example, consider the text T as shown in Figure 3, we have T9 =
(h0,1i, h2, 59i, h6, 39i, h13, 99i, h16,1i). The 8 and h(T[8]) in a tuple h8, h(T[8])i 2 TC refer to the
token position and token hash value. When the tuples in the induced text TC are ordered by their
token positions, every two consecutive tuples TC [G] = h8, h(T[8])i and TC [G + 1] = h 9, h(T[ 9])i
determines an empty OPH compact window hT, h, C, 8 + 1, 9 � 1i. This is because the hash value
of every token between T[8 + 1] and T[ 9 � 1] cannot be from ⌦C (third condition of De�nition 2),
either 8 + 1 < 1 or h(T[8]) 2 ⌦C (fourth condition), and either 9 � 1 < |T| or h(T[ 9]) 2 ⌦C (�fth
condition).
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Algorithm 1: OPHC������W�����G���������
Input: T: a text; h: a random hash function; : : an integer.
Output:, : all the non-empty OPH compact windows in T;,⇢ : all the empty OPH compact

windows in T.
foreach C 2 [1,:] do add h0,1i to TC ;1

foreach 8 2 [1, |T|] do2

add h8, h(T[8])i to TC where C is given by h(T[8]) 2 ⌦C ;3

foreach C 2 [1,:] do add h|T| + 1,1i to TC ;4

foreach C 2 [1,:] do5

// generate empty OPH compact windows
foreach G 2 [1, |TC | � 1] do6

add hT, h, C, 8 + 1, 9 � 1i to,⇢ where 8 and 9 are the token positions in TC [G] and7

TC [G + 1];
// generate non-empty OPH compact windows
D�����C�����(TC , 1, |T|,, );8

return, and,⇢ ;9

Algorithm 2: D�����C�����(TC , ;, A ,, )
Input: TC : the C-th induced text; ; and A : two integers;, : all the non-empty OPH compact

windows in T[;, A ].
if exists a tuple in TC whose token position is within [;, A ] then1

h2, h(T[2])i  R����M����������(TC , [;, A ]);2

add hT, h, C, ;, 2, A i to, ;3

D�����C�����(TC , ;, 2 � 1,, );4

D�����C�����(TC , 2 + 1, A ,, );5

To generate all the non-empty OPH compact windows in a given text T, we use a divide-and-
conquer algorithm. For each induced text TC , the algorithm �nds the tuple h2, h(T[2])i with the
smallest token hash value in TC . Then hT, h, C, 1, 2, |T|i must be a non-empty OPH compact window.
Then the algorithm recursively �nds all the non-empty OPH compact windows from ⌦C in the two
ranges [1, 2 � 1] and [2 + 1, |T|].

The pseudo-code of OPH compact window generation is shown in Algorithm 1. The algorithm
takes a text T, a random hash function h, and an integer : as input and outputs, and,⇢ , the sets
of all the empty and non-empty OPH compact windows in T. It �rst generates : induced texts from
T, each with two dummy tuples (Lines 1 to 4). Then, it iterates each TC to generate the compact
windows(Lines 5 to 9). Based on the observation that adjacent tuples in TC determine a non-empty
OPH compact window, it iterates each pair of TC [G] and TC [G + 1], where 8 and 9 are their token
positions, and adds hT, h, C, 8 + 1, 9 � 1i to,⇢ (Line 7). It then invokes the D�����C����� to
recursively divide each TC and generate non-empty OPH compact windows.
The pseudo code of D�����C����� is shown in Algorithm 2. It takes an induced text TC , a

range [;, A ], and a result set, as input. If there exists a tuple in TC whose token position is within
the range [;, A ], it identi�es the tuple h2, h(T[2])i with the smallest hash value in TC where 2 2 [;, A ]
(Line 2), adds a non-empty OPH compact window hT, h, C, ;, 2, A i into, (Line 3), and recursively
generates the non-empty OPH compact windows in the two ranges [;, 2 � 1] and [2 + 1, A ] (Lines 4
to 5).

Proc. ACM Manag. Data, Vol. 2, No. N4 (SIGMOD), Article 200. Publication date: September 2024.



Near-Duplicate Text Alignment with One Permutation Hashing 200:11

E������ 3. Consider the induced text T9 and its tuples as shown in Figure 3. The algorithm has
already inserted two dummy tuples into T9, resulting in T9 = (h0,1i, h2, 59i, h6, 39i, h13, 99i, h16,1i).
It then iterates over adjacent tuple pairs to generate all the empty OPH compact windows. For example,
hT,⌘, 9, 7, 12i is a generated empty OPH compact window between tuple pairs h6, 39i and h13, 99i.
Subsequently, the algorithm �nds the minimum hash value within range [1,15] in T9 as T[6]. Therefore,
a non-empty compact window hT, h, 9, 1, 6, 15i is generated. The text T is then divided into T[1, 5] and
T[7, 15]. Then the algorithm recursively processes T[1, 5] and T[7, 15], generating hT, h, 9, 1, 2, 5i and
hT, h, 9, 7, 13, 15i respectively.

T������ 2. The OPH compact window generation algorithm is sound (all tuples generated are
OPH compact windows) and complete (all OPH compact windows are generated).

Complexity Analysis. Given a text with = tokens, it takes$ (= +:) to produce the : induced texts.
The generation of empty OPH compact windows involves iterating all the induced texts, which
takes $ (= + :) time. When generating the non-empty OPH compact windows, we can use the
segment tree to facilitate the range minimum query operations. The divide-and-conquer procedure
is invoked at most $ (=) times. Each invocation takes $ (log=) time using the segment tree. Thus
the overall time complexity is $ (= log= + :). The OPH compact windows generated take $ (= + :)
space. In comparison, existing methods take $ (=: log=) time to losslessly compress the classical
min-hash in $ (=:) space [17, 39].

4 Near-Duplicate Text Alignment
4.1 OPH Interval Scan
In this section, we discuss how to e�ciently �nd all the subsequences in a text whose OPH min-
hash sketches are similar to that of the query directly from the OPH compact windows. Consider
a subsequence T[8, 9], a query Q, and a threshold \ . Based on Equation 3, the OPH min-hash
estimation ĴT[8, 9 ],Q � \ i�. #<0C + \#4<? � :\ . Let W and W⇢ be the sets of non-empty and empty
OPH compact windows in T. Based on Lemma 2, h(T[8, 9], C) = ⇢ i�. there exists an empty OPH
compact window hT, h, C, ;, A i 2 W⇢ where 8 2 [;, A ] and 9 2 [;, A ]. Based on Equation 4, we have

#4<? =
:’
C=1

1{h(T[8, 9], C) = ⇢ ^ h(Q, C) = ⇢}

=
’

hT,h,C ,;,A i2W⇢

1{8 2 [;, A ] ^ 9 2 [;, A ] ^ h(Q, C) = ⇢}.

Similarly, based on Lemmas 4 and 5, every non-empty OPH min-hash h(T[8, 9], C) is represented
by one and only one non-empty OPH compact window hT, h, C, ;, 2, A i 2 W where 8 2 [;, 2] and
9 2 [2, A ] and h(T[8, 9], C) = h(T[2]). Based on Equation 4, we have

#<0C =
:’
C=1

1{h(T[8, 9], C) = h(Q, C) ^ (h(T[8, 9], C) < ⇢ _ h(Q, C) < ⇢)}

=
’

hT,h,C ,;,2,A i2W
1{8 2 [;, 2] ^ 9 2 [2, A ] ^ h(Q, C) = h(T[2])}.

We say an empty OPH compact window hT, h, C, ;, A i collides with the query Q i�. h(Q, C) = ⇢.
Similarly, a non-empty OPH compact window hT, h, C, ;, 2, A i collides with the query Q i�. h(Q, C) =
h(T[2]). Let C ✓ W and C⇢ ✓ W⇢ be the set of collided non-empty and empty OPH compact
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windows, respectively. We have

#4<? =
’

hT,h,C,;,A i2C⇢
1{8 2 [;, A ] ^ 9 2 [;, A ]} and

#<0C =
’

hT,h,C ,;,2,A i2C
1{8 2 [;, 2] ^ 9 2 [2, A ]}.

We de�ne that the “left interval” and “right interval” of a non-empty OPH compact window
hT, h, C, ;, 2, A i are respectively [;, 2] and [2, A ], while the left interval and right interval of an empty
OPH compact window hT, h, C, ;, A i are both [;, A ]. Then, ĴT[8, 9 ],Q � \ i�. 8 and 9 are respectively in
the left and right intervals of" collided non-empty OPH compact windows and" 0 collided empty
OPH compact windows where" +" 0\ � :\ . Next we discuss how to �nd all subsequences of this
kind.
OPH Interval Scan. We collect the two endpoints of the left interval of every collided OPH
compact windows in C and C⇢ , i.e., ; and 2 + 1 for every collided non-empty OPH compact window
hT, h, C, ;, 2, A i 2 C and ; and A + 1 for every collided empty OPH compact window hT, h, C, ;, A i 2 C⇢ .
We observe that for any two adjacent endpoints G < G 0 (i.e., there is no endpoint between G and
G 0), the interval [G, G 0 � 1] either is entirely covered (i.e., ✓) by the left interval of a collided OPH
compact window in C or C⇢ or is disjoint with all the left intervals in C and C⇢ . This is because
otherwise there must exist an endpoint between G and G 0, which contradicts with that G and G 0 are
adjacent. Let C0 ✓ C and C0⇢ ✓ C⇢ be all the collided non-empty and empty OPH compact windows
whose left intervals covers [G, G 0 � 1]. If |C0 | + \ |C0⇢ | � :\ , we repeat the above steps for the right
intervals.
Speci�cally, we collect the two endpoints of the right interval of every collided OPH compact

windows in C0 and C0⇢ . For any consecutive endpoints ~ < ~0, let C00 ✓ C0 and C00⇢ ✓ C0⇢ be all the
collided non-empty and empty OPH compact windows whose right intervals covers [~,~0 � 1].
Then [G, G 0 � 1] and [~,~0 � 1] are respectively in the left and right intervals of all the collided OPH
compact windows in C00 and C00⇢ . If |C00 | + \ |C00⇢ | � :\ , as discussed earlier, we have ĴT[8, 9 ],Q � \
for every 8 2 [G, G 0 � 1] and 9 2 [~,~0 � 1]. To reduce the output cost, the “compact alignment”
( [G, G 0 � 1], [~,~0 � 1]) is returned, which is a concise representation of all the subsequences T[8, 9]
where 8 2 [G, G 0 � 1] and 9 2 [~,~0 � 1].

Algorithm 3 shows the pseudo-code. It takes a text T, a threshold :\ , the set of collided non-
empty and empty OPH compact windows C and C⇢ in T as input and outputs a set R of compact
alignments. The algorithm �rst checks if |C| + \ |C⇢ | < :\ . If so, no result can be produced and the
algorithm returns an empty set (Line 1). Next, it collects all the endpoints of the left intervals of
the collided OPH compact windows (Lines 2 to 5). Each endpoint consists of a token position D, a
weightF , and the collided OPH compact window 3 the endpoint comes from. It sorts the endpoints
by their token positions (Line 6). Then, for each distinct token position DG in the endpoints (Line 7),
it visits all the endpoints whose token positions are DG (Line 8). The algorithm maintains a counter
cnt (Line 1) to keep track of the value |C0 | + \ |C0⇢ |. The token position in an endpoint indicates the
start or end of a left interval. The counter cnt increases/decreases by F = 1 when the start/end
of a left interval of a collided non-empty OPH compact window 3 2 C is encounter, at which
moment 3 is added to/removed from C0 (Line 10). Similarly, the counter cnt increases/decreases
byF = \ when the start/end of a left interval of a collided empty OPH compact window 3 2 C⇢
is encounter, at which moment 3 is added to/removed from C0⇢ (Line 11). After visiting all the
endpoints with token positions DG , if cnt exceeds :\ , the algorithm repeats the above process for
the right intervals of collided OPH compact windows in C0 and C0⇢ (Lines 13 to 21) to �nd compact
alignments (Lines 22 to 23).
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Algorithm 3: OPHI�������S���(T,:\ , C, C⇢ )
Input: T: a text; :\ : a threshold; C: the set of collided non-empty OPH compact windows in T;

C⇢ : the set of collided empty OPH compact windows in T.
Output: R: a set of compact alignments.
if |C| + \ |C⇢ | < :\ then return ;; cnt = 0;1

foreach 3 = hT, h, C, ;, 2, A i 2 C do2

add endpoints (;, 1,3) and (2 + 1,�1,3) into 4? ;3

foreach 3 = hT, h, C, ;, A i 2 C⇢ do4

add endpoints (;, \ ,3) and (A + 1,�\ ,3) into 4? ;5

sort endpoints (D,F ,3) in 4? in the ascending order of D;6

foreach distinct token position DG in 4? do7

foreach endpoint (DG ,F ,3) in 4? do8

cnt cnt +F ;9

if F = 1/�1 then add/remove 3 to/from C0;10

if F = \/�\ then add/remove 3 to/from C0⇢ ;11

if cnt � :\ then12

// repeat for the right intervals
cnt0 = 0;13

foreach hT, h, C, ;, 2, A i 2 C0 do14

add endpoints (2, 1) and (A + 1,�1) into 4?0;15

foreach hT, h, C, ;, A i 2 C0⇢ do16

add endpoints (;, \ ) and (A + 1,�\ ) into 4?0;17

sort endpoints (E,F) in 4?0 in the ascending order of E ;18

foreach distinct token position E~ in 4?0 do19

foreach endpoint (E~,F) in 4?0 do20

cnt0  cnt0 +F ;21

if cnt0 � :\ then22

add ( [DG ,DG+1 � 1], [E~, E~+1 � 1]) to R;23

return R;24

E������ 4. Consider the setC of two collided non-empty OPH compact windows31 = hT, h, 1, 1, 3, 9i,
32 = hT, h, 1, 4, 8, 13i, and the set C⇢ of one collided empty OPH compact window 33 = hT, h, 2, 6, 10i as
shown in Figure 4. Let :\ = 1.6. The distinct token positions of their left intervals areD1 = 1,D2 = 4,D3 =
6,D4 = 9, and D5 = 11. After visiting D3, the set C0 = {32} and the set C0⇢ = {33}. As one can verify, the
overlap of the left intervals of 32 and 33 is exactly [4, 8] \ [6, 10] = [D3,D4). Since |C0 | + \ |C0⇢ | = 1.8,
we repeat the process over C0 and C0⇢ and produce a compact alignment ( [6, 8], [8, 10]).
T������ 3. The set R of compact alignments generated by OPH interval scan satis�es that:

(1) for every subsequence T[8, 9] where ĴQ,T[8, 9 ] � \ , there exists one and only one compact align-
ment ( [;; , ;A ], [A; , AA ]) 2 R where 8 2 [;; , ;A ] and 9 2 [A; , AA ] and (2) for every compact alignment
( [;; , ;A ], [A; , AA ]) 2 R and every 8 2 [;; , ;A ] and 9 2 [A; , AA ], we have ĴQ,T[8, 9 ] � \ .

Complexity Analysis. Let< = |C| + |C⇢ | be the total number of collided OPH compact windows.
The algorithm takes$ (< log<) to sort and visit the endpoints of the left intervals. There are$ (<)
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Fig. 4. An example of OPH interval scan.

unique left interval endpoints. For each of them, when necessary, the endpoints of the right intervals
in C0 and C0⇢ are sorted and visited, which takes $ (< log<) time as there are $ (<) collided OPH
compact windows in C0 and C0⇢ . Thus the total time complexity is$ (<2 log<). Based on Theorem 1,
< = $ (= + :). Thus the time complexity of OPH interval scan is $ ((= + :)2 log(= + :)).
4.2 Optimizations

Order by Token Positions. In the divide-and-conquer algorithm (Algorithm 2) for OPH compact
window generation, when there are multiple duplicate tokens with the same smallest hash value
in the input, we can either break the tie arbitrarily or order them by their positions in the input.
Although the two choices end up with the same number of OPH compact windows, ordering by
token positions guarantees that the left intervals of collided OPH compact windows with the same
OPH min-hash do not overlap with each other, which bene�ts the OPH interval scan algorithm as
it reduces the chance to check the right intervals. Note that the complexity analysis in Section 4.1
assumes ties are broken arbitrarily.
Speci�cally, suppose the duplicate token hash values are ordered by their positions in OPH

compact windows generation. In Algorithm 3, for each unique left interval endpoint, there are at
most : collided OPH compact windows in C0 and C0⇢ . Thus the time complexity of OPH interval
scan becomes $ (< log< +<: log:) = $ ((= + :) (log(= + :) + : log:)).
Longest Near-Duplicate Subsequence. In practice, to avoid redundant results, we only need
to report the longest near-duplicate subsequences in many applications. That is to say, a near-
duplicate subsequence T[8, 9] (i.e., ĴT[8, 9 ],Q � \ ) is omitted if there exists another near-duplicate
subsequence T[80, 9 0] (i.e., ĴT[80, 9 0 ],Q � \ ) where [8, 9] ⇢ [80, 9 0]. In this case, in OPH interval scan
(Algorithm 3, Line 18), we can traverse the endpoints of the right intervals in descending order.
Once a compact alignment ( [DG ,DG+1], [E~, E~+1]) is found, we can terminate the traversal. This is
because the near-duplicate subsequence T[DG , E~+1] dominates all the near-duplicate subsequence
generated later during the traversal, if there is any.
Moreover, when visiting the left interval endpoints (Algorithm 3, Lines 7 to 11), we maintain

a variable I (I = 0 at the beginning). When a compact alignment ( [DG ,DG+1 � 1], [E~, E~+1 � 1]) is
found when traversing the right interval endpoints, only if I < E~+1 � 1, we update I = E~+1 � 1 and
report a longest near-duplicate subsequence T[DG , E~+1 � 1]. This is because DG is monotonically
increasing. When I � E~+1 � 1, the near-duplicate subsequence T[DG , E~+1 � 1] must be dominated
by another one generated earlier and thus can be omitted.

With the above two modi�cations, it can be proved that the near-duplicate subsequences gener-
ated are all longest near-duplicate subsequences. Furthermore, all near-duplicate subsequences are
dominated by the near-duplicate subsequences generated.
Maintaining Right Intervals in a Segment Tree. To avoid repeatedly sorting and visiting the
endpoints of the right intervals of collided OPH compact windows, we propose to manage the right
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intervals in a dynamic segment tree when visiting the endpoints of the left intervals. Speci�cally,
whenever an endpoint ; of the left interval of a collided OPH compact window hT, h, C, ;, 2, A i 2 C
(or hT, h, C, ;, A i 2 C⇢ ) is encountered, we increase the weight of the segment [2, A ] (or [;, A ]) by 1 (or
\ ) in the dynamic segment tree. In contrast, whenever an endpoint 2 + 1 (or A + 1) of a collided OPH
compact window hT, h, C, ;, 2, A i 2 C (or hT, h, C, ;, A i 2 C⇢ ) is encountered, we decrease the weight
of the segment [2, A ] (or [;, A ]) by 1 (or \ ) in the dynamic segment tree. If cnt � :\ , we query
the dynamic segment tree and retrieve the rightmost segment whose weight is at least :\ in the
dynamic segment tree, if there is one. Using the lazy propagation trick, each query or update on the
dynamic segment tree takes$ (log<) time. Thus the time complexity of the OPH interval scan (only
reporting the longest near-duplicate subsequences) is reduced to$ (< log<) = $ ((=+:) log(=+:)).
Remark. Similar to the OPH interval scan algorithm, an algorithm is presented in [39] to �nd
all the sketches in a text similar to that of the query directly from the compact windows of the
text. We denote the algorithm as KMS interval scan. Its time complexity is $ (=2:2 log=:). The
three optimizations also work for KMS interval scan. Speci�cally, for the same token hash values,
if we break the ties by the token positions, the time complexity of KMS interval scan becomes
$ (=: (log=: + : log:)). In addition, with the dynamic segment tree, the time complexity of KMS
interval scan can be reduced to $ (=: log=:) in the same way.

4.3 Put Together
To process a collection D of texts, during o�ine index time, we �rst generate all the OPH compact
windows in every text in D using Algorithm 1 and index them in an inverted index L and a
two-dimensional arrayW, where the non-empty OPH compact window hT, h, C, ;, 2, A i is appended
to the inverted list L[h(T[2])], while the empty OPH compact window hT, h, C, ;, A i is appended to
the array W[C]. Once a query Q arrives, we �rst calculate its : OPH min-hash. If the C-th OPH
min-hash h(Q, C) = ⇢, we retrieve the arrayW[C]; otherwise, it does not equal to ⇢, we retrieve
the inverted list L[h(Q, C)]. All the OPH compact windows in the retrieved arrays and inverted
lists are collided OPH compact windows. We use a heap to merge and group them by the text T.
Each group contains the sets C and C⇢ of collided non-empty and empty OPH compact windows
in a text T. We invoke Algorithm 3 to �nd all the compact alignments between T and the query Q.

4.4 Discussion

Min-Hash Estimation Accuracy.We �rst focus on the :-mins estimation. T and S are considered
similar i�. ĴT,S � \ . Based on Equation 1, the probability that T and S are reported as similar is

Pr(ĴT,S � \ ) = 1 �
<�1’
9=0

✓
:

9

◆
(JT,S) 9 (1 � JT,S):� 9 (5)

where < = d:\e. Figure 5(a) illustrates three probability distributions, Pr(ĴT,S >= 0.5), under
di�erent : for :-mins estimation.
The probability distribution of OPH estimation is very complex due to its sample-without-

replacement nature [33]. To get a sense of its estimation accuracy, we simulate the probability
distribution of OPH estimation. For this purpose, for each similarity score in [0.001, 0.002, · · · , 1.000],
we randomly generated 1000 pairs of texts whose Jaccard similarities are equal to that score and
estimated their Jaccard similarity using OPH estimation1. Figure 5(b) shows the result for : = 64
and \ = 0.5. As we can see, the simulated probability distribution of OPH estimation is almost the
same as the theoretical probability distribution of :-mins estimation. Thus the two estimations
bear similar accuracy in practice.
1https://github.com/rutgers-db/DuplicateSearch_k-partition/tree/pzcgyy/simulation
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Fig. 5. The probability distribution of :-mins estimation and simulated probability distribution of OPH
estimation.

Integration into SQLite. FTS5 is a virtual table module in SQLite for full-text search. It stores the
inverted index in the database tables. Implementing our near-duplicate text alignment operation
in SQLite is feasible with the FTS5 extension. This is because our techniques also index the OPH
compact windows in inverted indexes.
Multiplicity. For multiplicity Jaccard similarity, each occurrence of a duplicate token has a unique
hash value. Thus the hash value of a token is no longer �xed, which makes (OPH) compact window
generation rather challenging. Feng et al. present an algorithm [17] to handle it for compact
window generation (without complexity analysis though). It is possible to extend that algorithm to
accommodate OPH compact windows. We leave it as a future work.

5 Experimental Evaluation

Environment.We implemented all the methods (including the baselines) by ourselves using C++
and compiled the programs using GCC 11.4.0 with -O3 optimization. All the experiments were
conducted on a machine with an Intel(R) Xeon(R) Gold 6148 CPU@2.40GHz and 1TB memory. The
operating system is Ubuntu 18.04.s.
Datasets. We used three datasets PAN [41], OWT [23], and WIKI [24]. PAN2 is a benchmark for
external plagiarism detection [41]. Each text in PAN is a book. OWT contains 8 million web texts
highly ranked on Reddit, while WIKI consists of cleaned and tokenized English articles from
Wikipedia. We use the GPT2Tokenizer3 to tokenize the texts in each dataset. Table 1 shows the
dataset details. For example, on average, each text in OWT contains 1095 tokens.

5.1 Evaluating OPH Compact Window Generation
In this section, we compare our OPH compact window generation algorithm (denoted as OPH) with
the compact window generation algorithm (denoted as KMS) in the existing work [39].
Exp-1.We �rst vary the text length = and the sketch size : and report the number of OPH compact
windows generated by KMS and the number of classical compact windows generated by OPH, as well
as the generation time. Note that the number of compact windows generated and the generation
time are proportional to the index size and index time in KMS and OPH. Speci�cally, for a �xed text
length =, texts in a dataset with less than = tokens were omitted, while texts with more than =
tokens were truncated to the �rst = tokens. We report the average number of compact windows

2https://pan.webis.de/data.html
3https://huggingface.co/docs/transformers/model_doc/gpt2#transformers.GPT2Tokenizer
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Table 1. Dataset details.

dataset # of tokens # of text avg. length size (in MB)

OWT 8,773,924,283 8,013,769 1,095 33,501
PAN 642,380,109 11,093 57,909 2,451
WIKI 2,172,725,598 2,926,536 742 8,300
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Fig. 6. Evaluating compact window (CW for short) generation.

and generation time per text. The three datasets had very similar results. Due to space limit, we
only report the results on OWT.
Figures 6(a) to 6(d) show the results. As we can see, although both the number of classical

compact windows and the number of OPH compact windows grew linearly with the text length
=, the number of OPH compact windows is signi�cantly lower than that of the classical compact
windows. Moreover, with the increase of the sketch size : , the number of OPH compact windows
remained almost unchanged, while the number of classical compact windows grew proportionally
with : . The results are consistent with our complexity analysis, where there are $ (=:) classical
compact windows and $ (= + :) OPH compact windows in a text with = tokens. The compact
window generation time emerged similar trends as the number of compact windows. For example,
when the sketch size : increased from 16 to 256, it took 3.6 ms and 4.9 ms on average to generate
the OPH compact windows of a text with 10,000 tokens, while it took 34 ms and 548 ms on average
to generate the classical compact windows. This is because it takes $ (= log= + :) time to generate
the OPH compact windows, while it takes $ (=: log=) for classical compact window generation.
Exp-2. In KMS, only near-duplicate subsequences no shorter than a given length threshold C
will be reported. KMS utilizes the length threshold to optimize compact window generation. This
optimization is orthogonal to our proposed techniques. Thus OPH can also leverage this optimization.
In Exp-1, the length threshold C is set to 1 for a fair comparison. In this experiment, we evaluate
the impact of the length threshold. Speci�cally, we vary the length threshold C , while �x : = 64
and = = 10000, and report the average number of compact windows generated and the average
generation time. Figures 6(e) to 6(f) show the results. As we can see, the number of classical compact
windows decreased linearly with the length threshold C . This is because the expected number of
classical compact windows in a text with = tokens is 2: =+1

C+1 + 1 [39]. In comparison, the number
of OPH compact windows decreased sublinearly with C . This is because the advantage of OPH
compact windows diminishes when short subsequences are �ltered out by the length threshold.
However, the number of OPH compact windows remained signi�cantly lower than that of classical
compact windows. For example, when C = 40, the number of OPH compact windows was only 40%
of that of classical compact windows. In the meanwhile, the average classical compact window
generation time decreased sublinearly with C . For example, it dropped from 0.07s to 0.035s when C
increased from 5 to 40. This is because the overhead of calculating token hash values and building
segment tree does not change with the length threshold C . Nevertheless, the average generation
time of OPHwas still much lower than that of KMS. For example, the average OPH compact windows
generation time was only 0.0041s when C = 5. Hereinafter, we set C = 1 by default.
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Fig. 7. Evaluating the by position optimization.
KMS-pos OPH-pos KMS-lst OPH-lst

102

103

104

105

106

32 64 128 256
k, Sketch Size

Avg. # of Results

(a) PAN (\ = 0.1)

0.0

0.1

0.2

0.3

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(b) PAN (: = 64)

10-1
100
101
102
103
104

32 64 128 256
k, Sketch Size

Avg. # of Results

(c) OWT (\ = 0.1)

0.00

0.01

0.02

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(d) OWT (: = 64)

101

102

103

104

32 64 128 256
k, Sketch Size

Avg. # of Results

(e) WIKI (\ = 0.1)

0.00

0.01

0.02

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(f) WIKI (: = 64)

Fig. 8. Evaluating the longest near-duplicate subsequence optimization.
KMS-lst OPH-lst KMS-seg OPH-seg

10-3

10-2

10-1

100

101

32 64 128 256
k, Sketch Size

Avg. Alignment Time (s)

(a) PAN (\ = 0.4)

10-3

10-2

10-1

100

101

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(b) PAN (: = 64)

10-5

10-3

10-1

101

103

32 64 128 256
k, Sketch Size

Avg. Alignment Time (s)

(c) OWT (\ = 0.4)

10-5

10-4

10-3

10-2

10-1

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(d) OWT (: = 64)

10-5

10-4

10-3

10-2

10-1

32 64 128 256
k, Sketch Size

Avg. Alignment Time (s)

(e) WIKI (\ = 0.4)

10-5

10-4

10-3

10-2

10-1

0.1 0.2 0.4 0.8
θ, Sim Threshold

Avg. Alignment Time (s)

(f) WIKI (: = 64)

Fig. 9. Evaluating the segment tree optimization.

5.2 Evaluating OPH Interval Scan
In this section, we compare the interval scan algorithm in the existing work [39] (which �nds all
the :-mins sketches in a text similar to that of the query directly from classical compact windows)
with our OPH interval scan algorithm and evaluate the three optimizations we proposed. The
interval scan algorithm is coupled with a sanitizer similar to that of our algorithm that skips inputs
with collided compact windows fewer than the threshold.
Query Construction: We pair each query with a text and report the average results of the two
algorithms (alignment time or number of results) over 100 pairs. The PAN dataset comes with
ground truth, where each suspicious passage is coupled with a source document containing the
corresponding plagiarized passage. We use the suspicious passage and source document as our
query-text pair. We randomly select 100 pairs from the ground truth for evaluation. The average
query and text lengths were respectively 1424.6 tokens and 77665.1 tokens. ForWIKI and OWT, we
randomly select a text (with at least 64 unique tokens) and a 128-token subsequence (not necessarily
from the selected text) from the dataset. The selected subsequence and text become a query-text
pair. The average text lengths in the 100 randomly selected pairs were 1911.6 tokens and 1534.6
tokens in WIKI and OWT, respectively.
Exp-3: By Position Optimization. We �rst evaluate the optimization of ordering duplicate
token hash values by token positions in compact window generation (instead of breaking ties
arbitrarily [39]). We implemented four methods. KMS-arb is the interval scan algorithm in [39],
while KMS-pos is the interval scan algorithm with our “by position” optimization. OPH-arb is our
OPH interval scan algorithm, whereas OPH-pos is our algorithm with the by position optimization.
Figure 7 shows the results. As we can see, the optimization signi�cantly improved the alignment
time, by almost 100⇥. For example, when : = 256, on the OWT dataset, the average alignment time
for OPH-pos and OPH-arbwere respectively 0.0023B and 0.21B . This is consistent with our complexity
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Fig. 10. Evaluating index construction.

Table 2. Evaluating query accuracy (: = 64 for min-hash based methods).

Threshold KMS OPH S���E�������� F����� bruteforce
Time (s) P R F1 Time (s) P R F1 Time (s) P R F1 Time (s) Time (s)

0.2 0.789 0.497 0.875 0.633 0.309 0.503 0.877 0.639 13.995 1.000 0.436 0.608 163.846 196.836
0.3 0.676 0.738 0.850 0.790 0.195 0.761 0.820 0.790 12.231 1.000 0.465 0.635 87.939 125.949
0.4 0.668 0.748 0.862 0.801 0.091 0.819 0.858 0.838 10.360 1.000 0.572 0.727 53.596 90.140
0.5 0.663 0.792 0.918 0.850 0.040 0.782 0.925 0.848 8.583 1.000 0.595 0.746 32.169 60.879

analysis, where the OPH interval scan algorithm take$ (<2 log<) time and the optimization boost
it to $ (< log< +<: log:) where< � : is the number of collided OPH compact windows. The by
position optimization is enabled by default in all the experiments hereinafter.
We observe that our OPH interval scan algorithm was slower than the interval scan algorithm.

This is because the empty OPH min-hash leads to a lot of collided OPH compact window (i.e., a
larger<), while there is no “empty min-hash” in the :-mins sketch in the interval scan algorithm.
Nevertheless, our algorithm with the by position optimization (i.e., OPH-pos) still outperformed the
vanilla interval scan algorithm (i.e., KMS-arb). The alignment time of all the algorithms grew with
the increase of the sketch size : and the decrease of the threshold \ . This is because the number of
collided compact windows increases with the sketch size, while fewer pairs can pass the sanitizer
check when the threshold is high.
Exp-4: Longest Near-Duplicate Optimization.We evaluate the optimization that reports only
the longest near-duplicate subsequences. We �rst vary the sketch size : and report the average
number of results (i.e., compact alignments or longest near-duplicates) and then vary the similarity
threshold \ and report the average alignment time. Four methods are evaluated. KMS-pos and
OPH-pos as described earlier. KMS-lst and OPH-lst are respectively the interval scan algorithm and
our algorithm with both the by position optimization and the longest near-duplicate optimization.
Figure 8 shows the results. As we can see, the number of results produced by OPH-lst (or KMS-lst)
was consistently smaller than that of OPH-pos (or KMS-pos). The optimization can e�ectively reduce
redundant results. The number of results produced by OPH-pos (or OPH-lst) was on a par with that
of KMS-pos (or KMS-lst). This is because they both use unbiased Jaccard similarity estimators with
comparable variances. The optimization slightly reduces the alignment time. This is attributed to
the early termination in the optimization.
Exp-5: Segment Tree Optimization. We compare four methods in this section. KMS-lst and
OPH-lst as described earlier. KMS-seg and OPH-seg are respectively the interval scan algorithm
and our algorithm with all the three optimizations. We vary the sketch size : and the similarity
threshold \ and report the average alignment time. Figure 9 shows the results. As we can see, the
segment tree optimization almost always helped reduce the average alignment time. For example,
in the PAN dataset with : = 256 and \ = 0.4, KMS-seg reduced the alignment time of KMS-lst from
0.079s to 0.030s. Furthermore, OPH-seg improved OPH-lst’s time from 1.51s to 0.07s, achieving
up to a 200⇥ speed up. This is because the optimization uses a segment tree to manage the right
intervals of collided OPH compact windows, which avoids repeatedly sorting and visiting the same
right intervals.
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Fig. 11. Evaluating query latency.

Table 3. Evaluating accuracy by varying sketch size (\ = 0.4).

Method Metric :
16 32 64 128 256

KMS

Time (s) 0.119 0.341 0.668 43.66 107.5
P 0.418 0.522 0.748 0.838 0.923
R 0.850 0.907 0.862 0.880 0.924
F1 0.561 0.662 0.801 0.859 0.924

OPH

Time (s) 0.004 0.011 0.092 0.386 1.515
P 0.566 0.686 0.819 0.842 0.920
R 0.714 0.818 0.858 0.893 0.876
F1 0.632 0.746 0.838 0.867 0.898

5.3 Comparing with Existing Methods

Baselines. In this section, we compare our near-duplicate text alignment algorithm with four
baselines. (1) The state-of-the-art method KMS [39]. (2) A “seeding-extension-�ltering” baseline
S���E�������� based on an existing method that won a plagiarism detection competition [42].
S���E�������� uses the common tokens between the data text and the query as “seed matches”.
Adjacent seed matches that are less than maxgap tokens away are merged to form “local largest”
clusters. For each cluster, if the corresponding subsequence is similar to query, it reports the
corresponding subsequence. For the remaining clusters, it reduces the threshold maxgap by one
and re-clusters the seed matches (excluding those in the reported subsequences). The process is
repeated until maxgap = 4. We set maxgap = 4\ |Q| initially in our experiment. (3) We adapted
F����� [31] for near-duplicate text alignment. F����� is designed to �nd all the subsequences in a
document that approximately match entities (short texts such as names) in a given dictionary. It
supports many similarity measures, including Jaccard simlarity. We treat the query as an entity and
the text as a document for near-duplicate text alignment. (4) A brute-force method that enumerates
every subsequence in a text and compares them with the query.
Exp-6: Index Construction. We construct inverted indexes using the classical compact windows
generated by KMS and the OPH compact windows using OPH. We vary the sketch size : and report
the index time and index size. Note that the other three baselines (S���E��������, F�����, and
bruteforce) have no index phase. To avoid from getting the out-of-memory error, we randomly
sampled 500,000 and 700,000 texts respectively from OWT and WIKI. The total numbers of tokens
in the sampled texts in OWT and WIKI are approximately 550 millions and 520 millions, resulting
in an average text length of 1099 and 742 tokens. For PAN, we used all the texts. Figure 10 shows the
results. Both the index size and the index time grew linearly with the sketch size : for KMS, while
they were almost �at for OPH. For example, for the PAN dataset, when the sketch size : increased
16 times from 4 to 64, the index time of KMS grew from 452s to 7812s, while the index size grew
from 38GB to 612GB. In comparison, the index time of OPH only increased from 184s to 199s, while
the index size changed from 14.8GB to 16.39GB. This is because the index time and index size
are respectively determined by the total number of compact windows and the compact window
generation time. In conclusion, the novel concept of OPH compact windows introduced in this
paper can signi�cantly reduce the index time and index size for near-duplicate text alignment.
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Exp-7: Query Latency.We compare the query latency of our most advanced algorithm OPH-seg
with the interval scan algorithm [39]. For a fair comparison, we enabled the longest near-duplicate
optimization for the interval scan algorithm so that the two methods produce the same thing. We
denote the interval scan algorithm with the longest near-duplicate optimization as KMS-vanilla.
Note that OPH-seg uses the OPH index, while KMS-vanilla uses the KMS index. The query set is
constructed the same way as described in Section 5.2. However, each query is aligned against
all the (sampled) texts in the dataset rather than only one text. The other three baselines are too
ine�cient to run the experiment. We report their query latency in the next experiment using
small scale datasets. Figure 11 shows the results. As we can see, our approach OPH-seg signi�cantly
outperformed KMS-vanilla. For example, on the PAN dataset with : = 64 and \ = 0.4, KMS-vanilla
takes over 71,000s to process a query, in contrast to only 69s for OPH-seg. This is attributed to the
three optimizations we proposed for OPH interval scan. Nevertheless, KMS-vanilla occasionally
outperformed OPH-seg. This is because the empty OPHmin-hash creates a lot of min-hash collisions,
which enforces OPH-seg to check the right intervals more often than KMS-vanilla. However, given
the huge advantage in terms of index cost brought by OPH, the small overhead of query latency is
acceptable.
Exp-8: Query Accuracy. Given a data text T and a query Q. Let S = {T[8, 9] | JT[8, 9 ],Q � \ } and
�S = {G | T[8, 9] 2 S and G 2 [8, 9]} (i.e., all distinct token positions in S). We use the brute-force
method to �nd S, which is the ground truth. Let R be a set of subsequences in T. We de�ne the
precision and recall of R as | � S \ �R|/| � R| and | � S \ �R|/| � S| respectively. The F1 score
is the harmonic mean of the precision and recall.
We used the PAN dataset. We report the average query latency, precision, recall, and F1 score

per pair of query and text. The query-text pairs are constructed as described in Section 5.2. Note
that F����� and the bruteforce method always achieved perfect accuracy, recall, and F1 score. Thus
we omit these numbers. Table 2 shows the results. In terms of query latency, the min-hash based
methods KMS and OPH outperformed S���E�������� by almost two orders of magnitude, while
F����� and the brute-force method were an order of magnitude slower than S���E��������. This is
because S���E�������� needs to repeatedly cluster seed matches and verify the clusters. Because
of the veri�cation step, S���E�������� always achieved perfect precision (i.e., 100%). However,
the recall of S���E�������� was signi�cantly lower than those of KMS and OPH. This is because
S���E�������� will miss a similar subsequence if the gap of adjacent common tokens between
the subsequence and the query is greater than maxgap. With the increase of the threshold \ , the
recall of S���E�������� raised as true positives became rare. The accuracy of OPH was on a par
with that of KMS. Overall, the min-hash based approaches not only achieved lower query latency
but also gained higher F1 scores. For example, when : = 64 and \ = 0.3, the F1 scores of both KMS
and OPH reached 0.79, while it was only 0.635 for S���E��������. We also evaluated the accuracy
and query latency of OPH and KMS by varying the sketch size : . As shown in Table 3, with the
increase of : , the precision and recall of both methods steadily improved. This is attributed to the
low variance in similarity estimation with a large sketch size. Besides, the query latency of KMS is
much higher than that of OPH.
Con�guration of : . In practice, con�guring the value of : in OPH involves a trade-o� between query
latency and accuracy. We �rst focus on the query latency. As : increases, the index size and index
time remain almost unchanged, while the query latency increases especially when : approaches the
length of the query. For example, as shown in Figure 11(c), it took 35s when : = 16 for OPH-seg to
process a 128-token query. However, when : = 64, the query latency raised to 210s. This is because
the inverted list length of an empty OPH min-hash is much longer than that of non-empty OPH
min-hash. As : approaches the query length, there are likely more empty OPH min-hashes and it
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Fig. 12. Evaluating scalability.

takes longer to access the inverted lists. Conversely, a higher : improves accuracy. As we can see
in Figure 5(a), both false positive rate and false negative rate decrease with : (Figure 5(b) shows
the accuracy of :-mins estimation and OPH estimation are almost the same in simulation). It is
also illustrated in Table 3 that with : increased from 16 to 256, the precision increased signi�cantly
from 0.566 to 0.92, while the recall modestly increased from 0.714 to 0.876. In practice, : ranges
from tens and hundreds o�ers a balanced approach, avoiding high query latency while achieving
satisfactory accuracy. In summary, with the increase of : , the index size, index time, and query
latency would grow, while the false positive/false negative rates would decrease. Typically, the
value of : ranges from tens to hundreds.
Anecdotal Results. Here is a query in the WIKI dataset: “The book was not completed at the time
of Jordan’s death on September 16, 2007. His widow Harriet McDougal and his publisher, Tor Books
president Tom Doherty made the decision to have the book completed posthumously, with McDougal
saying, ‘I am sad to see the series end. But I would be far more distressed to leave it un�nished,
incomplete and dangling forever.’_NEWLINE_On December 11, 2007, four months after Jordan’s death,
it was announced that McDougal had chosen Brandon Sanderson to”. With \ = 0.35, OPH-seg identi�es
the following near-duplicate subsequence in a text: “The original book was incomplete at the time of
Jordan’s death on September 16, 2007, from cardiac amyloidosis; his widow Harriet McDougal and
publisher Tom Doherty chose to publish the book posthumously. Tor Books announced that Brandon
Sanderson had been chosen to �nish writing the book._NEWLINE_The un�nished book was split
into three volumes because it was believed a single volume”. The result shows OPH-seg is able to
�nd subsequences in texts similar to queries. The Jaccard similarity of the query and the identi�ed
subsequence is 0.42.

5.4 Scalability

Exp-9: Scalability.We evaluate the scalability of our techniques by varying the number of texts
in the two datasets OWT and WIKI. The queries are randomly selected as described in Section 5.2.
Figure 12 shows the results. As we can see, the index time, index size and query latency all grew
almost linearly with the number of texts in the dataset. For example, for theOWT dataset, increasing
the number of texts from 1M to 2M doubled the index time and the index size from 34GB to 67GB
and from 385s to 771s, respectively, while increased the query latency from 21s to 41.7s.

6 Related Work

Near-Duplicate Text Detection. Both near-duplicate text alignment [5, 8, 10, 25, 26, 30, 35, 44]
and near-duplicate text detection (a.k.a., similarity search) [6, 32, 57, 60, 61] have been extensively
studied due to their importance in text processing. However, the two problems are rather di�erent.
While near-duplicate text detection focuses on if two entire texts are similar, near-duplicate text
alignment concerns the subsequences in the texts. There are both exact algorithms [32, 57] and
approximate algorithms [3, 28] for near-duplicate text detection. Locality sensitive hashing (LSH) [3,
4, 15, 21, 22, 27, 28, 34, 49–51] is one of the most well-known techniques for near-duplicate text
detection. However, it is non-trivial to apply LSH for near-duplicate text alignment.
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Near-Duplicate Text Alignment. Because of the high computation cost of near-duplicate text
alignment, existing methods (including many in bioinformatics [2, 12, 16, 38, 48, 52, 54]) usually
rely on sophisticated rule-based heuristics and follow the seeding-extension-�ltering strategy [5,
8, 10, 25, 26, 30, 35, 44]. They start by identifying seed matches in the texts, which are short
subsequences such as �ngerprints [40], k-mers [19], �xed-length windows [56], q-grams [43], or
sentences [42]. Next, the seed matches are extended on both ends to form candidate alignments.
In addition, candidate alignments are merged if they occur adjacently with a small gap between
them. Finally, candidate alignments that do not meet certain criteria (e.g., extremely short or
overlapping alignments) are �ltered. However, the seeding-extension-�ltering heuristic involves
numerous hard-to-tune hyper-parameters and lacks of any guarantees [1]. For instance, if the seeds
are too coarse (i.e., seed length is too long), it may miss many results, whereas if the seeds are
too �ne-grained, it may generate an overwhelming number of seed matches that can a�ect the
subsequent extension and �ltering steps. Methods based on bloom-�lter and su�x array cannot
backtrack sources or handle noises [36, 55].
Min-Hash. Brewer et al. propose min-hash as a technique for coordinated sampling [7]. Flajolet and
Martin develop probabilistic counting algorithms based on min-hash for database applications [18].
Broder et al. employ min-hash for near-duplicate webpage detection [10], while Cohen uses it to
estimate set relations [13]. It takes $ (=:) to generate a sketch with : min-hash for a text with =
tokens. To reduce the sketch generation time, various improvements have been proposed, such
as the bottom-: sketch [53], one permutation hashing (OPH) [33], and fast similarity sketch [14].
Speci�cally, bottom-: uses the : smallest token hash values in the text as the sketch, which takes
$ (= log:) time [53]. Wang et al. develop a technique to losslessly compress the $ (=2) bottom-:
sketches in a text with = tokens into compact windows using$ (=:2) space [58]. OPH uses a single
random hash function to generate multiple min-hash and takes$ (= +:) [33]. However, the number
of min-hash is no longer �xed in OPH. To address this issue, a few works propose to densify the
OPH min-hash sketch [45–47]. Fast similarity sketch generates a sketch with : min-hash using
$ (: log: + =) time, which achieves the best of both world, i.e., a short sketch generation time and
a �xed number of min-hash per sketch. However, we �nd that it does not bring any bene�t in
compact window generation in terms of index size.

7 Conclusion
In this paper, we study the near-duplicate text alignment problem. Our solution �rst generates
the min-hash sketch of every subsequence in each text and then �nds all the subsequences whose
min-hash sketches are similar to that of the query. A few recent studies propose to group the nearby
subsequences sharing the same min-hash into compact windows and prove that all the $ (=2:)
min-hash can be losslessly compressed into $ (=:) compact windows using $ (=:) space, where =
is the number of tokens in the text and : is the sketch size. We propose to use One Permutation
Hashing (OPH) to generate the min-hash sketches and introduce the concept of “OPH compact
windows”. We show the $ (=2:) min-hash generated by OPH can be losslessly compressed in
$ (= + :) OPH compact windows using $ (= + :) space. Furthermore, we develop an algorithm that
e�ciently �nds all the sketches in a text similar to that of the query directly from the OPH compact
windows, along with three optimizations.
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