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P olicy-makers around the world are grappling with how 
to govern increasingly powerful artificial intelligence (AI) 
technology. Some jurisdictions, like the European Union 
(EU), have made substantial progress enacting regulations 
to promote responsible AI. Others, like the administration 

of US President Donald Trump, have prioritized “enhancing America’s 
dominance in AI.” Although these approaches appear to diverge in their 
fundamental values and objectives, they share a crucial commonality: 
Effectively steering outcomes for and through AI will require thought-
ful, evidence-based policy development (1). Though it may seem self-
evident that evidence should inform policy, this is far from inevitable 
in the inherently messy policy process. As a multidisciplinary group of 
experts on AI policy, we put forward a vision for evidence-based AI pol-
icy, aimed at addressing three core questions: (i) How should evidence 
inform AI policy? (ii) What is the current state of evidence? (iii) How 
can policy accelerate evidence generation? 

AI policy should advance AI innovation by ensuring that its poten-
tial benefits are responsibly realized and widely shared. To achieve this, 
AI policy-making should place a premium on evidence: Scientific un-
derstanding and systematic analysis should inform policy, and policy 
should accelerate evidence generation. But policy outcomes reflect 
institutional constraints, political dynamics, electoral pressures, stake-
holder interests, media environment, economic considerations, cul-
tural contexts, and leadership perspectives. Adding to this complexity 
is the reality that the broad reach of AI may mean that evidence and 
policy are misaligned: Although some evidence and policy squarely ad-
dress AI, much more partially intersects with AI. Well-designed policy 
should integrate evidence that reflects scientific understanding rather 
than hype (2). An increasing number of efforts address this problem 
by often either (i) contributing research into the risks of AI and their 
effective mitigation or (ii) advocating for policy to address these risks. 
This paper tackles the hard problem of how to optimize the relationship 
between evidence and policy (3) to address the opportunities and chal-
lenges of increasingly powerful AI.

HOW SHOULD EVIDENCE INFORM POLICY?
Developing evidence-based policy is critical for AI, especially consid-
ering its role within the extant policy ecosystem. For example, in the 
US, the Trump administration should leverage the Foundations for Evi-
dence-Based Policymaking Act (Evidence Act) that the president signed 
in 2019 during his first term. The bipartisan Evidence Act requires 
federal agencies to provide evidence-building plans to justify funding, 
share nonsensitive data to enable research, and designate a chief evalu-
ation officer to oversee agency-wide evaluation of program effectiveness. 

Defining what counts as (credible) evidence is the first hurdle for ap-
plying evidence-based policy to an AI context—a task made more criti-
cal given that norms for evidence vary across policy domains. In health 
policy, evidence generally refers to randomized control trial results or 
observational data. In economic policy, evidence tends to be more ex-
pansive, encompassing theoretical approaches (e.g., macroeconomic 
forecasts) alongside data-driven approaches (4).

To advance positive public outcomes, evidence-based policy requires 
careful execution that properly aligns incentives. Historically, evidence-
based policy has at times been co-opted to justify inaction (3) or pro-
mote negative societal outcomes (5). The tobacco industry relied on 
inconclusive studies to play up uncertainty, inhibiting policy to address 
documented tobacco-related harms (6). Fossil fuel companies misled 
the public about climate change despite company-internal reports that 
anticipated severe harms (7). To avoid repeating these failures, evidence-
based AI policy would benefit from evidence that is not only credible 
but also actionable. A focus on marginal risk (8), meaning the addi-
tional risks posed by AI compared to existing technologies like internet 
search engines, will help identify new risks and how to appropriately 
intervene to address them.

WHAT IS THE STATE OF THE EVIDENCE?
Although many mechanisms contribute to the evidence base on AI ca-
pabilities, risks, and impacts, processes for evidence certification (i.e., 
determining if evidence is credible) and evidence synthesis (i.e., review-
ing multiple, possibly conflicting, pieces of evidence) are nascent. In ma-
ture policy domains, evidence certification can involve specific systems 
[e.g., the Grading of Recommendations Assessment, Development, and 
Evaluation (GRADE) system in health policy] or available proxies (e.g., 
scientific peer review).

The International Scientific Report on the Safety of Advanced AI (9), 
led by Turing Award winner Yoshua Bengio, is a recent initiative that 
is well-positioned to certify and synthesize evidence for global AI gov-
ernance. Inspired by the Intergovernmental Panel on Climate Change 
(IPCC), the report is authored by 96 AI experts, including an interna-
tional Expert Advisory Panel nominated by 30 countries, the Organisa-
tion for Economic Co-operation and Development (OECD), the EU, and 
the United Nations (UN). To maintain independence, the experts retain 
full discretion over the content and are not affiliated with industry. On 
certification, the report does not rely on peer review exclusively, instead 
relying on the judgment of the authors to identify high-quality sources 
based on the indicators of (i) originality, (ii) impact, and (iii) transpar-
ency on methods, prior work, limitations, and opposing views.

The International Scientific Report defines three general risk 
categories: malicious use risks (e.g., cloned voices used in financial 
scams and biological attacks), risks from malfunctions (e.g., reliabil-
ity issues where models may generate false content and bias against 
certain groups), and systemic risks (e.g., labor market disruption and 
copyright infringement). Given this taxonomy of risks, the Interna-
tional Scientific Report indicates that several risks cause harm to-
day, specifically scams, nonconsensual intimate imagery, child sexual 
abuse material, reliability issues, bias, and privacy violations. Other 
risks have partial (though possibly increasing) evidence, specifically 
large-scale labor market impacts, AI-enabled hacking or biological 
attacks, and loss of control. As a result, experts arrive at very differ-
ent predictions for this second category of risks. Expert disagreement 
on this category of risks can serve as a prompt to policy-makers to 
explore how they can accelerate evidence generation.
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HOW CAN POLICY ACCELERATE EVIDENCE GENERATION? 
As the International Scientific Report notes, policy-makers often make 
critical AI policy decisions with limited scientific evidence, posing an 
“evidence dilemma”: Acting preemptively might lead to ineffective or 
unnecessary measures, whereas waiting for stronger evidence could 
leave society vulnerable. In response, policy-makers should not remain 
idle: Policy can actively accelerate the generation of evidence that can 
best inform future policy decisions. We propose specific mechanisms 
that policy-makers should pursue to grow the evidence base and serve 
as the foundation of evidence-based AI policy.  

Incentivize pre-release evaluation 
Prior to releasing a model, model developers and external parties can 
evaluate the model to better understand how its release will affect soci-
ety. Model developers should proactively measure risks prior to deploy-
ment; such evaluations can clarify the extent to which models pose 
marginal risks. Currently, many leading developers have signed onto 
the Frontier AI Safety commitments, which include a commitment 
to pre-release evaluation. Many of these developers (e.g., Anthropic, 
Google, Meta, OpenAI) do report evaluation results for some risks like 
bioweapons. These evaluations help clarify that, for example, recent 
model releases from Anthropic and OpenAI have increased their self-
assessed level of risk in the domain. However, recent media reporting 
suggests that the quality of these evaluations may be degrading [e.g., 
the time afforded to internal evaluation given intense pressure to rap-
idly release models (10)].

We recommend that policy-makers incentivize the evaluation of 
models prior to release. To supplement their internal testing, develop-
ers should work with trusted external entities. Following the original 
initiative from the UK AI Security Institute in 2023, several countries 
are consolidating state-backed institutes to evaluate advanced AI. No-
tably, the US still backs science- and evidence-based inquiry at the Cen-
ter for AI Standards and Innovation (CAISI). For external pre-release 
evaluation to be most valuable, the resulting evidence should be cor-
rectly interpreted: Model developers and external testers should pub-
licly clarify the conditions involved in testing (e.g., if evaluators are 
paid by developers or are unable to disclose unfavorable results; the 
time and level of access afforded to evaluators; or how the developers 
used the evaluation results to inform release decisions). 

Increase information sharing 
Pre-release capability and safety evaluations provide insight into model 
capabilities and risks but are alone inadequate for assessing the societal 
impact of AI. More generally, key information about AI and its societal 
impact is siloed within AI companies. For example, the 2024 Founda-
tion Model Transparency Index scores 14 major AI companies (e.g., 
Anthropic, Google, Microsoft, Meta, OpenAI) for their transparency 
on a range of issues; most companies score poorly for publicly shar-
ing information on how they mitigate risk. In light of these evidence 
gaps, policy-makers in multiple jurisdictions have enacted transparency 
requirements. Most policies, such as the EU AI Act, focus on sharing 
safety-related information specifically with governments. Although this 
approach is valuable and there are many valid reasons to restrict infor-
mation sharing to trusted actors, public transparency is essential for 
true accountability. In practice, it is often citizens, journalists, civil soci-

ety organizations, and academics who are at the forefront of identifying 
sociotechnical harm (11).

We recommend that policy-makers require major AI companies 
to disclose more information about their safety practices to govern-
ments and, especially, to the public. First, transparency obligations 
should reflect informational needs: Disclosing safety frameworks 
clarifies the steps that developers take internally to mitigate risk, and 
disclosing evaluation results clarifies the current level of measured 
risk. Second, transparency obligations should reflect who will best 
use information: Given the broad network of entities responsible for 
advancing accountability (11), policies should prioritize information 
sharing with the public, and not just governments, in many cases. 
Finally, transparency obligations should be proportionate to not im-
pose undue burdens on developers: Criteria used to differentiate ob-
ligations should have specified processes for how they will update 
and avoid absolute reliance on fraught proxies such as training-time 
compute or monetary costs (12).

Monitor postdeployment impacts 
Once AI systems are deployed, especially at scale, they affect society in 
a variety of ways. Yet surprisingly little is known about these impacts: 
The 2024 Foundation Model Transparency Index highlights that, of all 
issues, major AI companies are the least transparent about their mod-
els’ postdeployment adoption. Yet, the patterns of adoption clarify 
how general-purpose technologies like today’s AI models shape soci-
ety in specific ways. Recently, Anthropic has built an Economic Index, 
which reports statistics about how Anthropic’s models are used based 
on clustering user queries to make progress on understanding effects 
of AI on the labor market and broader economy. Beyond the efforts 
of individual companies, adverse event–reporting databases, such 
as those proposed by the US National AI Advisory Committee, are 
critical to grow the collective evidence base by documenting concrete 
instances of harm in practice. Although initial attempts like the AI In-
cidents Monitor from the OECD provide coverage of adverse events, 
precise standards for (i) which entities are responsible for reporting, 
(ii) what constitutes an adverse event, and (iii) which parties need to 
be informed of an adverse event do not yet exist.

We recommend that policy-makers increase postdeployment moni-
toring of AI harms. Related domains, like cybersecurity, can guide 
how to design and implement postdeploying harm monitoring for 
AI. For example, the US Cybersecurity and Infrastructure Security 
Agency administers an incident-reporting database under the Cyber 
Incident Reporting for Critical Infrastructure Act of 2022. Initiatives 
like this successfully address challenges that arise in AI such as how 
to coordinate disclosure of a vulnerability to many affected model 
developers and system providers, especially given that issues with AI 
models and systems may generalize across different models (13).

Protect third-party research 
Important information about AI is often siloed within companies that 
develop and deploy the technology, but relevant expertise is more 
widely distributed. Third-party research by independent parties is an 
indispensable form of evidence, given the independence from com-
mercial incentives and, thereby, the greater trust it may confer. To 
conduct research on released AI models and deployed AI systems, 
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t hi r d- p a rt y r e s e a r c h e r s r e q ui r e a c c e s s t o t h e s e t e c h n ol o gi e s. Alt h o u g h 
m o st m aj o r f o u n d ati o n m o d el s a r e a v ail a bl e t o r e s e a r c h e r s i n s o m e 
f o r m, u s u all y t h r o u g h a n A PI ( e. g., O p e n AI’s G P T- 4 o) o r t h r o u g h t h ei r 
w ei g ht s ( e. g., M et a’s Ll a m a 3. 3), c u r r e nt p r a cti c e s t h at g o v e r n a c c e s s 
i n hi bit t hi r d- p a rt y r e s e a r c h. T h e t e r m s of s e r vi c e f o r m a n y l e a di n g 
d e v el o p e r s i n cl u d e cl a u s e s t h at, p ot e nti all y i n a d v e rt e ntl y, s u p p r e s s 
t hi r d- p a rt y r e s e a r c h. F o r e x a m pl e, t o ri g o r o u sl y m e a s u r e mi s u s e ri s k, 
r e s e a r c h e r s oft e n j ail b r e a k a m o d el t o ci r c u m v e nt t h e m o d el’s s af e-
g u a r d t o r ef u s e m ali ci o u s r e q u e st s, w hi c h vi ol at e s st a n d a r d t e r m s of 
s e r vi c e, i n t u r n ri s ki n g pl atf o r m b a n s o r l e g al a cti o n. 

W e r e c o m m e n d t h at p oli c y- m a k e r s c r e at e s hi el d s t o p r ot e ct g o o d-
f ait h t hi r d- p a rt y AI r e s e a r c h. I n M a y 2 0 2 4, 3 5 0 l e a di n g AI r e s e a r c h e r s 
a n d a d v o c at e s si g n e d a n o p e n l ett e r t h at a d v o c at e d f o r a s af e h a r b o r 
t o p r ot e ct s u c h r e s e a r c h (1 4 ). T h e p r o p o s e d s af e h a r b o r d r a w s i n s pi-
r a ti o n f r o m c y b e r s e c u rit y, w h e r e si mil a r s af e h a r b o r p r o vi si o n s e xi st 
at t h e f e d e r al l e v el i n t h e U nit e d St at e s ( 1 5 ). I n g e n e r al, if r e s e a r c h e r s 
f oll o w e st a bli s h e d r ul e s of c o n d u ct a n d r e s p o n si bl y di s cl o s e i s s u e s 
wit h AI t e c h n ol o gi e s t o a d v a n c e t h e p u bli c i nt e r e st, t h e n i n d e m nifi-
c ati o n f r o m l e g al li a bilit y w o ul d c r e at e t h e a p p r o p ri at e i n c e nti v e s t o 
gr o w t h e e vi d e n c e b a s e.

Pri oriti z e w ell- e vi d e n c e d i nt er v e nti o n s
S u c c e s sf ull y miti g ati n g t h e ri s k s of AI r e q uir e s s o ci ot e c h ni c al a p-
p r o a c h e s t h at r e c o g ni z e t h e r ol e of h u m a n s, o r g a ni z ati o n s, a n d t e c h-
n ol o g y i n a d ef e n s e-i n- d e pt h a p p r o a c h. D ef e n s e-i n- d e pt h m e a n s 
l a y e ri n g t e c h ni c al s y st e m-l e v el i nt e r v e nti o n s wit h a b r o a d e r s uit e of 
s o ci et al i nt e r v e nti o n s el s e w h e r e i n t h e s u p pl y c h ai n ( e. g., i n a bi o w e a p-
o n s c o nt e xt, o n e mi g ht f o c u s n ot o nl y o n a n AI s y st e m u s e d t o d e si g n 
a w e a p o n b ut al s o o n v e n d o r s of bi ol o gi c al m at e ri al s n e e d e d t o s y nt h e-
si z e t h e w e a p o n). C riti c all y, f o r diff e r e nt ri s k s, t h e e vi d e n c e r e g a r di n g 
p ot e nti al i nt e r v e nti o n s at s p e cifi c p oi nt s i n t h e s u p pl y c h ai n s h o ul d 
i nf o r m w h e r e p oli c y t a r g et s i nt e r v e nti o n s.

W e r e c o m m e n d t h at p oli c y- m a k er s str e n gt h e n s o ci et al d ef e n s e s, e s-
p e ci all y gi v e n cl e ar e vi d e n c e of u n miti g at e d ri s k e v e n a b s e nt AI c a p a bil-
iti e s. F or m a n y t hr e at v e ct or s s urr o u n di n g m ali ci o u s u s e, AI c a p a biliti e s 
ar e e x pl oit e d a s a n i nt er m e di ar y st e p i n a m or e c o m pl e x pr o c e s s ( e. g., 
s y nt h e si zi n g di si nf or m ati o n t h at i s t h e n di s s e mi n at e d t hr o u g h s o ci al 
m e di a n et w or k s, o bt ai ni n g i nf or m ati o n t h at i s t h e n u s e d t o b uil d bi o-
w e a p o n s). T o a d dr e s s p ot e nti al m ar gi n al ri s k fr o m AI f or t h e s e t hr e at 
v e ct or s, d o w n str e a m i nt er v e nti o n s m a y b e eff e cti v e w hil e al s o r e d u c-
i n g pr e e xi sti n g n o n- AI ri s k f or t h e s a m e t hr e at v e ct or s. F or e x a m pl e, 
pr e v al e nt c y b er s e c urit y pr a cti c e s ar e i n s uffi ci e nt a c c or di n g t o e x p ert s: 
H ar d e ni n g s oft w ar e s y st e m s w o ul d n ot o nl y a d dr e s s t h e s e l o n g- st a n d-
i n g i s s u e s b ut al s o b ett er pr e p ar e s o ci et y f or AI-r el at e d c y b er att a c k s.

Bri d g e fr a g m e nt e d s u b c o m m u niti e s 
C u r r e ntl y , t h e AI c o m m u nit y i s f r a ct u r e d, wit h m a n y di v e r g e nt 
vi e w s o n h o w t o a p p r o a c h ri s k a n d p oli c y. At p r e s e nt, t h e d e g r e e 
of c o n s e n s u s o r t h e l a c k t h e r e of r e m ai n s u n cl e a r f o r m a n y c riti c al 
q u e sti o n s ( e. g., w h at f o r m s of e vi d e n c e a r e c r e di bl e f o r s u p p o rti n g 
t h e cl ai m t h at f r o nti e r m o d el s p o s e m a r gi n al ri s k i n e n a bli n g bi o-
w e a p o n s d e v el o p m e nt ?). F o r gi n g c o n s e n s u s will b e diffi c ult gi v e n 
t h e st ri ki n g di vi d e s i n t h e AI c o m m u nit y o n c o r e i s s u e s ( e. g., t h e 
r at e of t e c h n ol o gi c al p r o g r e s s). Wit h t hi s i n mi n d, t h e t y p e s of d eli b-
e r ati v e p r o c e s s e s t h at f a cilit at e c o n s e n s u s f o r m ati o n a m o n g e x p e rt s 
i n ot h e r m o r e m at u r e p oli c y d o m ai n s, t o o u r k n o wl e d g e, h a v e n ot 
b e e n s y st e m ati c all y e x pl o r e d i n t h e c o nt e xt of AI.

W e r e c o m m e n d t h at p oli c y- m a k e r s c at al y z e t h e f o r m ati o n of s ci-
e ntifi c c o n s e n s u s. S ci e ntifi c c o n s e n s u s, i n cl u di n g o n a r e a s of u n-
c e rt ai nt y o r i m m at u rit y, i s a p o w e rf ul p ri miti v e f o r b ett e r AI p oli c y. 
E xi sti n g eff o rt s s u c h a s t h e p r e vi o u sl y m e nti o n e d I nt e r n ati o n al S ci-
e ntifi c R e p o rt, U N Hi g h-l e v el A d vi s o r y B o d y o n A rtifi ci al I nt elli-
g e n c e ( H L A B- AI), a n d gl o b al n et w o r k of AI S af et y I n stit ut e s a r e k e y 
i niti al st e p s t o b uil d i nt e r n ati o n al c o n s e n s u s. Cl o s e p oli c y- m a k e r –
s ci e nti st p a rt n e r s hi p s c a n a c c el e r at e t hi s p r o c e s s, a n d ot h e r i n d u s-

t ri e s p r o vi d e u s ef ul hi st o ri c al p r e c e d e nt. F o r e x a m pl e, H L A B- AI 
r e c o m m e n d s f o r mi n g a n I nt e r n ati o n al S ci e ntifi c P a n el o n AI, w hi c h 
c o ul d p r e p a r e c o n s e n s u s r e p o rt s a ki n t o t h e eff o rt s of t h e I P C C. Ef-
f o rt s t o f o r m s ci e ntifi c c o n s e n s u s s h o ul d i n c o r p o r at e c o r e p ri n ci pl e s 
i d e ntifi e d i n ot h e r d o m ai n s, n a m el y t h at t h e s e p r o c e s s e s b e s e e n a s 
l e giti m at e wit hi n t h e c o m m u nit y of e x p e rt s (i. e., i n v ol v e t h o s e wit h 
d e m o n st r a bl e e x p e rti s e a n d b e b r o a dl y i n cl u si v e) a n d c r e di bl e t o 
t h e e xt e r n al e c o s y st e m (i. e., i n v ol v e e x p e rt s w h o m ai nt ai n i n d e p e n-
d e n c e f r o m u n d u e c o e r ci o n).

21 S T- C E N T U R Y G R A N D C H A L L E N G E
T o a d v a n c e e vi d e n c e- b a s e d AI p oli c y, t h e e vi d e n c e- g e n er ati n g m e c h a-
ni s m s m u st b e c o m pl e m e nt e d b y eff ort s t o str e n gt h e n t h e u n d erl yi n g 
s ci e ntifi c i n q uir y i nt o AI ri s k s a n d h o w t o s u c c e s sf ull y i d e ntif y a n d miti-
g at e t h e m. F or e x a m pl e, al o n g si d e i m pr o vi n g o ur u n d er st a n di n g of ri s k s 
d u e t o c urr e nt t e c h n ol o g y, w e s h o ul d si m ult a n e o u sl y i n v e st i n l o n g-t er m 
r e s e ar c h t o d e v el o p i n h er e ntl y s af er AI. M or e g e n er all y, w hil e w e f o-
c u s o n p oli ci e s t h at c a n gr o w t h e e vi d e n c e b a s e, f ut ur e w or k s h o ul d 
f o c u s o n t h e r el ati o n s hi p b et w e e n e vi d e n c e a n d a cti o n. If-t h e n pr ot o-
c ol s t h at m a p e vi d e n c e t o p oli c y r e s p o n s e s ar e a d o pt e d i n m a n y m at ur e 
p oli c y d o m ai n s ( e. g., fi s c al p oli c y, cli m at e p oli c y, di s a st er p oli c y). T hi s 
a p pr o a c h c a n all o w p arti e s t h at di s a gr e e a b o ut w h e n s p e cifi c e vi d e n c e 
will m at eri ali z e t o, i n st e a d, pr o d u cti v el y c oll a b or at e o n t h e r e s p o n s e.

T h e eff e cti v e g o v er n a n c e of AI i s a gr a n d c h all e n g e f or t h e 21 st c e n-
t ur y. E vi d e n c e fr o m c urr e ntl y sil o e d di s ci pli n e s i s f o u n d ati o n al t o eff e c-
ti v e g o v er n a n c e, a n d a c c el er ati n g e vi d e n c e b uil di n g i s f o u n d ati o n al t o 
p oli c y t h at e v ol v e s i n c o n c ert wit h t e c h n ol o g y. H o w e v er, w e r e c o g ni z e 
t h at c o al e s ci n g ar o u n d a n e vi d e n c e- b a s e d a p pr o a c h i s o nl y t h e fir st st e p 
i n r e c o n cili n g m a n y c or e t e n si o n s. E xt e n si v e d e b at e i s b ot h h e alt h y a n d 
n e c e s s ar y f or d e m o cr ati c all y l e giti m at e p oli c y- m a ki n g; s u c h d e b at e 
s h o ul d b e gr o u n d e d i n a v ail a bl e e vi d e n c e. 
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s er v e d a s a c o n s ult a nt t o Ai 2; M.- F. C. i s a n a d vi s or y b o ar d m e m b er of t h e St a nf or d I n stit ut e f or 
H u m a n C e nt er e d Artifi ci al I nt elli g e n c e, Vi siti n g S c h ol ar at St a nf or d L a w S c h o ol, a n d a b o ar d 
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Al, Si mil e Al, Ar ell Al, a n d Virt u e Al a n d i s a n a d vi s er t o S n o w cr a s h a n d H u m a nit a s; a n d D. S. i s f o u n d er 
of O a si s L a b s a n d i s at Virt u e Al. T hi s eff ort r e pr e s e nt s s c h ol arl y w or k fr o m e a c h c o ntri b ut or i n 
t h eir p er s o n al c a p a cit y. E a c h a ut h or i s i d e ntifi e d b y t h eir pri m ar y a c a d e mi c i n stit uti o n al affili ati o n, 
t h o u g h s e v er al a ut h or s h ol d a d diti o n al affili ati o n s. I n all c a s e s, t hi s pi e c e s ol el y r efl e ct s t h e vi e w s of 
t h e a ut h or s a n d d o e s n ot r e pr e s e nt t h e p o siti o n s of t h eir affili at e d or g a ni z ati o n s.
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