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ABSTRACT. Let Qd be the d-dimensional hypercube and N = 2d. We prove that the number of (proper) 4-
colorings of Qd is asymptotically

6e2N ,

as was conjectured by Engbers and Galvin in 2012. The proof uses a combination of information theory (entropy)
and isoperimetric ideas originating in work of Sapozhenko in the 1980’s.

1. INTRODUCTION

1.1. Theorem and background. Write Qd for the d-dimensional hypercube. (A few basic definitions are
given at the beginning of Section 2.) We use Cq(G) for the number of q-colorings of a graph G (where, here
and throughout, coloring means proper vertex coloring), and N for 2d.

The purpose of this paper is to prove the following statement, which was conjectured by Engbers and
Galvin [2].

Theorem 1.1. C4(Qd) ∼ 6e2N

(where a ∼ b means a/b→ 1). We will say why this is natural in a moment.

A little background

For q = 3 the result corresponding to Theorem 1.1 was proved by Galvin about fifteen years ago [3]:

Theorem 1.2. C3(Qd) ∼ 6e2N/2.

Galvin’s work was strongly influenced by the pioneering ideas of Sapozhenko, used in his proof [11] of the
following result of Korshunov and Sapozhenko [7], in which i(G) is number of independent sets in G.

Theorem 1.3. i(Qd) ∼ 2
√
e2N/2.

See also the exposition of Sapozhenko’s proof in [4], which is the version we will be referring to in what
follows. The results of both [11] and [3] will again be important here, though, unlike in [3], the parts
of our argument where these appear will simply apply the earlier results without further developing the
machinery of [11].

Meaning and task

In each of the preceding theorems the asymptotic value is an obvious lower bound. We just say (quickly)
how this goes for Theorem 1.1. Let {1, 2, 3, 4} be our set of colors, C the set of (six) ordered equipartitions of
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this set, and F the set of (proper) 4-colorings of Qd. Say f ∈ F agrees with (C,D) ∈ C at v if

fv ∈ C ⇔ v ∈ E .

For given (C,D) and a fixed k, the number of colorings that disagree with (C,D) at precisely k vertices is
asymptotically

(
N
k

)
2N−dk ∼ 2N/k! (the k exceptional vertices—flaws—will typically have disjoint neighbor-

hoods, whose colors are determined by those of the flaws), and summing over choices of (C,D) and k gives
the value in Theorem 1.1.

(See also the more general discussion in [2, Sec. 6.1]; in particular the case q = 4 of their Conjecture 6.2
(recalled here in Conjecture 5.1) is our Theorem 1.1. For q ≥ 5, colorings will typically have many flaws, and
the conjectured asymptotics are for logCq(Qd) rather than Cq(Qd) itself; but see Conjecture 5.2 below.)

In fact for almost every f there is some (C,D) ∈ C with which f agrees on all but a tiny fraction of the
vertices; this special case of Theorem 1.1 of [2] is our point of departure:

Theorem 1.4. There is a fixed α < 2 such that for all but |F|2−Ω(d) f ’s in F there is some (C,D) ∈ C such that

|{v ∈ V : f disagrees with (C,D) at v}| < αd.

For f and (C,D) as in Theorem 1.4, call (C,D) the main phase of f . (So not every f has a main phase, but
the number that do not is negligible.) We then write Xf for the set of vertices that disagree with (C,D) at f
and call such vertices bad (for f ).

Say a coloring (with a main phase) is ideal if any two of its bad vertices are at distance at least 3.
The preceding lower bound discussion extends to say that the number of ideal colorings is less than
6
∑
k

(
N
k

)
2N−dk < 6e2N . So the asymptotic number of ideal colorings is 6e2N and for Theorem 1.1 we

should show that the number of non-ideal colorings is o(2N ), which in view of Theorem 1.4 will follow
if we show that the number of non-ideal colorings with a given main phase (C,D) is o(2N ). (In fact it is
2N−Ω(d)—see following (3)—which with Theorem 1.4 gives a similar value for what’s lost in the “∼” of
Theorem 1.1.)

We may specialize a little further: Let F∗ be the set of non-ideal f ’s having main phase ({1, 2}, {3, 4})
and satisfying

(1) |N(Xf ∩ E)| ≥ |N(Xf ∩ O)|

(where N is neighborhood). Then Theorem 1.1 will follow from

(2) |F∗| = o(2N ),

and the rest of the paper is concerned with proving this.

The actual proof is carried out in Section 4. Section 2 fills in usage notes, then states our main lemma
and shows that it implies (2), and Section 3 recalls relevant machinery, consisting mainly of the results of
Sapozhenko and Galvin mentioned above and (Shannon) entropy. Finally, Section 5 returns to the conjec-
ture of Engbers and Galvin and suggests that in a couple cases something stronger might hold.

The tools named in the preceding paragraph are not unexpected, as both have been important in earlier
work on questions of the present type, but the way they are combined here seems interesting. Specifically,
what’s perhaps most interesting is the use of entropy following application of [11, 3] (see Section 4.3). This
is in contrast to, e.g., the use in [3] of an entropy-based result from [5] as a sort of preprocessing step
(echoed in the role of the entropy-based Theorem 1.2 here). Something similar in spirit—though not in
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implementation—to what we do appears in a recent breakthrough of Peled and Spinka [10] (on colorings
of Zd and related statistical physics models), which partly inspired our approach.

2. SETTING UP

2.1. Definitions and such. As usual, [n] is shorthand for {1, . . . , n}. Recall that the d-dimensional hyper-
cube Qd has vertex set {0, 1}d, with two vertices adjacent iff they differ in exactly one coordinate. Thus
Qd is d-regular and bipartite with (unique) bipartition E ∪ O, where E and O are the sets of even and odd
vertices (the parity of x being the parity of the number of 1’s in x).

For a graph G and disjoint X,Y ⊆ V (G),∇(X,Y ) is the set of edges joining X and Y . We also use N(X)

for the set of neighbors of X (with N({x}) = Nx), N2(X) for N(N(X)) and B(X) for {y : N(y) ⊆ X}. (We
will only use these when G is bipartite with X contained in one side of the bipartition, so e.g. will not need
to worry about whether N(X) can include vertices of X .)

For a graph G and positive integer k, say u, v ∈ V = V (G) are k-linked if there is a path from u to v of
length at most k, and A ⊂ V is k-linked if for any u, v ∈ A, there are vertices u = u0, u1, . . . , ul = v in A such
that ui−1, ui are k-linked for each i ∈ [l]. Then for A ⊆ V the k-components of A are its maximal k-linked
subsets. (So we use “component” for a set of vertices rather than a subgraph.) In what follows we will only
be interested in k = 2, and use iA for the number of 2-components of A. Notice that

distinct 2-components of A have disjoint neighborhoods.

In what follows f will always be a (proper) coloring of Qd. We use fu for the value of f at u and fU for
the restriction of f to U .

We almost always use lower case letters for the cardinalities of the sets denoted by the corresponding upper case
letters (thus a = |A|, â = Â and so on), usually without comment.

We use log for log2. Following a common abuse, we pretend all large numbers are integers, to avoid
cluttering the paper with irrelevant floor and ceiling symbols.

2.2. Main point. For f ∈ F∗, we denote by Af and Âf the unions of (resp.) the nonsingleton and singleton
2-components of Xf ∩ E , and set Gf = N(Af ) and Ĝf = N(Âf ). Set

F∗(g, ĝ) = {f ∈ F∗ : |Gf | = g, |Ĝf | = ĝ}.

The next lemma is almost all of the story.

Lemma 2.1.

2−N |F∗(g, ĝ)| =

2−Ω(d) if g = 0 and ĝ ≤ d2/ log d,

exp[−Ω( g
log d + ĝ

d log ĝ
d )] otherwise.

We close this section with the derivation of (2) from Lemma 2.1. The lemma itself is proved in Section 4,
following the review of preliminaries in Section 3.

Proof of (2). We show

(3) 2−N |F∗| = 2−Ω(d/ log d),
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which a little more care with the bounds in Lemma 2.1 (see the remark following “Al terms” in Section 4.4)
would improve to 2−Ω(d). With

∑∗ running over (g, ĝ) satisfying g 6= 0 or ĝ > d2/ log d, the lemma gives

2−N |F∗| = 2−N
∑∗ |F∗(g, ĝ)|+ (d2/ log d)2−Ω(d);

so we are just interested in the sum, which we may bound by

(4)
d2

log d

∑
g≥d

2−ζg/ log d +

1 +
∑
g≥d

2−ζg/ log d

 ∑
ĝ≥d2/ log d

2−ζ(ĝ/d) log(ĝ/d)

 ,

where ζ > 0 is the implied constant in the second line of Lemma 2.1. (Of course if g is not zero then it is at
least d.)

With x = 2−ζ/ log d, the first sum in (4) is

xd
∑
i≥0

xi = xd/(1− x) = xd ·O(log d) = 2−Ω(d/ log d).

Similarly, with y = 2−ζ log(d/ log d)/d, the last sum in (4) is less than∑
ĝ≥d2/ log d

yĝ = yd
2/ log d/(1− y) = 2−Ω(d).

So we have (3). �

3. TOOLS

3.1. Basic basics. Recall that a composition ofm is a sequence (a1, . . . , as) of positive integers with
∑
ai = m

(the ai’s are the parts of the composition), and that:

Proposition 3.1. The number of compositions of m is 2m−1 and the number with at most b ≤ m/2 parts is∑
i<b

(
m−1
i

)
< exp2[b log(em/b)].

We will use the next lemma in bounding the numbers of certain types of 2-linked sets in Qd. It follows
from the fact (see e.g. [6, p. 396, Ex.11]) that the infinite ∆-branching rooted tree contains precisely(

∆n
n

)
(∆− 1)n+ 1

≤ (e∆)n−1

rooted subtrees with n vertices.

Lemma 3.2. If G is a graph with maximum degree ∆, then the number of n-vertex subsets of V (G) which contain a
fixed vertex and induce a connected subgraph is at most (e∆)n.

Proposition 3.3. For any Y ⊆ E and x, b ∈ P with b ≤ |Y |/2, the number of possibilities for an X ⊆ E with
|X| = x, iX ≤ b and each 2-component of X meeting Y is at most

(5)
(|Y |
b

)
dO(x)

(and similarly with E replaced by O).

Proof. The number of possibilities for the (say ordered, though this overcounts) list of sizes, say x1, . . . , xt,
of the 2-components of X is at most the number of compositions of x, so at most 2x−1 (see Proposition 3.1).
Given this list—so also iX—the number of ways to choose “roots” in Y for the 2-components is at most(|Y |
iX

)
≤
(|Y |
b

)
, and then Lemma 3.2 bounds the number of ways to complete the 2-components by (ed2)

∑
xi =

dO(x), which absorbs the initial 2x−1. �
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3.2. Isoperimetry. As is common in this area, we will need to know a little about isoperimetric behavior of
small subsets of Qd:

Lemma 3.4. For A a subset of E or O and k = do(1),

if a := |A| = dk, then |N(A)| > (1− o(1))(ad/k).

Proof. This is similar to [3, Lemma 6.1]—and a routine application of [8]—so we will be brief, referring to
[3] for some elaboration.

It is of course enough to consider A ⊆ E . By the main theorem of [8] (see [3, Lemma 1.10]) we may
assume A is an even Hamming ball; that is,

(6) B(v, l) ⊆ A ⊆ B(v, l + 2),

for some v and l with l ≡ |v| (mod 2) (where |v| =
∑
vi and, with ρ denoting distance, B(v, r) = {w ∈ E :

ρ(v, w) ≤ r} is the even Hamming ball of radius r about v). We just discuss v ∈ E , in which case we may
assume v = 0.

Elementary calculations show that (assuming a is as in the lemma) the l in (6) is asymptotic to k (since
for l = do(1), |

(
[d]
≤l
)
∩E| = dl−o(l)). It’s then easy to see that each of |N(B(0, l))|, |N(B(0, l+ 2))| is asymptotic

to ad/k, and the lemma follows. �

3.3. Entropy. We next briefly recall relevant entropy background; see e.g. [9] for a less hurried introduction.

Let X,Y be discrete random variables. The binary entropy of X is

H(X) =
∑
x

p(x) log
1

p(x)
,

where p(x) = P(X = x) (and, recall, log is log2). The conditional entropy of X given Y is

(7) H(X|Y ) =
∑
y

p(y)
∑
x

p(x|y) log
1

p(x|y)

(where p(x|y) = P(X = x|Y = y)).

The next lemma lists a few basic properties.

Lemma 3.5.

(a) H(X) ≤ log |Range(X)|, with equality iff X is uniform from its range;

(b) H(X,Y ) = H(X) +H(Y |X);

(c) H(X1, . . . , Xn|Y ) ≤
∑
H(Xi|Y ) (note (X1, . . . , Xn) is a discrete r.v.);

(d) if Z is determined by Y , then H(X|Y ) ≤ H(X|Z).

We also need the following version of Shearer’s Lemma [1]. (This statement is more general than the
original, but is easily extracted from the proof in [1].)

Lemma 3.6. If X = (X1, , . . . , , Xk) is a random vector and α : 2[k] → R+ satisfies

(8)
∑
A3i

αA = 1 ∀i ∈ [k],

then

(9) H(X) ≤
∑
A⊆[k]

αAH(XA),
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where XA = (Xi : i ∈ A).

3.4. Sapozhenko and Galvin. Finally we recall what we need from the aforementioned results of Sapozhenko
and Galvin (adapted to present purposes; see remarks following Lemma 3.9).

For A ⊂ V , the closure of A is [A] = {x ∈ V : N(x) ⊆ N(A)}. Given A (always a subset of E or O), we use
G and B for N(A) and B(A) (:= {y : N(y) ⊆ A}).

Let

(10) G(g) = {A ⊂ E 2-linked : |G| = g}

and

H(g, b) = {A ⊂ E 2-linked : |G| = g, |B| = b}.

The first of our lemmas here is from [11] but, as mentioned earlier, we refer to the more accessible [4,
Lemma 3.1]:

Lemma 3.7. For any γ < 2 and each g ∈ [d4, γd],

|G(g)| ≤ 2g−Ω(g/ log d).

The next lemma was originally a step in the proof of Lemma 3.7, but will also play an independent role
below.

Lemma 3.8 ([4], Lemmas 5.3-5.5). For g as in Lemma 3.7 and G = G(g), there areW =W(g) ⊆ 2E × 2O with

|W| = 2O(g log2 d/d)

and ϕ = ϕg : G → W such that for each A ∈ G, (S, F ) := ϕ(A) satisfies:

(a) S ⊇ [A], F ⊆ G;

(b) dF (u) ≥ d− d/ log d ∀u ∈ S.

Lemma 3.9 ([3], Lemma 7.1). For any γ < 2 and each g, b ≤ γd,

|H(g, b)| < 2d2g−b−Ω(g/ log d).

Remarks. The preceding lemmas are special cases/consequences of the cited results from [3] and [4], with
statements somewhat simplified. In particular we have omitted some parameters for the G(·)’s, e.g. a (:=
|A|) and v (a fixed vertex which A must contain). Dropping these specifications just multiplies bounds by
a (for us) negligible 2d. Also, [4, Lemma 3.1] (the more general version of our Lemma 3.7) assumes a lower
bound on g − a, which in our situation is much less than what follows from Lemma 3.4.
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4. PROOF

4.1. Orientation. We first spend a little time trying to motivate what’s happening below, hoping this makes
the discussion easier to follow. For purposes of comparison we begin with a standardish entropy-based
bound.

Given G ⊆ F∗, set

T (u) = TG(u) = 1
dH(fNu

) +H(fu|f(Nu))

= 1
d [H(f(Nu)) +H(fNu

|f(Nu))] +H(fu|f(Nu)),(11)

where f is uniform from G. (We will use this only with u ∈ O.) Then

log |G| = H(f) = H(fE) +H(fO|fE)

≤ 1

d

∑
u∈O

H(fNu) +
∑
u∈O

H(fu|f(Nu)) =
∑
u∈O

T (u).

Here the first two equalities are given by (a) and (b) of Lemma 3.5 and the inequality by Lemmas 3.6 and
3.5 (c,d), the former with

(12) αS =

{
1/d if S = Nu for some u ∈ O,
0 otherwise.

On the other hand, for each possible value c of f(Nu),

H(fu|f(Nu) = c) ≤ log(4− |c|),

H(fNu
|f(Nu) = c) ≤ d log |c|.

Since log x+ log(4− x) ≤ 2, this bounds 1
dH(fNu

|f(Nu)) +H(fu|f(Nu)) (the main part of (11)) by∑
c P(f(Nu) = c)[ 1

dH(fNu
|f(Nu) = c) +H(fu|f(Nu) = c)] ≤ 2,

yielding

(13) T (u) ≤ 2 +O(1/d)

(since H(f(Nu)) = O(1)).

In particular, applying this with G = F∗ gives the easy bound

(14) log |F∗| ≤ N +O(N/d),

whereas we want log |F∗| < N − ω(1); so what we do below may be thought of as fighting over this
difference. (Note this argument makes no use of the fact that members of F∗ are non-ideal, so can’t give a
bound less than N .)

We now very briefly sketch the actual argument. We think of |F∗| as the number of ways to specify
f ∈ F∗, which we do in two stages. The first of these identifies a “template,” T = Tf , which provides some,
usually incomplete, information on Xf (recall this is the set of vertices that are bad for f ). In fact T will
completely specify Xf ∩ E , but the information on Xf ∩ O will typically be less precise.

The second (“coloring”) stage then treats possibilities for f given T . Thus we restrict to a set G of f ’s
satisfying Tf = T , usually with some “cheap” part of f also specified, and return to the entropy approach
leading to (14). The hope—and basic idea of the proof—is that what we save in the above argument by
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E
Q̄ Q̂ Q A Â

OP̄ P̂ P G Ĝ

FIGURE 1.

exploiting information from the template recovers (more exactly, more than recovers) what we’ve paid for
said information.

In what follows we usually speak in terms of the cost of a choice, meaning the log of the number of
possibilities for that choice, which we think of as the number of bits “paid” for the desired information.

4.2. Templates. A template will consist of two parts, the first specifying Xf ∩ E and the second corre-
sponding to, but not necessarily precisely identifying, the portion of Xf ∩ O not adjacent to Xf ∩ E . (For
perspective we note that the asymmetry between E and O corresponds to (1) in the definition of F∗, an
assumption we will use frequently below.)

Names for the sets involved will now be helpful; for a particular f we use the following notation, with
dependence on f suppressed (so X = Xf , Ai = Ai(f) and so on).

Ai’s: non-singleton 2-components of X ∩ E ;

Âi’s: singleton 2-components of X ∩ E ;

Gi = N(Ai), Ĝi = N(Âi);

A = ∪Ai and similarly for Â, G and Ĝ (as in the passage preceding Lemma 2.1);

R = O \ (G ∪ Ĝ);

Pi’s: 2-components of X ∩Rmeeting N2(G ∪ Ĝ);

P̄i’s: non-singleton 2-components of X ∩R not meeting N2(G ∪ Ĝ);

P̂i’s: singleton 2-components of X ∩R not in N2(G ∪ Ĝ);

Qi = N(Pi), Q̄i = N(P̄i) and Q̂i = N(P̂i);

P = ∪Pi, Q = ∪Qi etc.

(See figure 1.) Note that the vertices of Q ∪ Q̄ ∪ Q̂, not being in A ∪ Â, are all good, while the template does
not usually distinguish good and bad vertices of G∪ Ĝ. (The one exception to this is in the treatment of the
special case (15) in Section 4.5.) Note also that the Gi’s and Ĝi’s are pairwise disjoint and similarly for the
Qi’s, Q̄i’s and Q̂i’s.

Treatment of the contributions (to our overall cost) of the above pieces will depend on their sizes, neces-
sitating some further decomposition, as follows. (Recall ai = |Ai| and so on.) Say

Ai is

{
small if gi < exp2[log3 d] and
large otherwise,
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and similarly for P̄i and Pi. Let As, Al be the unions of the small and large Ai’s (resp.) and extend this
notation in the natural ways; thus Gs = N(As), P l is the union of the large Pi’s and so on. We also set
b = |B(Al)| (see Section 3.4).

Remark. The choice exp2[log3 d] is not delicate. The most serious constraint is in the discussion of (38), where
we use ql = dω(log d). The other cutoffs could be smaller—we mainly need them to support application of
Lemmas 3.7-3.9—but for simplicity we use one value for all.

Note that in proving Lemma 2.1 we are given g and ĝ. Analysis in Sections 4.4 and 4.5 will vary depend-
ing on these, but for now the discussion is general. It will be convenient to set g = g + ĝ.

Before proceeding, we set aside the easy (but important) special case in which

(15) a = p̄ = p = 0 and ĝ ≤ d2/ log d.

This will be handled in Section 4.5, and until then we restrict to f ’s that are not of this type.

It will be helpful to have specified the sizes of some of the other sets above, namely

as (= |As|), gs, p, q, p̄, q̄, p̂, iAs , iP̄ s , iP s , b,

which we may do at an (eventually negligible) cost of

(16) O(log g).

(Most of these could be skipped, but it’s easier to pay the above negligible cost up front than to waste time
on this issue.)

We begin with costs associated with the non-large sets above. These choices are mostly treated as if made
autonomously; that is, without trying to exploit proximity or non-proximity of different pieces. The one
exception is in the cost of P s, where we sometimes save substantially by choosing initial vertices for the
2-components from N2(G ∪ Ĝ) rather than all of O.

Claim 4.1. The costs of identifying Â,As,P̂ ,P̄ s and P s are bounded by:

[Â] log
(
N/2
â

)
≤ ĝ − Ω((ĝ/d)) log(ĝ/d)) (using ĝ = âd);

[As] iAs(d− 1) +O(as log d);

[P̂ ] log
(
N/2
p̂

)
≤ p̂d = q̂;

[P̄ s] iP̄ s(d− 1) +O(p̄s log d);

[P s] iP s log(egd2/iP s) +O(ps log d).

Proof. The first and third of these are trivial and the others are instances of Proposition 3.3, with some
relaxation of bounds. We use Y = O (|Y | = N/2) for all but [P s], where, as mentioned above, we save
significantly by taking Y = N2(G ∪ Ĝ). �

For larger pieces we have the following bounds, which, in contrast to the elementary Claim 4.1, depend
on the sophisticated results of Section 3.4.

Lemmas 3.9 and 3.7 bound the costs of Al and Q̄l by

(17) gl − b− Ω(gl/ log d)
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E
Ql A∪Â

OP l G∪Ĝ

S

F

FIGURE 2. S and F

and

(18) q̄l − Ω(q̄l/ log d).

(E.g. for (17): we first payO(gl log d/d) for the list of gi’s and (with the obvious meaning) bi’s corresponding
to large Ai’s (the cost bound given by Proposition 3.1, using iAl < gl/d), and then apply Lemma 3.9 to the
pieces, absorbing the initial O(gl log d/d) and the 2d from the lemma in the “Ω” term of (17).)

For P l, perhaps the most interesting part of this story, the cost of full specification turns out to be more
than we can afford, and we retreat to the approximations of Lemma 3.8. (As mentioned earlier, Lemma 3.8
was originally a step in the proof of Lemma 3.7; so its present appearance in a non-auxiliary role seems
interesting.)

Here again we pay an initial

(19) O(ql log d/d)

for (qi : i ∈ I), where I indexes the large Pi’s. Then for i ∈ I we slightly modify the output of Lemma 3.8
(applied here with the roles of E and O reversed), letting (S′i, Fi) = ϕi(Pi) ∈ Wi, with ϕi = ϕqi and
Wi = W(qi) as in the lemma, and setting Si = S′i \ (G ∪ G′) (see Figure 2). Note (Si, Fi) still enjoys the
properties the lemma promised for (S′i, Fi); that is,

(20) Si ⊇ [Pi], Fi ⊆ Qi,

(21) dFi
(u) ≥ d− d/ log d ∀u ∈ Si.

(The only thing to observe here—used for the first part of (20)—is that [Pi] ∩ (G ∪ Ĝ) = ∅ follows from
N(Pi)∩ (A∪ Â) = ∅. Incidentally, S ⊇ Pi in (20) would be enough for our purposes.) Note also that the Si’s
are pairwise disjoint (by (21) since the second part of (20) implies the Fi’s are pairwise disjoint) and that,
with S = ∪Si, F = ∪Fi,

(22) S ∩ (G ∪ Ĝ) = ∅ = F ∩ (Q̄ ∪ Q̂ ∪Qs).

Lemma 3.8 bounds the cost of specifying the (Si, Fi)’s by

(23) O(ql log2 d/d),

which absorbs the decomposition cost (19).

This completes the template stage (apart from the treatment of (15)). Formally—but we won’t actually
use this—we could say that T = Tf is (A, Â, P̄ , P̂ , P s, S, F ). (Note A determines As, Al and similarly for
P̄ .)
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4.3. Colors. First notice that each P̄i, Q̄i, P̂i, Q̂i, P si , Qsi (these being, of course, the 2-components of P s and
Qs) and Fi is monochromatic. (The general observation is: if Z is a 2-linked subset of O or E , all vertices of
Z are bad and all vertices of N(Z) are good, then each of Z, N(Z) is monochromatic (and the color for Z
determines the color for N(Z)).)

So we begin by paying

(24) iP + iP̄ + p̂

to specify the colors of these sets. (These are the “cheap” color choices mentioned earlier.) We then restrict
our discussion to the set G of f ’s agreeing with these specifications (and the specified T ).

For appraising the cost of identifying a member of G, we refine the discussion leading to (14). To begin,
we will in each instance consider T (u) (defined in (11)) only for the u’s in some subset, say U , of O, with
the rest of α (as in Lemma 3.6; cf. (12)) supported on singletons. (We use u and v for vertices of O and E
respectively.) Thus we use

(25) H(f) ≤
∑
u∈U

T (u) +
∑

u∈O\U

H(fu|f(Nu)) +
∑
v∈E

(1− dU (v)/d)H(fv).

As noted earlier, T includes specification of Xf ∩ E , so we know which vertices of E are bad for f . A
key ingredient in evaluating the first term in (25) is then the following variant of (13), in which—just to
point out that this doesn’t require uniform distribution—Tµ(u) is the natural generalization of TG(u) to the
probability distribution µ.

Proposition 4.2. If X ∪ Y is a partition of Nu with X,Y 6= ∅, and f is chosen from some probability distribution µ
on the set of colorings for which X is entirely good and Y entirely bad, then

(26) Tµ(u) ≤ 1 +O(1/d).

Proof. This is similar to the derivation of (13). Notice that |f(Nu)|must be either 2 or 3 (it is at least 2 by our
assumption on X,Y and at most 3 since f(Nu) 63 fu), and that

f(Nu) determines

{
fNu

if |f(Nu)| = 2,
fu if |f(Nu)| = 3,

so that H(fNu |f(Nu) = c) = 0 if |c| = 2 and H(fu|f(Nu) = c) = 0 if |c| = 3. Moreover,

H(fu|f(Nu) = c) ≤ 1 if |c| = 2,

H(fNu |f(Nu) = c) ≤ d if |c| = 3

(the d could be replaced by max{|X|, |Y |}).

Thus 1
dH(fNu

|f(Nu)) +H(fu|f(Nu)) (the main part of (11)) is∑
c P(f(Nu) = c)[ 1

dH(fNu
|f(Nu) = c) +H(fu|f(Nu) = c)] ≤ 1,

and Proposition 4.2 follows since H(f(Nu)) = O(1). �

Of course knowing Xf ∩ E also bounds the last sum in (25) by∑
v∈E

(1− dU (v)/d) = N/2− |U|,
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which in cases where G specifies some of the fv’s, say those in V ⊆ E , improves to

(27) N/2− |U| −
∑
v∈V

(1− dU (v)/d) = N/2− |U| − |∇(V ,O \ U)|/d.

So we will be evaluating (25) using (26) and (27) (with a small assist from (13)). From this point we take

U = G ∪ Ĝ and V = Q̄ ∪ Q̂ ∪Qs ∪ F

(so also O \ U = R; recall colors for V were specified at (24)). We then have the following bounds for the
three sums in (25).

The combination of (13) and (26) bounds the first by

(28) g + b+ ĝ +O(g/d)

(using (13) for u ∈ B and (26) for the rest).

We next claim that the second is at most

(29) s log 3 +N/2− (g + ĝ + s) = N/2− (g + ĝ) + s(log 3− 1)

(where s = |S|). Here we use S ∩ (G ∪ Ĝ) = ∅ (see (22)) and

H(fu|f(Nu)) ≤ H(fu) ≤

{
1 if u ∈ O \ (G ∪ Ĝ ∪ S),
log 3 if u ∈ S.

The second bound is trivial. For the first notice that we actually know fu if u ∈ P̄ ∪ P̂ ∪P s and in other cases
know u is good (using P l ⊆ S).

Finally, the last term in (25) is at most N/2− |U| − |∇(V ,R)|/d (see (27)), which we rewrite as

(30) N/2− (g + ĝ)− [q̄ + q̂ + |∇(Qs,R)|/d+ |∇(F,R)|/d]

(using N(Q̄ ∪ Q̂) ⊆ R and F ∩ (Q̄ ∪ Q̂ ∪Qs) = ∅ (see (22))).

4.4. In sum. It remains to check that the above cost bounds give Lemma 2.1 (in cases not covered by (15)).
We are now playing the game mentioned near the end of Section 4.1, in which we try to balance costs from
the template stage against what we have gained (relative to (14)) in the coloring stage (and need to come
out slightly ahead).

The bounds are: from the template stage, (16) and the more serious bounds in Claim 4.1, (17), (18) and
(23); and from the coloring stage, the minor (24) and the non-minor (28)-(30). We will recall the template
bounds as we come to them. The total cost from the coloring stage is bounded by

(31) N + b− (g + ĝ) + s(log 3− 1)− (q̄ + q̂)− |∇(Qs ∪ F,R)|/d+O(g/d),

gotten by summing (28)-(30) and absorbing (24) in the O(g/d).

Note that both theO(g/d) in (31) and theO(log g) in (16) are negligible relative to the bounds in Lemma 2.1.
(The comparison is least drastic when g = 0 and ĝ is not much more than d2/ log d.) So we may safely ignore
these terms and in particular, rearranging and slightly expanding, replace (31) by

(32) N − ĝ − q̂ − gs − gl + b− q̄s − q̄l + s(log 3− 1)− |∇(Qs ∪ F,R)|/d.
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The initial N will of course cancel the 2−N in Lemma 2.1, and we want to show that the combination of
the remaining terms in (32) and the template costs produces the savings the lemma promises. We consider
terms in groups of two or three corresponding to the different constituents of the template, following the
order in (32), with the expressions in curly brackets below representing template costs and those immedi-
ately following them taken from (32) (and the right hand sides the bounds we will use). We first collect all
these bounds and then take stock.

Â terms: {ĝ − Ω((ĝ/d)) log(ĝ/d))} − ĝ = −Ω((ĝ/d)) log(ĝ/d))

P̂ terms: {q̂} − q̂ = 0

As terms: {iAs(d− 1) +O(as log d)} − gs ≤ −(1/2− o(1))gs

(since gs ≥ max{2iAs(d− 1),Ω(asd/ log2 d)}, the second bound by Lemma 3.4)

Al terms: {gl − b− Ω(gl/ log d)} − gl + b = −Ω(gl/ log d)

Remark. Using the last two bounds, we could replace the second bound in Lemma 2.1 by exp[−Ω(gs +

gl/ log d+ (ĝ/d) log(ĝ/d))] and the bound in (3) by 2−Ω(d).

P̄ s terms: {iP̄ s(d− 1) +O(p̄s log d)} − q̄s ≤ −(1/2− o(1))q̄s

(as for the As terms).

P̄ l terms: {q̄l − Ω(q̄l/ log d)} − q̄l ≤ 0

The P terms require a little more care. Here we will sometimes incur a small loss—that is, a positive
contribution—but can live with this provided these losses are negligible relative to

(33) gmin{d−1 log(g/d), (log d)−1}

since our current gain from Â, As and Al is at least of this order. Recall from (30) that the last term in (32) is
the same as [|∇(Qs,R)|+ |∇(F,R)|]/d.

P s terms:

(34) {iP s log(egd2/iP s) +O(ps log d)} − |∇(Qs,R)|/d.

Lemma 3.4 and the definition of “small” give

(35) qs > (1− o(1))psd/ log2 d.

Set k = logd q
s and suppose first that k = do(1). Then Lemma 3.4 gives |N(Qs)| = Ω(qsd/k), implying that

either

(36) qs = O(gk/d)

or

(37) |∇(Qs,R)| ≥ |N(Qs)| − |U| = Ω(qsd/k).

But if (36) holds then iP s ≤ qs/d and (35) imply that the positive terms in (34) are negligible relative to (33).
(Note this uses the fact that x log(A/x) is increasing on (0, A/e].) If, on the other hand, (36) does not hold
then by (37) those positive terms are dominated by the negative term.
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If k is larger, then g ≥ qs implies that the first and second terms in (34) are (respectively) O((g/d) log d)

and (again using (35)) O((g/d) log3 d), both of which are dwarfed by the expression in (33).

P l terms:

(38) {O(ql log2 d/d)}+ s(log 3− 1)− |∇(F,R)|/d

Assuming ql 6= 0, we have g ≥ ql ≥ exp2[log3 d], so the first term in (38) is negligible relative to (33). On the
other hand, (21) and S ∩ U = ∅ (see (22)) give

|∇(F,R)|/d ≥ |∇(F, S)|/d ≥ (1− 1/ log d)s,

so the sum of the last two terms in (38) is at most −(2− log 3− 1/ log d)s.

Summary. In the second case of Lemma 2.1, the above gains from A and Â give the promised bound (or the
stronger −Ω(gs + gl/ log d+ (ĝ/d) log(ĝ/d)) mentioned earlier).

If we are in the first case, the desired gain comes from P̄ s and/or P s (at least one of which must be
nonempty since we assume (15) does not hold; note g ≤ d2/ log d implies P̄ l = P l = ∅). If P̄ s 6= ∅ then the
gain is at least (1/2− o(1))q̄s = Ω(d). If P s 6= ∅, then we note that (36) is impossible, since g ≤ d2/ log d and
qs > d; so (37) holds and we gain Ω(qsd/k) = Ω(d).

4.5. Finally. We return to the exceptional case (15), which we recall:

(39) a = p̄ = p = 0 and ĝ ≤ d2/ log d.

Notice that if the first part of this holds then we must have

X ∩ Ĝ 6= ∅

(where X = Xf ), since otherwise f is not ideal (so is not in F∗). So it is enough to show that for each
x ∈ [1, ĝ], the number of possibilities for f ∈ F∗ satisfying (39) and |Xf ∩ Ĝ| = x is (suitably) small.

To begin (given x) we pay

(40) log
(
N/2
â

)
+ log(ĝ/d) + log

(
N/2
p̂

)
+ log

(
ĝ
x

)
< ĝ + q̂ +O(x log d)

for Â, p̂, P̂ and X ∩ Ĝ. We then assign colors to Â∪ (X ∩ Ĝ)∪ P̂ , noting that these determine the restriction
of f to Ĝ ∪ N(X ∩ Ĝ) ∪ Q̂ (since u ∈ Ĝ \ X is colored by whichever of 3, 4 is not assigned to its neighbor
in Â, and similarly for v ∈ (N(X ∩ Ĝ) \ Â) ∪ Q̂). Thus, since vertices whose colors are not determined by
these choices are good, the total coloring cost is at most

â+ x+ p̂+N − [ĝ + |N(X ∩ Ĝ)|+ q̂] = N − [ĝ + q̂ + Ω(xd)].

(For the r.h.s. note that N(X ∩ Ĝ) ∩ Q̂ = ∅ (by the definition of P̂ ) and that the bound on ĝ in (39) implies
|N(X ∩ Ĝ)| = Ω(xd) (by Lemma 3.4) and (p̂ ≤) â ≤ d/ log d.) Finally, combining with (40) and summing
bounds the number of f ’s satisfying (39) by∑

x≥1 2N−Ω(xd) = 2N−Ω(d).
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5. MORE COLORS

As mentioned in Section 1, the conjecture of Engbers and Galvin applies to a general (fixed) q, but for
q > 4 predicts less than the actual asymptotics of Cq(Qd). Here we just want to observe that for q ∈ {5, 6},
one may again hope for something like Theorem 1.1. We first recall the original conjecture:

Conjecture 5.1. [[2], Conj. 6.2] For each fixed q,

(41) Cq(Qd) = (1 + 1{q odd})
(

q
bq/2c

)
(bq/2cdq/2e)N/2 exp[(1 + o(1))f(q)]

as d→∞, where

f(q) = dq/2e
2bq/2c

(
2− 2

dq/2e

)d
+ bq/2c

2dq/2e

(
2− 2

bq/2c

)d
.

(In particular when q ∈ {3, 4}, f(q) = 1 and (41) becomes Theorems 1.2 and 1.1.) The first two factors on the
r.h.s. of (41) correspond to a choice of main phase and the third to ”pure” colorings (those without flaws)
with a given main phase.

The final exponential corresponds to the ”isolated” flaws—those at distance at least three from other
flaws—admissible in ideal colorings. For simplicity we say this just for even q (where f(q) = (2 − 4/q)d).
Here, for a given main phase the number of ideal colorings with exactly k flaws is at most(

N
k

) (
q
2

)N−dk ( q
2 − 1

)dk
<
(
q
2

)N 1
k!

[
2d
(

1− 2
q

)d]k
=
(
q
2

)N
f(q)k/k!

Thus the r.h.s. of (41)—even without the ”o(1)”—is an upper bound on the number of ideal colorings, and
Conjecture 5.1 says that, for any (fixed) q, this value is not so far from the overall number of colorings.

When q ≤ 6 (that is, when f(q)�
√
N ), the r.h.s. of (41) without the o(1) is asymptotic to the number of

ideal colorings. We believe that here, as in Theorem 1.1, the number of non-ideal colorings is minor:

Conjecture 5.2. For q ∈ {5, 6},

Cq(Qd) ∼ (1 + 1{q odd})
(

q
bq/2c

)
(bq/2cdq/2e)N/2 exp[f(q)]

as d→∞.

(For larger q, the expression in (41)—now with the o(1), which as usual can be negative—is a lower bound
on the number of ideal colorings, so also on Cq(Qd). In these cases we suspect that a negative o(1) is the
truth.)
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