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EXISTENCE AND HIGHER REGULARITY OF STATISTICALLY STEADY STATES
FOR THE STOCHASTIC COLEMAN-GURTIN EQUATION

NATHAN E. GLATT-HOLTZ', VINCENT R. MARTINEZ? AND HUNG D. NGUYEN?®

ABSTRACT. We study a class of semi-linear differential Volterra equations with polynomial-type potentials
that incorporates the effects of memory while being subjected to random perturbations via an additive
Gaussian noise. We show that for a broad class of non-linear potentials, the system always admits invariant
probability measures. However, the presence of memory effects precludes access to compactness in a typical
fashion. In this paper, this obstacle is overcome by introducing functional spaces adapted to the memory
kernels, thereby allowing one to recover compactness. Under the assumption of sufficiently smooth noise,
it is then shown that the statistically stationary states possess higher-order regularity properties dictated
by the structure of the nonlinearity. This is established through a control argument that asymptotically
transfers regularity onto the solution by exploiting the underlying Lyapunov structure of the system in a
novel way.

1. INTRODUCTION

Let © C R¢ be a bounded open domain with smooth boundary, where d > 1. We are interested in the
following semilinear stochastic Volterra equation, which is written in non-dimensional variables:

du(t) = kAu(t)dt + (1 — k) /OOOK(S)Au(t — s)dsdt + p(u(t))dt + Qdw(t), @)

u(t)‘ao =0, u|(—oo,0} = Up-

This equation was introduced to describe the evolution of a scalar field u(t) = u(t,z) : [0,00) x O —
R, such as heat, in a viscoelastic medium. On the right-hand side of (1.1), ¢ : R — R represents
the potential, typically given as a polynomial nonlinearity that satisfies certain dissipative conditions,
Qdw(t) is a Gaussian process which is delta correlated (white) in time and whose spatial correlation
is characterized by the operator @, x € (0,1) defines the relative contribution of memory terms, and
K : Rt — RT, where RT™ = [0,00), denotes a memory kernel, which regulates the extent to which the
past can affect the present; it is assumed to be a smooth function of exponential-type that satisfies

K'+ 6K <0, (1.2)

for some constant § > 0.

In the absence of stochastic forcing, that is, when @@ = 0, there are many works investigating the
large-time behavior of (1.1) by means of deterministic global attractors [16, 17, 24, 25]. On the other
hand, when noise is present, the theory of random attractors was investigated in the works [10, 11].
Notably, the results in [16, 17] establish that the Hausdorff dimension of the global attractor is dictated
by the smoothness of the nonlinearity. In contrast, the investigation of the statistically steady states
of the stochastic system (1.1), as represented by the invariant probability measures corresponding to
the Markovian dynamics of its history-augmented system (see (2.14)), seemed to receive less attention.
Recently, in [32], under the assumption that the system is directly excited by random forcing on a
sufficiently large subspace of the component of phase space corresponding only to the temperature of
the history-augmented system, stationary solutions of (1.1) are shown to be good approximations of the
stationary solutions of the corresponding stochastic nonlinear heat equation, that is, without memory.
However, in the absence of a condition on the number of directions which are directly forced, the issue



of the existence of statistically steady states nevertheless remains a challenge, owing to the hyperbolic
nature of system’s capacity to retain past information.

The main goal of the work is thus two-fold. First, within a broad class of nonlinear potentials, we
demonstrate that the system always admits invariant probability measures. Secondly, we seek to establish
a relation between the support of the invariant measures and the regularities of the noise and nonlinear
potentials. In what follows, we provide a detailed overview of the main mathematical results of the article.

1.1. Overview of the main results. We note that the process u(t) governed by (1.1) is not Markovian
owing to the presence of memory effects. It is therefore not clear what is meant by an invariant probability
measure for the system (1.1) at this stage. In order to make sense of statistically steady states, we augment
the original process by an auxiliary variable such that Markovianity is recovered. This framework was
originally introduced in [19] in the study of long-time behavior of a viscoelastic system and later exploited
in [17] for studying singular limits of systems with memory. The main idea is to introduce a “history
variable”, n(t,s) that is subsequently appended to the original process, u(t), to form a joint process
(u(t),n(t,s)) that is Markovian in an extended phase space. More precisely, we introduce the integrated
past history of u(t) defined by

n(t,s) = /8 u(t —r)dr, s,t>0. (1.3)
Observe that 7 satisfies the following inhomogoeneous transport equation
On(t,s) = —0sn(t, s) + u(?).
To see the role of 7 in (1.1), set
u(s) == —K'(s). (1.4)

Upon integrating by parts with respect to s in the memory term appearing in (1.1), then invoking (1.3),
one obtains

/OOK(S)Au(t —s)ds = /Oo,u(s)An(t, s)ds. (1.5)
0 0

This allows one to rewrite (1.1) as the following extended system, whose dynamics are now Markovian:

o0

du(t) = kAu(t)dt + (1 — k) /0 p(s)An(t, s)dsdt + p(u(t))dt + Qdw(t),
In(t,s) = —0sn(t, s) + u(t), (1.6)
u(t)‘ao =0, n(t s)oo =0,
u(0) =ug in O,  n(0;5) = 10(s).
The precise details of the phase space for the extended variable (u,n) are provided in Section 2.1.
The main result of the paper is the existence of invariant probability measures associated to the

extended system (1.6) and the property that their supports belong to spaces of regularity stronger than
that of the natural phase space of the system.

Theorem 1.1. Suppose that K satisfies (1.2), that the noise has a sufficiently smooth spatial correlation
structure, and that ¢ grows at most algebraically, that is, ¢ satisfies

lo(z)| < clzlP +C,  for all x € R,

for some positive constants c¢,C,p. Then under certain dissipativity conditions on @, the extended system
(1.6) possesses at least one invariant probability measure v. Furthermore, when d < 3 and p < 5, the
support of any invariant probability measure v consists of functions as smooth as ¢ and Q allow.

We emphasize that invariance refers to the invariance of v with respect to the Markov semigroup
associated to extended system (1.6). We refer the reader to Theorem 2.4 and Theorem 2.5 for the more
precise version of Theorem 1.1. We note that the conditions imposed on the potential, ¢, in Theorem



1.1 apply to a broad class of polynomial nonlinearities, one of which is the well-known Allen-Cahn cubic
potential, p(x) = z — 3.

1.2. Previous related literature and methodology of proofs. Stochastic differential equations with
memory were studied as early as the seminal work [36]. Since then, there have been many works concerning
the theory of well-posedness for infinite-dimensional systems with memory such as [4, 5, 6, 8, 9, 13, 14].
The existence of statistically steady states in this context was addressed for several systems, such as the
stochastic Volterra equations [15], the Navier-Stokes equation [22], and the Ginzburg-Landau equation
[21], while the issue of uniqueness was studied in [3, 7, 21, 22, 31, 35]. Particularly, in the work of [7] and
[45], ergodicity of a reaction-diffusion equation with memory effects similar to (1.1) was investigated. The
notable difference between the system considered there (see [7, Equation (1.1)]) from the one considered
in the current article is the presence, in [7, Equation (1.1)], of a negative convolution integral and a
smallness assumption that imposes that the maximum amplitude of K be dominated by the viscous drag
coefficient; in our notation, this corresponds to replacing +(1 — k) K (s) with —(1 — k) K (s) and assuming
K (t) < 1%, respectively. By employing an approach from [23, 43], the system considered in [7, 45] could
then be rewritten as an abstract Cauchy system similar to (1.6) on product spaces. It was further shown
that the system possessed unique ergodicity and that it was strongly mixing. In a companion paper [32]
to the present article, the large-time behavior and singular limit of the system (1.6) was investigated. It
was shown there that under the assumption that the noise excited sufficiently many directions in phase
space [32, Condition Q3], (1.6) admitted exactly one invariant probability measure and that the system
was exponentially mixing. It is important to point out that such a hypothesis is not assumed here for
the purpose of establishing existence of invariant probability measures. Hence, the results of this article
are complementary to those obtained in [32]. In fact, for a very general set of conditions on the noise,
we will demonstrate that (1.6) always admits invariant probability measures whose supports consist of
functions with smoothness intimately related to that of the stochastic forcing and the potential present
in the system.

Turning to (1.1), the extended phase space approach for studying (1.1) as manifested in the system (1.6)
was introduced in the work [19] and later popularized for many partial differential equations (PDEs)
[16, 17, 25, 24] as well as stochastic PDEs (SPDEs) [10, 11, 40, 41, 42, 50, 51]. Such a Markovian
approach can also be found in SDEs, e.g., in Langevin dynamics with memory [31, 46, 48]. As mentioned
n [32], the advantage of this method is that one may rewrite the noiseless counterpart of (1.6) as an
autonomous system of evolution equations on product spaces (see (2.14) below). In turn, this provides
one access to the classical Markovian framework to study statistically invariant structures of (1.6). On
the other hand, the analytic trade-off in introducing the history variable, 7, can be found in the hyperbolic
structure of its governing evolution equation, which subsequently precludes access to compactness in the
traditional way. We show that we can nevertheless overcome this difficulty by establishing sufficient
regularity of the solution in the proper functional setting.

A crucial property that is leveraged in this article, as well as in many others [7, 14, 32, 46, 48], is
the assumption that the memory kernel decays exponentially into the past (see (1.2) and (M1)). For
stochastic equations with memory decaying non-exponentially, e.g., sub—exponential or power-law, we
refer the reader to [2, 20, 31, 44]. We emphasize that in the regime of exponential-type memory kernels
that are considered in this article, the results we establish are able to accommodate a wider class of
nonlinear potentials ¢ with minimal growth conditions, and are compatible with results regarding their
deterministic counterpart.

Recall that the main result of the paper is to establish the existence and regularity of invariant prob-
ability measures of (1.6) (see Theorem 1.1). In particular, we show that the system (1.6) admits at least
one invariant probability measure v. Furthermore, in spatial dimensions physical dimensions d < 3, we
show these invariant probabilities are in fact supported in spaces of higher regularity relative to that of
the phase space. The strategy that we employ for establishing existence is the classical Krylov-Bogoliubov
procedure, which invokes tightness for a sequence of time-average measures. However, as mentioned in



the preceding paragraph, due to the lack of compactness from the memory variables, we resort to the
techniques developed [16, 17] to effectively recover it.

On the other hand, the regularity of the invariant probabilities is established through a series of
bootstrap arguments that carefully exploits the smoothing property of solutions inherent to the system,
coupled with a control strategy, originally introduced in [27] and developed further in [45], which asymp-
totically guides solutions towards a region of phase space whose spatial regularity is regulated by the
spatial regularity possessed by the external driving forces. The bootstrap argument furnishes higher-
order moment bounds by leveraging control over lower-order moment bounds. This manifests explicitly
in our analysis by establishing a recursive relation on Lyapunov-type functionals corresponding to higher
Sobolev-type norms in terms of those corresponding to lower-order Sobolev-type norms. The rough idea
behind the control argument, on the other hand, is as follows: denote an invariant probability measure of
(1.6) by v* and the “controlled process” by (u,7). Let |- | denote the norm of the extended phase space
and ||-|| denote a stronger norm of a subspace of the extended phase space. Suppose that the controlled
process (u, 1), with smooth initial value (ug, 7o), possesses time-uniform bounds in expectation with re-
spect to the stronger norm ||- ||, and moreover, has the property that (u,7n) asymptotically converges to
(u,n) with respect to the weaker norm |- |, in expectation, for any initial data. Lastly, let Py denote the
N-dimensional Galerkin projection. Then, proceeding heuristically, by invariance of v* one may argue

/ |(Pyuo, Pamo)||du’ = / E||(Pau(t; o), Pyn(t; o) |d”
< Cw / E| (ult; uo) — A(t; Go), n(t, 10) — 7(t; )| do

" / E||(@(t; @), At o)) | it

The first integral converges to 0 as t — oo, while the second integral is bounded uniformly in time. Since
one may always choose t accordingly to /N, one obtains

Sl]ifp/ |(Pnuo, Pnmo)l|dvt < oo,

from which one may then deduce that v* is supported in the smoother subspace. We explicitly construct
a control with the above properties in Section 5 below. The key idea is introduce a control which enforces
convergence in the phase space, but also retains the Lyapunov structure of the original system. Ultimately,
the control we introduce is an affine perturbation of the original system that enforces convergence only on
a sufficiently large finite-dimensional subspace. Thus, our control strategy is designed in such a way that
it effectively transfers the regularity of the controlled process to the solution in the time-asymptotic limit.
From this perspective, the regularity result of the current article can also be considered as a stochastic
analogue of results in deterministic settings regarding the regularity of the global attractor [9]. These
results are stated precisely in Theorem 2.4 and Theorem 2.5 below. Their proofs are provided in Section
4 and Section 5, respectively.

1.3. Organization of the paper. The rest of the paper is organized as follows: in Section 2, we review
the precise functional setting that we work in. Particularly, we will formulate (1.6) as an abstract Cauchy
problem (2.14) on an appropriate product space. We also identify the main assumptions that we make
on the memory, the nonlinear potentials and the noise structure. Then, we state our main results in this
section, including Theorem 2.4 on the existence and Theorem 2.5 on the regularity of invariant probability
measures. In Section 3, we perform a priori moment bounds on the solutions that ultimately ensures the
existence and regularity of the invariant probability measures. In Section 4 and Section 5, respectively,
we prove the main results of the paper, regarding the existence and regularity of an invariant probability.
The paper concludes with two appendices, Section A and Section B. In Section A, we supply the details
for the construction of unique pathwise solutions via the standard Galerkin approximation to (1.6) while



in Section B, we collect several technical auxiliary results that are invoked in proving the regularity of
invariant probability measures.

2. ASSUMPTIONS AND STATEMENTS OF MAIN RESULTS

In this section, we state our main results and detail the various structural assumptions we impose on
(2.14) for them. In Section 2.1, we review the functional settings and the phase spaces for (1.6) [16, 17, 32].
In Section 2.2, we state the well-posedness of the system (2.14) through Theorem 2.3. In Section 2.3,
we state the existence of invariant probabilitym measures through Theorem 2.4 and the regularity of the
support of these invariant probability measures through Theorem 2.5.

2.1. Functional setting. Given a bounded open set O in R? with smooth boundary, we let LP(Q), for
1 < p < oo denote the usual Lebesgue spaces. In the particular case p = 2, we let H = L?(0). We denote
the corresponding inner product and norm in H by (-, -}y and || - ||z, respectively.

Let A denote the (negative) Dirichlet Laplacian operator, —Ap. It is well-known that there exists
a complete orthonormal basis {ej}r>1 in H that diagonalizes A, i.e., there exists a positive sequence
0 < <a<...diverging to infinity such that

Ae, = ager, k> 1. (2.1)
More generally, for each r € R, we denote by H”, the domain of A% endowed with the inner product,
i.e., H := D(A"/?), (see [12, 17]). Then the corresponding inner product is defined by
{(u, vy gr = Zakuek (v,ex)m,
E>1
so that the corresponding induced norm is given by
l|ul|%r = Zak u, )%
E>1

Next, we introduce the notion of extended phase spaces that was developed in [16, 17, 19]. This will
establish the formal framework in which we construct solutions to (1.6). First, given a memory kernel
o [0,00) = [0,00), we define the following weighted Hilbert spaces

M7 =L2([0,00); H*TY),  BER, (2.2)

endowed with the inner product

(11,712) 58 :/0 pu(s) (AT 2y, (), AU 2 (5)) s (2.3)

It is important to note that while the usual embedding H? ¢ H?2, 8, > B, is compact, the embedding
M 5 'c M 52 is only continuous [47]. In order to establish existence of invariant probability measures, this
defect will require us to introduce additional spaces, which we develop now.

Next, let 7, be the operator on M 3 defined by

Tun = —0m,  Dom(T,) = {ne M, :dm e M],n0) =0}, (2.4)

where 0 is the derivative in the distribution sense. In other words, 7, is the infinitesimal generator of
the right-translation semigroup acting on M, 2 [33, Theorem 3.1]. Furthermore, if u € L _([0,00); H')
then the following functional formulation of the Cauchy initial-value problem

Sty = Tan(t) + u(t),

n(0) = no € M},

(2.5)



has a unique solution 7 € C([0,00); M,}) with the following representation: [17, 33]

Jo u(t —r)dr, 0<s<t,

no(s —t) + fg u(t —r)dr, s>t (2.6)

n(t, s;m0) = {

The above explicit formula will be helpful when we show the existence of invariant probability measures
in Theorem 2.4 below. Another significance of 7, is the following useful estimate [33, Theorem 3.1] that
will be employed throughout our analysis below: for n € Dom(7,), observe that integrating by parts gives

1 o
Ty =~ | w6114 s

2
1 o0
=5 [ WA () ras
1
< — 0l (27)
Similarly, we may derive the following bound in M 5 for any g € R
1 2
(Tumm) e < =501l (2.8)
Furthermore, given nn € M, 2 , we introduce the tail function
)= [ A s, ez (2.9
(0,;)U(r,00)
Then we define the Banach space for § € R
55 ={ne M5 :n € Dom(T,), igﬁ)r'ﬂ'g(r) < oo}, (2.10)

with the norm defined by
2 nl2 2 m
Iy =y + 1Ty + suprTsr) (211)

Having introduced these “memory spaces”, we define for 8 € R the Banach spaces
B _ B B B _ B B
H, = H" x M, Z,=H"xE,. (2.12)

It was shown in [17, 25, 37, 38, 47] that Eg is compactly embedded into MS for > 0, (see [17, Lemma 3.1]
and [47, Lemma 5.5]) so that any bounded set in Zg is totally bounded in ’Hﬁ Moreover, for (u,n) € ’Hﬁ
(or Zﬁ ), we denote by m;, i = 1,2, the projection on marginal spaces, namely

71 (u,n) = u, ma(u,n) = 1.

Also, for n > 1, we denote by P, the projection of (u,n) onto the subspace spanned by the first n
eigenfunctions ey:

n n

Pu= Z(u, ex)mer, and Pyn(s) = Z(n(s), ek) Hek- (2.13)
k=1 k=1

Finally, we may now recast (1.6) as follows:

du(t) = —kAu(t)dt — (1 — k) /Ooo,u(s)An(t, s)dsdt + @(u(t))dt + Qdw(t),
Cnlt) = Tn(t) + ult),
(w(0),7(0)) = (uo,m0) € H,). (2.14)



2.2. Well-posedness. In this subsection, we discuss the well-posedness of (2.14). We first start with
the condition on the memory kernel u.

(M1). Let u € C([0,00)) be a positive function such that
p+op <0, (2.15)

for some § > 0.
Regarding the noise, we assume that w(t) is a cylindrical Wiener process on H, whose decomposition
is given by

w(t) = 3 exBi(t),

k>1

where {ey, };>1 is the orthonormal basis of H as in (2.1) and {By(t) }x>1 is a sequence of independent stan-
dard one-dimensional Brownian motions, each defined on the same stochastic basis S = (2, F, {F; }+>0, P)
[39]. Concerning the linear operator @), we impose the following assumption [7, 12, 18, 28]:

(Q1). Q: H — H is a symmetric, non-negative, bounded linear map such that

Tr(QAQ) < oo, and Supz |Qex(2))? < oo.
zeO k>1

In the above, we recall that Tr(QAQ) = > ;51 (QAQek, ex)rr = D >y Qe 13-

Remark 2.1. We note that condition sup,cp > > |Qer(z)|?> < oo is required for the well-posedness
[7, 18]. We do not explicitly make use of this condition for the large-time asymptotic analysis of (2.14).

Finally, concerning the potential, ¢ : R — R, we impose the following conditions:
(P0). ¢ € C! satisfies p(0) = 0.

(P1). There exist positive constants a; and pg > 1 such that for all z € R,
()] < ar(1 + |z[7).

(P2). There exist positive constants ag, as such that for all x € R,
zp(x) < —aglaPT + as,

where pg is the same constant from (P1).

(P3). The derivative ¢’ satisfies

sup ¢'(z) =: a, < oo.
Tz€R

Fixing a stochastic basis S = (Q, F, {F;}+>0,P), let us now state what we mean by a “weak solution”
of (2.14) (see [29]).

Definition 2.2. Given initial condition (ug,n9) € ’HB, a process U(-) = (u(-),n(-)) is called a weak
solution of (2.14) if u(-) is Fi-adapted and there exists ¢ > 1 such that P—a.s. one has

u € Cy([0,00); H) N LY ([0,00); H'), n € C([0,00); M),
and

o(u) € L}

loc

([0, 00); LY(0)),



where Cy([0,00); H) denotes the space of functions that are weakly continuous in H with respect to t.
Moreover, for P-a.s.

<mme=@@wH—mA«mme@w41—m[}mmwmw

m

t

+ [ttt ondr+ [ (o), Qaurya,

00y = oy + [ T+ [ ) e,

holds for allv e H' N Lq/(O), where ¢ > 1 is the Holder conjugate of q, and for all 1 € MS.

The first result of this note is the following well-posedness result ensuring the existence and uniqueness
of weak solutions.

Theorem 2.3. Assume that (M1), (Q1) and (P0)-(P3) hold. Then for all Uy € Hj, (2.14) admits
a unique weak solution U(-;Uy) in the sense of Definition 2.2. Furthermore, the solution U(t;Uy) is
continuous in H with respect to Uy, for all fixed t > 0, i.e.,

E|UUG) = Ut Uo)lzn — 0, asn— oo,
m
whenever [|[Uf — UOHHQ — 0 as n — oo.

The method that we employ to construct solutions is the well-known Faedo-Galerkin approximation
and can be found in many previous works for SPDE. We refer the reader to [1, 10, 11, 29], for instance.
For the sake of completeness, we supply the relevant details for the proof of Theorem 2.3 in Section A.

2.3. Existence of invariant probability measures. Under the assumptions of the well-posedness
result Theorem 2.3, we may define Markov transition probabilities corresponding to the process U(t; Up)
satisfying (2.14) given by

Pl (Uo, A) = P(U(t; Vo) € A),
for each t > 0, Uy € ’HB, and Borel sets A C ’HB. We let Bb(Hg) denote the set of bounded Borel

measurable functions defined on 7-[2. The Markov semigroup associated to (2.14) is the operator P} :
Bb(”Hg) — Bb(”Hg) defined by

P{'f(Uo) = E[f(U(t:;Uo))], [ € By(Hy). (2.16)

Recall that a probability measure v € PT(”HS) is said to be invariant for the semigroup P}" if for every

0
f € By(HY)
FUPLYvIaly) = [ F(Uow(dU),
Hy Hy
where (P}')*v denotes the push-forward measure of v by P/, i.e.,

ﬂ%W%WMM=/

Ptuf(UQ)V(dUo).
0

0
MY, %

Next, we denote by, £, the generator associated to system (2.14). One defines £* for any g € C2(’H2)
with g = g(U), U = (u,n), satisfying

Tr(DuugQQ") < oo,



o0

Crg(u,n) = —r{Au, Dug)sr — (1 — k) /O 1(3){An(s), Dughds + (p(u), Dug) s

(2.17)
1 .
+ (Tun, Dyghag + (w, Dyghug + 5 Tr(DuugQQ").
In light of (M1), we introduce the class, Mg, of memory kernels defined by
Ms = {p: C'([0,00); (0,00)) : ' +6p < 0}. (2.18)

We now state our second main result of the paper concerning the existence and moment bounds in ’Hg
of an invariant probability measure.

Theorem 2.4. Under the same hypothesis of Theorem 2.3, the system (2.14) admits at least one invariant
probability measure v*. Furthermore, for all B > 0 sufficiently small independent of u € Ms as in (2.18),
any invariant probability v of (2.14) satisfies

sup [ exp (Bl )y ) v (dudn) < o (2.19)
neMs JHS #

The existence of v* will follow the classical Krylov-Bogoliubov argument where it is sufficient to
establish the tightness for a sequence of time-averaged probability measures. In order to do that, as
mentioned above in Section 2.1, we will establish suitable moment bounds in Z}“ (see (2.12)), which is

compactly embedded into ’Hg. The proof of Theorem 2.4 will be presented in Section 4.

2.4. Regularity of invariant probability measures. Finally, we turn to the main topic of regularity
of invariant probability measures. For this purpose, we state the following conditions, which will be
employed to study the support of v*

(P4). Let ¢ satisfy (P0)—(P3). There exists m > 2 such that ¢ € C™!(R) and that the following hold:
a. Fori=2,...,2[%] -2, {(0) = 0.
b. Fori=1,...,m — 1, there exists p; > 0 such that [p(® (z)| < ¢(1 + |#|P"). Furthermore, p; < 4.
(Q2). Let @ be as in (Q1) and m be as in (P4). We assume that
Tr(QA™Q) < oo,

where Tr(QAQ) = 3451 {QA™ Qep, )it = Yops1 1Qexl I3

Having introduced assumptions (P4) and (Q2) about the regularity of the non-linear potentials and
noise structures, respectively, we now state the next main result asserting that any invariant probability
v* in the setting of dimension d < 3 must concentrate in spaces of higher regularity.

Theorem 2.5. Let d < 3 and assume the same conditions from Theorem 2.3. Additionally assume that
(Q2), (P4) hold for m > 2. Then, any invariant probability v* of (2.14) satisfies

sup /
nweEMs JH

for some positive constants By, qm € (0,1). Here, Mg is as in (2.18). Furthermore, for all p > 1,

exp { B (s ) 9 (s, ) < oo, (2:20)

m
o

sup / a2y ] 2y (it i) < 00, (2.21)
HEM HL”

In particular, vF(H™ x MI™) = 1.



We note that Theorem 2.5 may be considered as a stochastic analogue to [17, Theorem 8.1] for global
attractors in deterministic settings. In order to prove Theorem 2.5, we will make use of a series of
bootstrap arguments where we will inductively establish moment bounds in higher-order spaces H* for
k = 2,...,m. The restriction d < 3 arises from the need to control L°°—mnorms, while the restriction
p1 < 4 from (P4) arises from the need to control |¢'(x)| by |z|P*. Our approach draws upon the one
taken in [17], which dealt with analogous regularity issues. The proof of Theorem 2.5 will be carried out
in Section 5.

3. A PRIORI MOMENT ESTIMATES

Throughout the rest of the paper, ¢ and C denote generic positive constants that may change from
line to line. The main parameters that they depend on will appear between parenthesis, e.g., ¢(T),q) is a
function of T" and ¢q. First we state an exponential moment bound in ”Hg for U(t).

We introduce the function ¥, defined as

1 1
Wo(u,n) = 5”“\\%{ +501- )l (3.1)

In Lemma 3.1 below, we assert an energy estimate in ”HB through function ¥y defined in (3.1).

Lemma 3.1. Assume the hypotheses of Theorem 2.3 and let Uy = (ug,n9) € 7-[2. Then
1. For all B sufficiently small independent of u € Ms,

Eexp (BUo(U(t))) < e exp (B¥o(Up)) + Co, >0, (3.2)

where Wq is as in (3.1) and c¢o = co(B) > 0, Cy = Co(B) > 0 do not depend on Uy € ’HB, t >0 and
e Ms.

2. For all n > 1, there exist positive constants cgp,Con and Cp, independent of Uy € ’HB, t >0 and
u € Mgy such that

dWo(U(t))" < —conWo(U(t))"dt + ¢ pndt + dMopn(t), (3.3)
where My ,,(t) is the semi-martingale given by
t
Mon(t) = / o (U ()™ (ut), Qdu(r) 1. (3.4)
0
Furthermore,
E\I’Q(U(t))n < E_CO’”t\I’Q(UQ)n + C(],n, t>0. (3.5)

Proof. We first start with (3.2) and compute partial derivatives of ¥
DWWy =u, D,Vog=(1-k)n, and Dy,V=Id.
Recalling £# as in (2.17), we have
1
LFBo(u,v) = = & AY2ulf = (1= k) (0, u) gy + (o(w), w) i + 5 Q")
+ (1= &) (Tummarg + (1= £)(u,m) urg
Lo
= —wl| AV2ulf + (1= K)(Tum mhagg + (p(w), ) + 5Tr(QQ").
Recalling (Q1), we readily have Tr(QQ*) < oco. In light of (2.7),
1
(T marg < — 50l 3-
Using (P2), it holds that
(p(u),u)n < a3|O|,
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where |O| denotes the Lebesgue measure of O in R?. Combining the above estimates, we arrive at
1 1 .
Lo (u,v) < —rl|AYV2ull — S (1= m)3nl +as]O] + 5 Te(QQ"). (3.6)

Turning to (3.2), we consider g(u,n) = exp (6¥o(u,n)). For £ € 7—[2, the Frechet derivatives of ¢ along
the direction of £ are given by

(Dug(u,n), m&)n = Bexp (BYo(u,n)) (u, m&) 1,
(Dng(u,m), m28&) o = B(1 — k) exp (B¥o(u, 1)) (n, m2€) Mo,
and  Dyug(u,n)(€) = Bexp (B¥o(u,n)) m& + B2 exp (8Wo(u, 1)) (u, m1&) gu.
Applying L* to g gives

29 g(un) = BP0 (— | AVl + (L= B)( T, magg + (9(), 0}

+Imgen + %/3 > (. QQ ex)ur{uex) )

2 k>1
= B (£ () + 353 (0, QQ" ek (s ek ).
k>1

In view of (3.6), we readily have

1
£ g(uyn) < B 00 (= k| AY2ulf = S (1= ©)3|nl g + aslO)

+STHQE) + 58D (0, QQ"ex) s exdir ). (3.7

k>1
To estimate the last term on the above right hand side, we recall (Q1)
1 ) 1 )
3P > (u,QQ%er)r(u, ex)y = S BllQullE

k>1

= 3651w, Qernl

k>1
< SBTHQQ)ul

which can be subsumed into —r||A'/?u||%; by taking 8 sufficiently small, namely,

RO
'S wQey

So, recalling ¥ defined in (3.1), we get from (3.7)
, 1 5 1 .
£g(u,n) < BP0 (L sanully — (1 - m)2 Il + 3]0+ STHQQY)

1
< BP0 (— cwo(u,m) + as] O] + 5THQQ") ).
We thus combine the above estimate with the identity

d
SEUH) =ELAg(U(),
to infer the existence of positive constants ¢ = ¢(8, k, Q, ¢) and C' = C(f, k, Q, ¢) such that the following

holds uniformly in ¢ and u € M; defined in (2.18)
d

SEGU() = 5B exp (U(U(1) < ~E exp (3%(U(1)) (Vo(U(1) - C).

11



To further bound the above right hand side, we employ the elementary fact that there exists a constant

C = C(B,C) > 0 such that for all r > 0,
Frr—0)>er-C.
So, there exist ¢ and C' independent of ¢, © € My and initial condition Uy such that

%E exp (BUo(U (%)) < —cE exp (BUo(U (%)) + C.

This establishes (3.2) by virtue of Gronwall’s inequality.

(3.8)

(3.9)

With regard to (3.3)—(3.5), we shall proceed by induction on n. The case n = 1 is actually a consequence

of the above estimates. Indeed, by It6’s formula and (3.6), we readily have
dWo(U(t)) = LEWo(U(1))dt + (u(t), Qdw(t)) u
< w3t — 21— Rl gt + (as]O] + STHQQ) )t
+ (u(®), Qdw(t)) m,
which establishes (3.3) for n = 1. Also,
d

—EVo(U(t)) = —kaq E|u(t)||3 —

1
" (1= R)SEn(t) 3y + as]O] + 5 TH(QQ"),

N —

whence
EW¥o(U(t)) < e "Wy (Up) + Co1,

where

O + ITr(QQ*
coq = min{2kaq, (1 — k)d}, and Cpy = az|O| +02 (QQ )7
0,1

implying (3.5) for n = 1.

(3.10)

(3.11)

Now consider n > 2, for £ € 7—[2, the Frechet derivatives of Wo(u,n)™ along the direction of £ are given

by
(Du¥o(u,n)", m&) = nWo(u,n)"(u, m&)n,
(DyWo(u,m)", ma€) g = nWo(u, )"~ (1, 728) g,
Do Wo(u, n)" (&) = nWo(u,n)" " 'mi& +n(n — 1)Co(u,n)" > (u, &) gu.
Applying £#, (see (2.17)), to Wq(u,n)™ gives
LFTo(u,n)"
= ()" (= A2l + (L= 1) (T W) agg + (o), w) s + 5TH(QQ"))

1 ne
+gn(n - 1)Wo(u, )" 2| Qulf3-
Similarly to the base case n =1,
1
(Tum, )y + (p(u), u)m < —55“77|ﬁwg +a3|0l.
Also,
Tr(QQ")|ullf; < Tr(QQ™)Wo(u,n).

DO | =

1
5”@““%{ <
It follows that
Eu\IIO(ua T,)n S _C\IIO(ua Tl)n + C\IIO(U7 U)n_l-
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n—1

By Young’s inequality, it is clear that Wq(u,n)
infer the existence of positive constants ¢y, and ¢, such that

LAYy (u,n)" < —conWolu,n)™ + Con-
As a consequence, by Itd’s formula, we arrive at
dWo(U(1)" = LEWo(U())dt + nWo(U ()" (u(t), Qdw(t)) i
< —conWo(U(1))"dt + o ndt + nWo(U (1) (u(t), Qdw(t))u,
which proves (3.3). Furthermore,

d
SEU(U(H)" < ~conBU(U )" + o

This together with Gronwall’s inequality produces (3.5) for all n > 2. The proof is thus finished.

We next introduce the function

1 1
Wilu,n) = el + 501 = )l
and for general m € N
1 1
Wi () = llulFm + 51 = &)l
To prove the ’H};analog of Lemma 3.1, we will make use of the following elementary inequality.

Lemma 3.2. Given c,c > 0, the following holds
t
e_Ct/ e~ (€=rqr < Ce ™, t>0,
0

for some positive constants C = C(c,d), ¢ = é(e, ) independent of t.

Proof. There are three cases depending on the sign of ¢ —c. If ¢ — ¢ > 0, then

t ’ €
e—ct/ e—(c —c)rd,r, <
0

d—c

—ct

Otherwise, if ¢ —c < 0

t t —c't
e—ct/ 6_(Cl_c)rd7‘ _ e—c’t/ e—(c—c’)(t—r)dr < €
0 0

“c—c’
Now if ¢ — ¢ =0,
2e—ct/2

Cc

¢
e—ct/ e—(c’—c)rd,r, — ¢~ Clt <
0
Altogether, we observe that
¢
e_Ct/ e (=rqr < Ce,
0

Lemma 3.3. Assume the hypotheses of Theorem 2.3 and let Uy = (ug,n9) € H}L Then
1. For all B sufficiently small independent of u € Ms,

E exp (ﬁ\Ifl(U(t))) < e~ cLot exp (501,0\I’1(U0)) + 0170, t >0,

can be absorbed into —cW(u,n)". We therefore may

(3.12)

(3.13)

(3.14)

(3.15)

where Wy (u,n) is as in (3.13) and c10 = c10(8) > 0, C19 = C10(8) > 0 do not depend on Uy, n € Ms

and t > 0.
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2. For all n > 1, there exist positive constants c1,,, C1,, independent of Uy, p € Ms and t > 0 such that

AU, (U(t)" < —c1,¥1(U(t))"dt + Cy dt + C1 n Vo (U(t))"dt + dM 5 (1), (3.16)
where M ,,(t) is the semi-martingale given by
t
My (1) = / nW (U (r))"~HAY2u(t), AY2Qdw(r)) g (3.17)
0
Furthermore,
EV,(U(t)" < Oy pe” "0y (Up)" + C1py, > 0. (3.18)

Proof. We first prove part 1. For this, we apply £#, (see (2.17)), to ¥y (u,n) to obtain
1 "
In view of (Q1), we readily have
Tr(QAQ™) < co.
Recalling (2.8) (for 5 = 1), it holds that

1
(Tuttmhary < =50l
To deal with the nonlinear term, note that by (P3) and Cauchy-Schwarz inequality,
/ 1/2, A1/2 Qai 2 1 2
(¢ (W)Vu, Vuyg < ap(AY*u, A u) g = ap(u, Au) g < THUHH + §HHAUHH

It follows that

1 1 2a2 1 .
LEy (u,n) < —§HHAUH12H - 5(1 - ’%)6“7’,”?\4; + T@HUH%{ + §TF(QAQ )
< —c1,1¥1(u,n) + Cr1%o(u,n) + Ci . (3.19)

Turning to (3.15), for 81 to be chosen later, we consider
g1(u,n) = Wi(u,n) + B1,0%o(u,n). (3.20)

In view of (3.6) and (3.19), observe that

L' g1 (u,m) = LV (u,n) + BroLK Wo(u,n)

< =11V (u,n) + Cr1%o(u,n) + Ci 1
+ Br,0( = coaPo(u,n) + Co).
By picking /3 o sufficiently large (independent of i € Mj), we obtain
LFg1(u,n) < —cgr(u,n) + C.
Similarly to the proof of (3.2), we compute
LrePotnn) — pefon(wn chg, (u, ) + %ﬂzeﬁgl ) N, Qe + Brou, Qer)u|”

k>1

< BePor(um) ( —cg1(u,m) +C + %ﬁ Z ‘<u, Qer) g + Brolu, Q€k>H|2)-

k>1
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By (Q1), we have

1
2 Z |(u, Qex) g1 + Bro(u, Q€k>H|2 < Z [(u, Qe |* + Z B3 ol (u, Qer) m|?
k>1 k>1 k>1
< Tr(QAQY) | A 2ulf; + 57y T (QQ") [ull?;
< Tr(QAQ™) W1 (u,n) + B g Tr(QQ™) Wo(u, )
< CN(gl (ua T')7
for some constant C' > 0 independent of 8 and p € My. It follows that
LrePar(un) < geBar(un) (— cg1(u,m) + BCyg(u,n) + C).

Since ¢ and C are both independent of 3, by choosing 3; sufficiently small, observe that for all 8 € (0, 1),
we obtain the bound
LHeBor(un) < Beﬁgl(u,n)( — cgi(u,n) + C).
We now invoke (3.8) to deduce further
LhePoun) < _peBoi(un) 4 o,

By I1t6’s formula, this yields
diEeﬁgl(U(t» < _¢RUD) 4 o
t — )
implying

E P91 (U(1) < e~ R ¢B91(Uo) +C.

Recalling the expression (3.20) of g1,

v <gp < <1+@> Uy,
a1

we immediately obtain (3.15). Now we prove 2.
With regard to (3.16)—(3.18), we proceed by induction as in the proof of Lemma 3.1. For the base case
n =1, from (3.19), we see that

AW (U(t)) = LI (U(t))dt + (AY2u(t), AY2Qdw(t)) iy
1 1 2a2
< — Sl Au@lFdt - (1 = 0)alln(®) 3 dt + =2 u(b)| 3t

4 %Tr(QAQ*)dt +(AY2u(8), AV2Qdw(t) 4. (3.21)
This proves (3.18) for n = 1. Also, from (3.19), we obtain using Sobolev embedding
d
—Ev t
SR ()

1 2 2 2a o 1 *
< —§“E\|Au(t)”1{ — 5 (L=r)SE[n(®)l5s + TEHu(t)HH + §Tr(QAQ )

| —

1 2a? 1 \
< —§m1EHA1/2u(t)H?{ = 5 (L= ®)IEn®)[3 + —FElu@®f + 5 Tr(QAQ).

N —

By Gronwall’s inequality,

2&2 t
BV, (U(t) < e Wy (Up) + 78” / e IR |u(r) |3 dr + C.
0
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In light of Lemma 3.1 together with Sobolev embedding again
EHU(T’)H%{ < ZE\I’Q(U(T‘)) < 26_60'”\1/0(U0) + 200,1 < 2()41_16_60'1T\If1(U0) + 20071.

So that

; t
/ e—c(t—r)EHu(r)H%{dr < 2al—le—ct/ e—(co,l—c)T’dT\Ifl(Uo) + C.
0 0

By Lemma 3.2 with ¢ = ¢ 1, it follows that
t

e_Ct/ e~(eor=ergr < Cem, (3.22)
0

Hence, we may infer the existence of ¢1,; and C 1 such that
E\Ifl(@(t)) < Cl,le_cl’lt\lll(Uo) + Cl,l,

which proves (3.18) for n = 1.
Now assuming (3.16)—(3.18) hold up to n— 1, consider the case n > 2. Similarly to the proof of Lemma
3.1, we first compute partial derivatives of Wy (u,n)" along a direction & € H! as follows:

(D (u,n)", mi&) g = 0y (u, )" (u, m1€)
(DyW1(u,n)", ma€)prs = nW1(u,n)" (0, m26) ar3
Do 1 (u, n)"(§) = ‘I’l(um)"_lmf +n(n = 1)U (u,n)" " (u, mE) u.
So that applying £#, (see (2.17)), to ¥y (u,n)"™ yields the identity

£ ()" = W ()" (= llAullfy + (1= R)(Tam mhag

+ (o' (u)Vu, Vu)g + %Tr(QAQ*))

As in the case n =1, cf. (3.19), we readily have the bound

— K| AullF + T, ma + (¢ (W) Vu, Vu) g
1 1 2a2
< —gullAully — 5 (1= mdlnlgy + =2 lul-

Also,

53 I Qeran P < 5THQAQY) AV ully < TH(QAQ) W (u, ).

k>1
It follows that
ﬁlI/l (ua Tl)n

e 1 1 2a?2 1 .
< ¥ (u, )"~ (= 5rllAully = S0 =Rl + =Elulf; + ;T (QAQ))

+n(n—1)Tr(QAQ™ )V (u, 77)"_1
o, 2nal n—1y, 12 1 * n—
< —cWy(u,n)" + - Wy (u, )" g +n(n — §)TT(QAQ )W (u,n)

16



By Young’s inequality, the last term on the above right-hand side can be subsumed into —cW¥q(u,n)™.

Likewise
2

P () M ull < Wy ()" + Cllul| <~ Wy (u, )"+ C W, )"
K — 100 — 100

Together with Sobolev embedding, we may infer the existence of positive constants ¢ and C' such that

LEU(u,n)" < —c¥q(u,n)” + CPo(u,n)" + C. (3.23)
We now employ Itd’s formula making use of (3.23) to see that

AWy (U (1)) = LEU(U ()" dt +ny (U ()" (A 2u(t), AV Qdw(t))
< —cU (U(2)"dt + CYo(U(t))"dt + Cdt
+ W (U ()" HAY?u(t), AV2Qdw(t)) g,
which establishes (3.16). In addition, from (3.23), we have
d

SEG(U(1)" < ~eBU(U(0)" + CEW(U ()" +C,

whence

BV, (U(t)" < e~ (Up) + C/t e IR (U (r))"dr + C.
We now invoke Lemma 3.1 to see that i

/0 t e UIEW (U (r)"dr < /0 t e~ e=0n QrBo (Up)" + C.

Since ¥y (Up) is dominated by Wy (Up), reasoning as in the base case n = 1 above, we also obtain
E\Ifl(U(t))n < Clme_cl’”t\I’l(Uo)n + Cl,n,

for suitable constants ¢, and C,, that are independent of € M;, (Up) and t. This proves (3.18) for
all n > 2, as desired. O

We now restrict to dimension d < 3 and establish moment bounds in higher regularity of the solution
under the extra assumptions (P4) and (Q2). In particular, we will employ the result in Lemma 3.4 below
to prove Theorem 2.5 in Section 5.

Lemma 3.4. Let d < 3 and assume the hypotheses of Theorem 2.5. Suppose further that (P4), (Q2)

hold for m > 2. Then for all k = 2,...,m and n > 1, there ewist constants cj, ,, Ck, and integers qj p,
independent of Uy, t and p € Mg, such that
QWU (B)" < —nWh(U(6)"dt + Chopdt + Cn Wy (U(1)5ndt + dMyn(t),  (3.24)
and
EW.(U@)" < Ck,ne_ck’"t\lfk(Uo)qk’" + Cim, (3.25)

where Wy, is given as in (3.14) and My, ,(t) is the semi-martingale given by

Mialt) = [ (U () (AR 2a(t), AP Qdw(r) . (3.26)

Furthermore, it holds that

n t n— m—+1
U, (U(1)" + e / B (U(r)" (1A u() |3 + () 30 ) dr
0 H (327)
< Cm,n\I/m(UO)qm'n + Cm,nta
and that
Eexp { B 0¥ (U(£)7 } < Cong exp { Come ™0 (14 Wy (T)*) }, (3.28)
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for some positive constants Ym0 € (0,1), Bm.0: @m0, €m0, Cmo also independent of Uy, t and pn € Ms.

Ultimately, the proof of Lemma 3.4 will proceed by induction, though we treat the case m = 2 as a
special case. Let us state and prove this special case now.

Lemma 3.5. Let d < 3 and assume the hypothesis of Theorem 2.3. Additionally assume that (P/), (Q2)
hold for m > 2. Given Uy = (ug,no) € ’Hﬁ, there exist positive constants c3p, C3, and positive integer
q3,n independent of Up, t and . € My such that

Ao (U ()" < —canWa(U(4))"dt + Copdt + Con Uy (U ()27 dt + dMo (1), (3.29)

where Wy is given as in (3.14) and Ms,(t) is the semi-martingale given by

Mon(t) = /0 (U ()" L (Au(t), AQdw(r)) . (3.30)

Furthermore,
EWy(U(t)" < Oy pe” 2o (Ug) 2" + Co . (3.31)

Proof. Similarly to the proof of Lemma 3.3, we start with the case n = 1. Applying £¥, cf. (2.17), to ¥y
as in (3.14) gives

LMy (u,v) = —k[ A Pullf + (1= k)(Tun, n)ar
1
+ (@' (u)Vu, VAu) i + §Tr(QA2Q*).
We note that Tr(QA?Q*) < oo, by virtue of (Q2). Also, by (2.7), we readily have the useful estimate

I
(Tummarz < =5 lnllgz-

It remains to bound (¢’ (u)Vu, VAu)g. To this end, we recall from (P4) that ¢'(u) < ¢(1 + |u[P*) where
p1 < 4. We then estimate

(@' (W)Vu, VAu) i < c(1+ [|ul|2)[| A" ?u] | Al ar.
Furthermore,
1
AV | A%/l < el AVl + =l A2l
Using Agmon’s inequality and Sobolev interpolation in d < 3, we have
P p1
|22 1AM || A% P i < el A2l 3 HAUIIE 1A 2u)l | A%l 1
= CHA1/2UHH HAUHH 1432l
< CHAWUHH IIAWUIIH IIA?’/QUHH 1A% 2| g

= CHAI/QUH ||A3/2UI|
6p1+8 1

< el ALY/2q) AP

where in the last estimate above, we employed Young inequality with the fact that p; < 4. We may thus
infer the existence of a positive integer g such that

(V(p(u)), VAu) g

1
< ol AV2ulif + S 1A%l + e

okl AY |,

1
< cWy(u,n)? + 5’{”143/2“”%{ +c.
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We now combine everything to arrive at the estimate

LEWs(u,m)

=—me%ﬁr+ﬂ—ﬁﬂﬁmmM3+MV%ﬂW%owH+%ﬂﬂ%FQﬂ

< = Rl 2l = (1= Rl + W) + FTHQAPQ) + (3:32)
whence by 1t6’s formula

AU (U (1)) = LIV (U (8)dt + (Au(t), AQdw(t)) g
< —cUy(U(4))dt + CUy(U(1))1dt + Cdt + (Au(t), AQdw(t)) .

This establishes (3.29) for n = 1. Also, by Gronwall’s inequality
t
EW,(U(t)) < e Wy (Up) + C / e UIEY (U (r)%dr + C.
0
In view of Lemma 3.3,

Ellfl(U(r))q < CLqe_cl'qT\Ifl(Uo)q + Cl,q < CG_CT\I’Q(U())[] + C.

Reasoning as in (3.22), we see that
t
/ <= B (U (1)) 1dr < Ce=0a(Ug)? + C.
0

It follows that we may infer the existence of ¢y 1 and C5 1 such that
E\PQ(U(T)) < Cg,le_CQ’lt\I’Q(Uo)qu + Cg,l.

We now consider the general case n > 2. Similarly to the proof of Lemma 3.3, the partial derivatives
of Wo(u,n)™ along a direction & € ”Hi are given by:

<DU\I/2(U7 77)”7 7'['1€>H2 = n\IlQ(u7 77)"_1 <u7 771§>H27
(DyWa(u,n)", ma€) 2 = nWa(u, )"~ (1, m26) ar2
Duu\II2(u7 77)"(5) = Tl\I’g(u, n)n_lﬂ-lf + n(n - 1)\112(“7 77)“_2@7 7T1§>H2u'

So,
ﬁﬂ\y2(u7n)”
= nWs(u,n)""! ( — Rl A2ulf + (L= k) {(Tun, sz + (A2 (o)), A Pu) 1
1 2
+ 5 T(QAQ)
1
t gn(n = D)W (u,n)"? Y [(u Qer) 2
k>1
=1 + L.

In view of (3.32), we have
1,1 1
h,§<—nW20aUYll(gﬁHAspuH%-%g(l—fﬂﬂVMi@)

+ nWy(u,n)" (cllfl(u, )9+ %Tr(QAzQ*) + c).
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To further estimate the second term on the above right-hand side, we employ Young inequality to see
that

ot )" (W () + S THQAQ”) +¢)

< ﬁn min{kar, (1 — #)8}Wa(u, 7)™ + (T (u, 7)™ +1).

Likewise

Iy = g0 = D¥a(u,n)" Y [{u, Qe
k>1

S — 1THQAQ )W (u,n)" 2l

nln — 1) Tr(QAQ") s (u, )"

1
Tog™ min{ray, (1 —k)d}Wa(u,n)" + c.

We now combine the estimates on I; and I to infer the bound

IN - IA

IN

LEUy(u,n)" < —cWs(u,n)" + CVq(u,n)?" + C. (3.33)

By Itd’s formula, we immediately obtain (3.29). Also,

SRUL(U(0)" < ~RUU )" + CRE(U ()™ + O,
whence
EWy(U ()" < e Wy (Up)™ + / t e~ R (U (r))™dr + C. (3.34)
0

We invoke Lemma 3.3 again to see that
E\Ifl(U(’r’))qn < Cl,qne_cl’anqfl(Uo)qn + Can < CG_Ct\I’Q(U(])qn + C.
Similarly to (3.22),
t
/ e UIEW (U (r) " dr < Ce Wy (U)™ + C,
0
which together with (3.34) proves (3.31), thereby finishing the proof. O
Now let us prove Lemma 3.4.
Proof of Lemma 3.4. We proceed by induction on m. We note that the case m = 2 was treated in Lemma
3.5. Due to the nonlinearity of ¢, we will treat the case m = 3 next.
Recall from (3.14) that for (u,n) € ’Hf’” Us(u,n) = %||A3/2u||%] + (1 — &)|[nl[35. A calculation then
yields
1
£ (u,m) = =al|A%ulf + (1= ) (Tumm)ars + (Alp(w), A*upr + 5Tr(QAQ"). (3.35)

In the above, Tr(QA%Q*) < oo thanks to (Q2). Also, recalling (2.7),

d) 2
(Tummasg < =5l
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It remains to estimate the term involving ¢(u). To see this, by Holder’s and Agmon’s inequalities, we
have

(A(p(w)), Au)n
= (' (w) Au, Au)y — (¢ ()| Vul*, A%u)
< clullPhe | Aul o | A%ul i + cllull P [Vl o | A2l || Al
< cl|A"ull || Aull | Aull ]| A%l 1
1/2, 1'% 2 301 43/2, 113 1| 41/2 2
+ A ull 7 | Aull g (| Aull B LA Zul B[ A ul g || A uHH
1 3
< CIIAl/QUIIH [ Aull ;7 |42 g + e AY2ul 7)) Au HH HAQUIIE-
Using Young inequality on the above right hand side, we infer the bound
1
(A(p(w), Auyg < (|| A ullf + || Aul? +1) + §%||A2UH?{- (3.36)
As a consequence, we obtain the estimate
1 *
— &l A%l + (1= &) (Tun,nhaz + (Alp(w), A%u)u + §Tr(QA3Q )

1
< — gl A%ulfy = 50 = 0)olinldg + c(1A2ul + Al +1)

Hl\')|H

1 n n
< — gl A%l = 5 (1= Rl + e(Walu,m)™ + ol )™ + 1)

< gl A%l - %(1 — R)0llnlgg + e(Walew, )7 + 1),
which combines with (3.35) yields
dW3(U(t)) = L1U3(U())dt + (A% Pu(t), A2Qdw(t))
< —cW3(U(t))dt + CUo(U(1))4dt 4 Cdt + + (A% 2u(t), A3?Qdw(t)) i
Also,

t
EUs(U(t)) < e W3(Up) + C / e EWL (U (r))%dr + C.
0

Recalling the estimates in Lemma 3.5, then applying Poincaré’s inequality yields
EWy(U(r))? < Ce™ Wy (Up)? + C < Ce " W3(Up)? + C.
Similarly to (3.22) making use of Lemma 3.2, we therefore arrive at the bound
EWUs(U(t)) < Cs1e” " W3(Up) % + Cs 1,

where c31, C31 and ¢31 do not depend on Up, ¢t and p € Ms.
In order to establish higher moment bounds for W3, we first observe that we have the following identity
forn > 2

LI (u, )" = nWs(u, )" ( — KllA%u|[ G+ (L= &) {(Tum m)asg + (Ale(w), A2u)r

1 *
+ 5 T(QA%Q ))
+ gnln = VW) 3 |, Qex) s

k>1
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By employing a similar argument as in the proof of Lemma 3.5 and recalling (3.36), we see that the above
right-hand side is dominated by

_qu3(u7 77)” + C(\Ij2(u7 77)4 + 1)7
where ¢ is a constant integer that only depends on n and ¢. So that, for all Uy € ”Hf: and ¢t > 0,

AW (U ()" < —cW3(U(t))"dt + C(Uo(U ()4 + 1)dt
+ nWs(U )" (A 2u(t), A32Qdw(t)) g (3.37)

Furthermore, employing Lemma 3.5 and Lemma 3.2, the following holds

EU5(U ()" < e Ws(Up)" + C/ U=NEWo (U (r))idr + C

< C31e” 3 W3 (Up) B + Cy .

This finishes the proofs of (3.24)—(3.25) for m = 3.
For the induction hypothesis, we now suppose that (3.25) holds for £ = 1,...,m — 1 > 3. Note that
m > 4. Letting ¥,,,(u,n) be as in (3.14), we formally have the identity

m+ 1 m—1 m—+1

ullfy + (1= &) (T, g + (A72 (p(w), A2 u)py

+5THQA™QY) (3.38)

L8V (u,m) = —k[| A

We note that by the previous arguments, it is established that v € H™~' N L>(0) since H? — L>®(0)
in dimension d < 3. Also, recalling (Q2) and (2.7), we see that

m )k 5
Tr(QA™Q") < o0, and (Tummup < —5|Inllig-

Due to the difficulty from the nonlinearity, to estimate the right-hand side of (3.38), we will consider two
cases depending on whether m is even or not. For what follows, we recall from (P4) that ¢ € H™ ! (see

[17]).

Case 1. m is even. In this case, it holds that

1 m-+1

(A™T (p(u), A" )y = (VA" (p(u)), VA u)g.

In view of identity (B.1), we apply V to A" (p(u)) to obtain

m—1
VA" (p(u)) = ¢ (W) VAT u+ e () Vu - V2A"T u+ > 0O (u)(w),

1>2

where for i = 2,...,m — 1, I;(u) satisfies

m—3 )
M)l < e( Y Ia3ulji +1).
7=1



We then use Agmon’s, Hélder’s, and Young’s inequalities to estimate (recalling (P4))

(W)VA™2 u+ e (u)Vu - VA" u, VAS u)y
m=2 m+1
c (HU| + DA™ ullg + (Jule + D) AY 2 o] 472 “”H]”A 2 ulla

{

IN 6

IN
o

4 6 m=2 m—1
1l 2+l 92+ A2l + AP )+ APl

AT 2
oA

2 2 3 3
c 1 LAY 2l [ | Aul 37+ A 2ull 77| Aullg? + [ Aul 3] A% 2l

+

IN

+ AT G+ ATl

1 m
kAT
* 100"

+1
ull%.

Likewise,

(3 ¢Owhiw), vATu)

< ef|jul/ +1(Z||Afu|| +1)14" g

4 4
< c(llul 2 + Z Sl + 1) + | A )

2 2 it o2 it2 2 1
<c(||A1/2u||P2uAu||”+Z||A ul i 1A ullfy” +1) + 75l A™F ulff.

We now combine the above estimates to infer the existence of a constant n, sufficiently large such that

m—1

(A" (p(w), A" uhy < e(1+ Y [ ARully

J=0

m+1
)+ /—@||A ull?,. (3.39)

Case 2. m is odd. In this situation, since mT_l is an integer, we may invoke (B.1) directly to see that

m—1
m=1 m— m— i ~
AT (p(u) = ¢ (AT u+ o (W) Vu- VAT ut > oD (w)i(w),
i>2
where for i = 2,...,m — 1, I;(u) satisfies (for possibly different n;’s from those of case 1)

m—3 )
1Tl < e Y IAbulf +1).

j=1

Employing the same argument as in Case 1 above, we also establish the estimate (3.39) for a suitably
large n*.
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Combining the above estimates with (3.38), we observe that (using Sobolev embedding)

m—1
1 m41 1 7
£90,(Uo) < =5l A" ullfy = 5 (1= R)alnllige +C Y A%u
j=0

H+C

m—41

1 1 m—
< —=R||A™ ul|} — = (1 = &)S|nl3m + CIA™T ull +C
2 2 I3

< Al A ully — 50— Rl + O ()™ +C. (3.40)
By 1to’s formula, this implies
AW, (U (1)) = LAV, (U(t))dt + (AT u(t), A% Qdw(t))
< =W (U(8)dt + CWypy 1 (U ()™ dt + (A2 u(t), A2 Qdw(t))g. (3.41)

Also, using Gronwall’s inequality, we arrive at the bound
t
EV,,(U(t)) < e W,,(Uy) + C / e IR, 1 (U(r))™dr + C.
0

In view of the induction hypothesis, namely, (3.25) holds for up to m — 1, we readily have
E\I’m_l(U(T))n* S Oe—c'mfl,n*’f‘\ym_l(Uo)lhnfl,n* + C
S Ce—cm—l,n*T\I[m(UO)fIm—l,n* + C7 (342)

where C' does not depend on time r, Uy and p € Ms. As a consequence
t
EV,,(U(t)) < e W (Up) + C/ e~ =m0 Qr By, (Ug)dm=1m 4 C.
0

In the same spirit of (3.22), we therefore may infer the existence of positive constants ¢, 1, Cr,,1 and g1
independent of Uy, u € Mg and t such that
EV,,(U(t)) < Cpae” W, (Ug) 4™t + Cyy1,

thereby proving (3.24)—(3.25) for k = m and n = 1. For general n > 2, a similar argument as in the case
k = 3, also produces the desired bounds (3.24)—(3.25).

Regarding (3.27), we integrate (3.40) with respect to time and take expectation to arrive at the following
bounds for all Uy € H™ and t > 0,

m—+1

b1 mt1 1
BUAU) + [ REIA™ ulo)lfy + 51 = MBI ) g

t
< U, (Uy) + C/ EW,,—1(U(r))™dr + Ct.
0
Together with estimate (3.42), the above inequality implies
b1 mt1 1
BY,(U() + [ GAEIAS ur) -+ 50— 0Bl

< W,y (Up) + c(wm(Uo)ww + t).

This proves (3.27) for n = 1. For general n > 2, we may employ the same strategy of proving (3.25) for
k = m to establish (3.27).

Turning to (3.28), for positive constants b;, n;, i = 0,...,m — 1, to be chosen later, let
m—1
G(u,n) = W (u,m) + D b Wi(u, )™ (3.43)
i=0
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By Ito’s formula, we have the following identity
dG(U(t)) = LK, (U(t))dt + dMp, 1(t) + Z bi LFW;(U(t))" + bid M, p, (2)

where the semi-martingales M; ,,(t) are given by the formula (3.26). In light of (3.24), we obtain the
estimate

dG(U(t))
< =1 U (U ()dt 4+ Cpy 1 (W1 (U (£)) ™ + 1)dt + d M, 1 (1)
+ Z_: —biCLm\I/i(U(t))ni + biCi,ni(\I/i_l(U(t))qi’”i + 1)dt + b,’dMLm (t)

— bQC()mO\I’()(U(t))nO dt + bOCOJLO dt + bOdMOmo (t)

In order to subsume the positive dt—terms involving U (¢) on the above right—hand side, we simply choose

C’m 1
bm—l - 27’7 Nm—1 = dm,1,
Cm—an,l
and
bis1Cir 1m0y .
b’i:277 niZQi—i-l,mHa 2207"'7m_2’
Cing;

As a consequence, we may infer the existence of positive constants ¢, C' independent of Uy, t and pu € Mg
such that

AG(U®)) < —cGU )t + C + dMa(t), (3.44)

where
M (t) = My (t) + > biMip, (t)

Now, for v € (0,1) to be chosen later, we apply It6’s formula to the function (1 + G)? and obtain
d(1+GU(1) =v(1+GU®)))~1dG(U(t))

1 _
+ 570y = DA+ GU®))*d(Ma)(#), (3.45)
where (M¢)(t) is the quadratic variation process of MG and given by
2
/ Z‘ ), Qex) prm + Z bini (U (r)™ Hu(r), Qeg) gi| dr. (3.46)
k>1

From (3.44), we readily have
Y1+ GU(t)HdGU (1))

< —ey(L+GU®))TIGU®)At + Cy(1+ GU(#)))~Hdt
+(1+GU®) " dMe(t)
< —ey(1L+GU())dt +Cr(1+ GU(t)) " at

+(1+GU ) dMe(1).
Since v € (0,1) and G > 0, it is clear that

Cy(1+GU®)) < Cr.
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Also, the last term on the right-hand side of (3.45) is negative, thanks to v € (0,1) again. We thus
deduce the estimate

d(1+GU(t)))"
< —ey(1 + GU(#)))7dt 4 Cydt + (1 + GU (1)) *dMg(t), (3.47)

for some positive constants ¢, C' independent of v. Now, to establish (3.28), we aim to employ the well-
known exponential Martingale inequality applied to (3.47). The argument below is similarly to those
found in [27, Page 23-25] and [34, Lemma 5.1].

Fixing T > 0, applying I6’s formula to e2<7(~ )1+ G(U(t)))” making use of (3.47) gives
d[e D+ GU L))

1
= §cve%°”*“—T><1 + GU))dt + e DA(1 + QU (1))

< - ;C’yezm(t DA+ GU)) + e27=T) Oyt
+ ez t=T)(1 4 GU(#))) ™ dMa(t). (3.48)
We note that (3.46) together with (Q2) implies
d(Mg)(t)

<m Y [(ult), Qex) um| dt+m2b2 FTU () [(ult), Qe) gl *dt

k>1 =0 k>1
m—1
< mTe(QA™ Q) ||u(t)[|Fmdt +m Y biniWi(U(r)*" > Tr(QA Q") ||u(t)|[7:dt
=0

m—1
C(\I/m(U(t)) + ; \I/Z-(U(t))zni‘1>dt.

So, recalling G as in (3.43), for all v € (0,1) sufficiently small, we have the bound

1 < TG =Y
ﬁ(1+G(U(t)))2 ”dt>ﬁ<1+x1f )2~ ”fZ‘I’ =)

> C<\Ilm(U(t)) + Z \Ili(U(t))Q”i‘1>dt
=0

whence for all ¢ € [0, 7]

D1+ GU(L))dt

Loy
—cye2®?

_ C ,7 %C'y(t T) .
2/
c
> 2\/_
Combining (3.48)—(3.49), we obtain for ¢ € [0, T]
1
2

\%(1 +GUE))dt
A2 (1 + G(U ()2 d (M) (t). (3.49)

d|ezt=D(1 + G(U(t))w] < Crex D dt + dg(t) — 5 =d(Ma)(t), (3.50)
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where My is the semi-martingale defined as

1

Mg =~7e2D (14 GU (1)) dMg(t),
whose variation process (Mg)(t) is given by
d(Me)(t) =771+ QU (1)) d(Me) (¢).
By the exponential Martingale inequality applying to M (t),

IP’( sup [Mg(t) -

<MG>(7§)} > r) <e V", r>0, (3.51)
t>0

c
2/
we integrate (3.50) on t € [0, 7] to see that

1 T 1
B((1+ G — 37 (L4 G~ C / Te > 1)
0

<e (3.52)
In particular, by choosing v small enough such that ¢/ V> 1, (3.52) implies
E exp {(1 + G(U(T)))'Y} < Cexp {e_%mT(l + G(Uo))ﬁ/}.
In the above, we emphasize that ¢, C' may depend on v but do not depend on Uy, t and p € Ms. Also,
Wi (Uo) < G(Up) < C(1+ Wi (Up)"),
for some positive integer n. As a consequence, the following holds for all 7' > 0,
E exp {c\IJm(U(T))V} < Cexp {e_%cyT(l + \I/m(Uo)")V}
< Cexp {C’e_%C“’T(l + \Ifm(Uo)”“’)}.

We therefore establish (3.28) with 7y, 0 := v € (0,1) and ¢, 0 := ny. The proof is thus complete. O

4. EXISTENCE OF INVARIANT PROBABILITY MEASURES

In this section, we proceed to show that the Markov semigroup P} as in (2.16) possesses an invariant
probability v#. To do so, we first observe that Theorem 2.3 implies that P}" is Feller, that is, P}'f € C (’HB)

for every f € C (7—[2) We then follow the classical Krylov-Bogoliubov argument [18] to show that the
following family of measures {v}}7~¢ given by

T
Vi) = 7 [ PO (4.1)

is tight in 737‘(7-[2). Recall that P/*(0,-) denotes the Markov semigroup associated with the process
U°(t) = (u(t;0),n(t,-;0)) that satisfies (2.14) corresponding to the initial condition Uy = 0 € Hj. As
mentioned earlier in Section 2.1, the embedding ’H,ﬂ C 7-[2 is only continuous whereas the embedding
Zﬁ =H' x Ei C ”Hg is compact [25, 37, 38]. It is thus important to obtain a moment bound in norm of
E}L that grows at most linearly in time t. Here we recall from (2.11) that

Iy = Il + 1Tl + sups (o),
r>
where 7, and T# are as in (2.4) and (2.9), respectively.

In order to prove Theorem 2.4, we will establish two preliminary lemmas. In the first, we will obtain
estimates for u(t) in the H'-norm. More precisely, we have the following result.
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Lemma 4.1. Under the hypotheses of Theorem 2.3, let U(t) = (u(t),n(t)) denote the solution of (2.14)
corresponding to initial condition Uy € 7-[2. Then for all 0 < q < 6, where 0 is the constant from (2.7),
there exists a positive constant ¢ = ¢(Uy, q) independent of t and p € Mgy such that

t
E/ (| A2 (1) ydr < |Uo|20 + c et (4.2)
0 M

Proof. We apply Ito’s formula to e Wy(U(t)) to see that
d(e™To(U (1)) = e” {q\l’o(U(t)) = wlAPu@)F + (L= m){(Tan(t), n(8)) arg

(et + 5 THQ@|d + e (ue), Qu(®)

Thanks to (2.7) and the assumption ¢ < §, we have

1
5= m)alnlig + (1= &)(Tunn)arg < 0.

Also, we invoke (P2) and Young’s inequality to see that

q q +1
§IIUH?{ + (p(u), vy < §Hu||%r — agflull 51 o) T a3lO]

q | kott

< — )10 O|.

a2(2a2) 0 ‘ ‘+a3‘ ‘
We then infer the existence of a positive constant ¢ = ¢(q, ¢, O, @), independent of ¢t and p € Mg, such
that . .

BU(U(0) +E [ oAVt e < [Unly + [ emdr < [UnlBy + et
0 o 0 n

This implies (4.2), as claimed. 0

In the second lemma, we assert that the solution of (2.14) indeed satisfies a stronger bound in 7, and
T# uniform in time ¢. This will rely on Lemma 4.1. For this, we will make use of the following elementary
fact for locally integrable functions f : R — [0,00) which are non-negative: for all 0 < s <t¢ and ¢ > 0:

e_%s/osf(t—r)dr:/Ose_grf(t—r)dr—g/ose_%r/orf(t—r/)dr/dr
t 5
-7 — r)dr. 4.3
g/o e 2" f(t—r)dr (4.3)

Lemma 4.2. Under the same hypothesis of Theorem 2.3, let U°(t) = (u(t0),
n(t,-;0)) be the solution of (2.14) with zero initial condition in 7-[2. Then there exists a constant c
independent of t such that the following bounds hold for all t > 0:

E|[7.n(t) H?VA’B <c and  Esup rTg

< c.
sup (t)(r) <ec

Proof of Lemma 4.2. Given the initial condition 7y = 0, we recast (2.6) as
s t SNt
n(t,s) = X(O,t](s) /0 u(t —r)dr + X(tm)(S)/o u(t —r)dr = /0 u(t — r)dr. (4.4)

This implies that 7,7(t) can be written explicitly as

Tun(t, s) = —u(t — 8)x(0,4(5)-
It follows that

t t
BIT(0) g =B [ #)|A"2u(t = 5)pds =B [ e = ) 4"2u(s) s,
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where we have simply made a change of variable in the last equality. By (M1)

p(s) < p(0)e%.
Thus

t
E[Tm(®l < M(O)e_&E/O || AV 2u(s) |7 ds.

In light of Lemma 4.1 (with ¢ = 4), the claimed uniform-in-time on E||7,,n(t)[|3,, follows.
"

With regards to sup,>g rTg ®) (r), we first note that (4.4) and the Cauchy-Schwarz inequality together
yield

SAt psAt
||A1/2n(t,s)||§q:/ / (AV2u(t — ), AVPu(t — o)) pdridry
0 0
sAt
< (sAt>/ 1AV u(t — ") dr”
0
SAt
gs/ A2t — 1) |2 dr”.
0

Now for s € [0, ], let
I(s) := e_gs/ |AY2u(t — )| grdr’.
0

Recalling the expression of Tg (1) In (2.9) and the fact that u(s) < 1(0)e™%, we may estimate for all 7 > 1

as follows:
"o =r [ A ) s
(0,7)U(r,00)
sAt
<oul0) [ et [A (e ) s
(0,%)U(r,oo) 0
R —p o 1/2 N2 /
= ru(0) se 2% 2 |A*“u(t — r")||7dr" ds
(0,%)U(r,oo) 0

sAt
< r,u(O)/ Se_%se_g(mt)/ |AY2u(t — ")||3dr’ ds
C 0

F)u(r,00)

= ru(0) /(0 s e_gsI(s At)ds.

F)U(r,00)
By (4.3), we have
t
I(sNt) < / e_%TJHAl/Zu(t — ) ||%dr.
0
It follows that

t
T <) [ serids [ i A ule o)

(0,%)U(r,oo) 0

For r > 1, we have

U(r,00)

r/ se3%ds < c(0) < o0.
0,3)
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Note that ¢(d) is independent of . Thus, taking supremum on r > 1 yields

¢
sup TT”(t) (r) < sup Tu(O)/ se_gsds/ e_grl|]A1/2u(t —")||3dr
r>1 K r>1 (0,%)U(r,oo) 0

t
<) [ 31— )
0

t
= et [ B AV
0
Taking expectation on both sides and employing Lemma 4.1 with ¢ = §/2, we obtain the estimate

“w
E sup T (1) < elp),

where ¢(u) is independent of ¢, as desired. O

We are now ready to give the proof of Theorem 2.4, thus ensuring the existence of an invariant
probability measure v for (2.14).

Proof of Theorem 2./. Recalling the space Zﬁ = H' x E}L as in (2.12), since E}L is compactly embedded
into M S [25, 37, 38], it is clear that the following bounded set

Br={(u,n) € Z, : [|(u,n)llz; < R},
is precompact in 7—[2 =H x Mg. Using Markov’s inequality, we estimate

1 PENAY2u(s) I + Elns) 3

t 1
VB =1 [ Prospas< g [ 8 (4.5)

To bound the term E[A'Y2u(s)||%;, we note that ||AY2u(s)||% < 2W(u(s),n(s)) where ¥; is given

by (3.13). We then may invoke (3.18) with zero initial condition and n =1 to deduce
t
/ E||AY?u(r)|3dr < C(1 + ). (4.6)
0

With regards to the second term, E|[n(s)||%., appearing in (4.5), thanks to Lemma 3.3 and Lemma 4.2,
n

we infer the existence of a positive constant ¢, independent of ¢, R, and such that

t
| Bl ds < et
0 M

It follows that there exists tp > 1, sufficiently large, such that

c
Vt(BR) S ﬁa

for all ¢ > tg. This, in turn, implies that {v}'}s~¢ is tight in ”HB. An application of Krylov-Bogoliubov’s
Theorem then implies the existence of v# € Pr(#),) which is invariant for (2.14).

Regarding (2.19), given N > 0 we consider ¢ (U) = exp <5||UH3{0) A N. Since ¢y is bounded, we see
o
by invariance of v#, that

/ o (o) (dTy) = / Pl (Uo)v(dT).
HY, HY

m

Now, given € > 0, we choose R = R(e) sufficiently large such that v#(D,) < €, where
Dr={U e M, : |Ullg < R}.
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It follows that

/ Pl on(Up)vH (dUo) = PN (Up)r* (dUs) +/ P ¢ N (Up)r* (dUp)
H Dr D,

é/ P'on(Uo)v*(dUp) + Ne.
Dr

0
i

We now fix the choice e = 1/N. Next, we recall Wy(U) given in (3.1) and see that
1 2 Lo
LU= W)Uy < Wo(U) < LUy,

Upon invoking (3.2) in Lemma 3.1, we have

Pl'ox(Us) = Eexp (BIU (1) ) A N]
26
<Efew ({0000 )]

2
< e “exp <£\I'0(Uo)> +C,

for all ¢ > 0, for all § sufficiently small by virtue of (3.2) in Lemma 3.1. Hence

Pl'on(Up)vH(dUy) < e exp illlo(Uo) + C | vH(dUy)
., (7o

D 11—k

< [ (e (Eo1vnlky ) + ) vriavn)
Dr 1-k "

< e “exp <LR2> +C.
1—-x&
In the last implication above, we emphasize that ¢, C' and [ are independent of R and u € Mg. Altogether,
we arrive at the bound

[ Pt < e (R 114 C
HY, 1—-x&
Consequently

[ (00l A N (avy) =

i

o (Up)r"(dUp) < e exp <LR2> +1+C.
Hg 11—k

Thus, upon taking ct > B(1 — x) "' R?, we obtain

U, 2
/‘@Mﬂ%ANMW&@S2+G
M,

Observe that this bound in uniform in N. Thus, (2.19) follows by virtue of the Monotone Convergence
Theorem, as desired. ]

5. REGULARITY OF v* IN DIMENSION d < 3

We recall that Theorem 2.3 guarantees that the Markovian dynamics, as represented by the family of
operators P}', can be viewed as a mapping from Pr(’Hg) — Pr(’Hg) via push-forward. In this section,
we show that when restricted to the subspace, Z, of invariant probability measures, one in fact has
(P T — Pr(H;;'), where m > 0, whenever the potential field and random heat sources are sufficiently
smooth. From this point of view, a type of “smoothing” occurs asymptotically since a gain in derivatives
from m = 0 to m > 0 is achieved. To establish this, it suffices to show that the support of every invariant
probability measure v# is contained in H™+! x M, ,"- In proving the main result of this section, Theorem
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2.5, we will in fact prove more, and establish exponential moment bounds with respect to the topology
of H};'. The proof of this fact will rely on the series of bootstrap arguments on moment bounds that
we established in Section 3. We note that since the evolution of 1 has a hyperbolic structure, it does
not naturally possess a mechanism for smoothing in the manner described above. Generally speaking,
hyperbolic equations are only expected to propagate the initial regularity, not gain regularity. This
suggests that the mechanism for the type of asymptotic smoothing described above is nuanced in our
context. Indeed, this apparent structural obstruction is overcome by the fact that the temperature field,
u, is coupled inhomogeneously to the history variable, n. Therefore, as long as a smoothing mechanism
is present for the temperature field, the hyperbolic structure of the memory variable will propagate its
regularity. Lastly, the desired smoothing mechanism for the temperature field is provided by its diffusive
properties through the operator A. We show how to successfully exploit this insight by employing a control
argument that “asymptotically guides” solutions into a subspace of phase space of higher regularity.
First, let us introduce the following controlled system:

dai(t) = —Aa(t)dt — /0 T(s) A (t: 8)dt + p(A())dE + Qduw(?)
; — kap Py (U(t) — u(t))dt, (5.1)
() = Ta(e) + o),
(@(0),77(0)) = 0 € H,),
where P is defined in (2.13) and 7 is chosen sufficiently large such that oy satisfies
Ky, > ap = sup ¢ (z). (5.2)

rzeR

We note that this choice of ay; is possible since the lim,,_,~ @, = co. Observe that (5.1) only differs from
(2.14) by the appearance of the term —ra; Py (U(t) — u(t)), which is a control that serves to drive the
signal @ towards u on the subspace spanned by the first n eigenfunctions of A; this particular feature is
key so that it ensures the control is smooth in space.

Lemma 5.1. Let d < 3 and assume the conditions of Theorem 2.3. Additionally assume that (P4),
(Q2) hold for m > 2. Then
1. There exist ¢,C' > 0 such that for all Uy € 7-[2 and t > 0, it holds that

B (u(t) = (), n(t) = (1)) [y < Ce™ [Vall3g: (5.3)
2. There exist positive constants C and q € N independent of Uy and t such that
B (@(t), 1(t) 3 < C(I10oll30 + 1)- (5.4)
Let us first prove Theorem 2.5 assuming that Lemma 5.1 holds.

Proof of Theorem 2.5. For R, N > 1, set
YN (U) := RA (||Pnullm + || Pynllary ),

where Py is as in (2.13). By invariance, it holds that

/ D (Uo)rH(dUy) = / Pl (Uo)vH (dU0). (5.5)
o o
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Recalling the “shifted” system (5.1), for every Uy € 7-[2, observe that
Pt'Yr N (Uo) = E[RA (| Pyvu)|| mm + (| Pxn(t)lar )]
< E[|Py (u(t) = u®)llam + El| Py (n(t) — 70)) s
+ E(|Pna(t) | am + B[ Pnit) sy
< oy ZB|(u(t) = @), n(t) = 7(0)) |9 + | @(0),70) |

In light of Lemma 5.1, we infer the existence of positive constants ¢, C' and ¢ independent of Uy, t, R and
N such that

m*
HM

Fip(U0) < Cayy e[ Ullag + C 1ol + C.
Hence

[ Pty < ool [ alhgutavy

H H

+ c/ 1o (dTp) + C.
7-[2 K

By Theorem 2.4 (see (2.19)), we readily deduce

| Walgravo) + [
HO H

0
H H

||U0H3{g’/“(dU0) < 00.

In particular, it follows that

/ Pl (Uo)*(dU) < Ca2e~ 4 C.
M,

Given N, R, we may now choose t sufficiently large, so that

/O Plypp N (Uo)r*(dUy) < C,
H

m

holds. Together with (5.5), this implies

| RA Pyl + [ Panllgg )" (du,dn) < .
H

An application of the Monotone Convergence Theorem then yields

| Wallpr@ti) < o,
Hp
that is, the support of v/ is contained in H}'".

With regard to the exponential moment bound (2.20), we employ an argument similar to the proof
of (2.19) by making use of (3.28) to establish (2.20); see the proof of Theorem 2.4 in Section 4.

Lastly, concerning the moment bound (2.21), we first note that (2.20) implies the following estimate
forallp >0

sup/ 1Uo[5m v*(dUp) < 0.
pneMs JH M

Now for R > 1, from estimate (3.27), observe that for all ¢ > 0

t
| [ BIRA Rl ) By ] (@U0)ar < € [ U] () + C
0 Jup

m
m

m
o

<C+Ct.
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We invoke invariance again

[ LR )]0 = [ (A [l ) .

i i

Hence, for all t > 0, it holds that

[ TR A ol el s ) <

My

C
7—1—0.

Upon passing to the limit ¢ — co, we arrive at

[ TR A Tl o ) < €
m

Note that this bound is uniform in R > 1 and u € Mgs. The Monotone Convergence Theorem then
implies

/ el ] 2 7 (s, dp) <

m

which produces the desired bound (2.21). O

Lastly, we now turn our attention to the process (u(t),7(t)) defined in (5.1) and prove Lemma 5.1; this
will finally complete the proof of Theorem 2.5.

Proof of Lemma 5.1. We must establish (5.3) and (5.4). To establish (5.3), we first set z = u — u and
¢ =1 — n and observe that

a(t) = ~As(r) - /0 TU($)AC(E: s)ds + 9(@(1) — plu(t)) — maaPaz(t),

60 = TC() +=(0), (5.

(2(0),€(0) = ~Uo € Hy.
Recalling Wo(u,n) = $|ull} + (1 — K)|In|3,0 as in (3.1), a routine calculation gives
n

Ly (a(6),¢ (1) = —ml A2 + (1= ) (TRC(6),C (0w

dt
+ (p(@(1) = p(ult)), 2(t)) i — kel Paz(t) |-
We invoke (2.7) to obtain
1
(T, ¢t g < —50IIC(0) g
To estimate the nonlinear term, in light of (P3)
(p(a(t)) — p(u(t), 2())n < apll=(t)ll7-

Recalling the choice ay as in (5.2), we then may bound the nonlinear term as follows:

— kA2 (@)1 + (p(E(t)) — p(u(t), 2(8) i — kel Paz(t) |3

< | Pa A2 ()7 — BT = Pa)AV22(0)|3 — (kaa — ag)l|2(8)IIF

+ waq | (= Pa)2(6)]3
< | PaA 2 ()F — (maq — ag) 25

< —(kaq — ag)ll=(®)l,

34



where we invoked the Poincaré inequality (see (2.1)) in obtaining the penultimate inequality. It follows
that

d

SWo(=(0),¢(1)

IN

—(raq — ag)ll2(®)]7 — %(1 = K)SICH) 130
< —min{2(kan — ayp), 0} Wo(z(1), C(1)),

A

whence

Wo(2(t),((t)) < e min2lea=ap) 0, (2(0), ¢(0)).
As a consequence,
1

—min{2(ap—ay,),0
L mintaten-a) 0 (2(0), C(0) 3

[EORIONER

IN

B 1 e~ min{2(aﬁ_a¢)’6}t”UOH?HO :
i

1—k

This produces estimate (5.3).

Next, we prove (5.4). Let us denote by L the generator associated with (5.1). Note that for any
k=0,...,m, we have

LU(@,7) = —LUK(@,7) — aa(Paz, 8) s,

which only differs from LWUg(u,n), (see (2.17)), by the appearance of the term
—a;(Ppz, ) gr. Furthermore, using Young’s inequality, it holds that

—Qp (Pﬁz, ﬁ>Hk = —aﬁHPﬁﬂH?{k + ap <Pﬁa, PfLU>Hk

—_

< —ap|| Paul|3

»-bl}—ub-

< ol

In particular

1
LO(@,7) < LYR(@,7) + g0k ullF-
Upon recalling that (u(0),7(0)) = 0, we see that we may therefore employ the same strategy used in
establishing (3.25) in order to obtain a similar bound for (u(t),7(t)), namely

El@(6), 7(t) 3 < C / ()4 dr + C.

In the above, we emphasize that C, c and q are positive constants independent of ¢t and Uy, but dependent
on 7. Invoking Lemma 3.1 with the fact that [Jul|%, is dominated by ¥o(u,n)?, we obtain

E[|(@(t), 7(t)) |3 < C(¥o(Uo)? +1).
This implies (5.4), thus completing the proof. O
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APPENDIX A. WELL-POSEDNESS

This Appendix is dedicated to addressing the well-posedness of (2.14) via the classical Galerkin ap-
proximation. The approach that we employ follows closely the method found in [26, Section 4], [30],
and [49, Chapter 7] tailored to our settings. Due to the stochastic forcing term, we however will not
truncate (2.14) directly. We consider instead the following “shifted” system

o0

0w = —kAv — KAE — (1 — H)/O p(s)An(t, s)ds + ¢(v + &),

o =Tum+v+E, (A1)
d¢§ = Qdw(?),

together with the initial condition v(0) = wug, 7(0) = ny and £(0) = 0. The solution to the original
system (2.14) is then recovered upon setting u = v + €.

A.1. A priori estimate. Recall the basis {ey}r>; as in (2.1), we first look for a pair (U,,nn) given by

N N
Viv(ts) =Y op(Ben(x), nn(tis,z) = m(ts)ex(@),
k=1 k=1

solving the following finite-dimensional system

[e.9]

OiVn(t) = —rAVN(t) — RAPNE(E) — /0 p(s)Any (5 s)ds + Pne(Vi (t) +£(1)),

omn(t) = Tunn () + V() + PnE(), VN (0) = Pnuo, nn(0) = Pyno.

In what follows, we assert that the above Galerkin system is well-posed and that the solutions are
uniformly bounded in N.

(A.2)

Lemma A.1. For all Uy = (ug,np) € ’Hg and t > 0, there exists a unique strong solution pair (Vy,nn) €
C([o,t]; H x Mg) Furthermore, there exists a positive constant ¢(Uy,t) independent of N such that the
following holds

E sup ||(Vn(r), 77N(7‘))H3{0
0<r<t .

t
+/0 E([Va ()l + e (130 + IV (I35 + le(Viv(r) + E@)IT0)dr
S C(U()at)a

where ¢ = (po + 1)/po and pg is as in (P2).

Proof. From (A.2), a routine calculation gives

1
SOV O = —sl A2V ()11 — (A2 Vi (D), AYV2E(8)) 1

— (=) [ o)A 530, AV ) s
+(Pnop(Vn(t) +£(1), Vn(t)) m.

Concerning 7y, from (A.2), we see that
15 2 (T ") (A2t 5), AV d
2Ol gy = Tumn (), B)agg + | - i(s){A (8 5), N (1)) nds

" /ooou<s><A1/2nN<t;s>,A1/2£<t>>Hds.
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So, recalling Wo(u,n) = $|lull? + (1 — k)|nl3,, as in (3.1), we combine the above two identities and
n
cancel the integrals to obtain

O Wo(Viv (), nn (1))
= [ AVPVN (D7 + (1= k) (Ton (t), v (8) g — w(AY2 Vi (8), AV2E() 1 (A.3)
+ (Prve(Vn(t) +£()), Viv(®) i + (1 — &) (v (), £(8)) arp-

We invoke inequality (2.7) to further bound

(T (6 () gy < 3w () B

Next, we employ Cauchy-Schwarz inequality to estimate

1 1
(A2 (1), AV2E() < SIAY2 V@I + 514201

Likewise,
d 2 1 2
(0. €0ty < Sl (g + SIEO g
0 il oo e+
= Zllan )3 + —= LAV 20|
4 1 1)
So that,

— K[ APV @)1 + (1= ~)(Tunn (), v (6) arg — w(AV2 Vi (1), AV2E(0))
+ (1 = k)N (8),€(8)) a0

) 5 A4
< — sl APV DI — (1= w)llnw ()34 A

1 el e 12¢(4)(12
+ (5r+ B Q- ) A2

To estimate the non-linear term involving ¢ in (A.3), we employ (P1)—(P2) to see that

(Pno(Vn(t) + &), VN (t)a
= (p(Vn(t) + &), Vi (t) + &) — (e(V (t) + &), &)
< —aa|[Viv(8) + €@ty + aslO] + ar{[Viv(8) + EOF°, €0 i + a1 |€#)]| 2 (o)
We thus deduce the estimate
(Prveo(Viv(t) +£(1)), Vn (t)
< —cl[Vn @) F5es + CIED I omts + CIEDI + C. (A.5)

Combining (A.3), (A.4), (A.5), integrating with respect to time and taking expectations, we arrive at the
bound

E sup Yo(Vn(r),nn(r))
0<r<t

tq 5
+ /0 §HE||A1/2VN(7“)II§1 + Z(l - %)Ellmv(r)ll?wg + cEHVN(T)Hi‘Lﬁldr

t
< Wo(Pyu, Priio) + Ct + C /0 E€(r) [P, + BlIE) |2ndr,
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for some positive constants ¢, C' independent of time ¢. We note that by condition (Q1), Law({(t)) is a
Gaussian measure in H', since

2 2 *
B3 =E|| > Qabult)|,, = (QAQ") < ox.
k>1
Observe that (Q1) also implies
sup E|{(t, z) —supE‘ZQek ) By (t ‘ —SupZ|Qek )t < oo.

z€0 €0 Ty Ok>1

Since &(x,t) is Gaussian, we infer the bound
E€(®)I 0 = / Bl¢(r, 2 dr < O] sup BJe(r, )P < o™
zeO

where ¢ > 0 is independent of t. Combining the above estimate, we obtain

t
/O E¢(r) 5, + E&0) 2 dr < C(t,po),

whence

E sup Wo(Vn(r),nn(r))
0<r<t

tq 5
+ /0 §/€E||A1/2VN(T)II% + Z(l - %)Ellmv(r)llfmg + cEHVN(T)Hi%ﬂldr (A.6)

< Wo(Pnug, Pnmo) + C(t, po).

By employing a standard argument for systems of stochastic differential equations (see [1, 30], for in-
stance), the truncated system (A.2) admits a unique global pathwise solution (Vy,nn) in C([0,T); H x
Mg), for all T > 0.

Furthermore, to produce a uniform bound on ¢(Viy(t) 4+ £(t)), we recall (P1) and ¢ = (po + 1)/po. So
that,

[ Eltte) + €l <[5 [ w1+ 1+ )

1 1
<ctte /0 E|[Var(r) [P + () 2L dr (A7)
The proof is thus complete. O

A.2. Passage to the limit. As a consequence of Lemma A.1, we deduce the following limits (up to a
subsequence)

Vn =% vin L3(Q; L>=(0,T; H)),

Vy — vin L3(Q; L*(0,T; H')),

Vi — v in LPOTY(Q; LPotL(0, T; LPo 1)),

(Vv + &) — x in LY(Q; L0, T L?)),
nn —* nin L*(Q; L0, T; M),
nn — nin L*(Q; L*(0,T; Mg))
Furthermore (see [49, pg. 224]), we have
Pyo(Vy + &) — x in L9(Q; L9(0, T; L7)).
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In particular, for all » € H' N LPT! it holds a.s. that

(0005 = (0.0} + [ (AV20(r) + AY2e(0), A2+ [ ). ) g

0

+ /0 (x(r),v)gdr.

Also, by expression (2.6), observe that for all 7 € M 2

v Oy = [ [ 0l = 1)+ Pag(r)an i) (s
+ [ Pt = 0.6 mn(e)ds

+ /tw/o (Vi (t —7) 4+ Pné(r),7(s)) grdr p(s)ds,

which implies by taking limit as n — oo
By = [ [ 0lt =)+ )anaemnts)ds
4 [ s = 0.6 (s
// (= 7) + £(r).i(s)) pdr p(s)ds,

by using for example Vitali convergence theorem. Since the above identity holds for all 7, n(¢) indeed
satisfies expression (2.6), which is equivalent to equation (2.5), i.e.,

Oin(t) = Tun(t) + v(t) + £(2).

It remains to prove that a.s., x(t) = p(v(t) +£(t)), a.e. t € [0,7T]. To this end, fix m, large such that
H™« C LPot!, For ¢ € H™*, we observe that

t
(O VN (t), ) = (Pnug, )i + /0 (AY2Vn(r) + AYV2e(r), AV ) pdr

+ [ ) w)augar + [ (ProlViate) + €) bmar

In view of (A.6)—(A.7), we see that 9;Vy is uniformly bounded in L4(0,7; H~"*) where ¢ = (po + 1)/po.
By [49, Theorem 8.1], we obtain the strong convergence (up to a subsequence)

Vy — vin L*(0,T; H).

It follows that, up to a subsequence, (Vi + ) converges to ¢(v + &) a.e. (x,t) € O x [0,T] since ¢ is
continuous. Together with [49, Lemma 8.3], we deduce

(Vv +&) = ¢(v +¢) in LI(0,T; LY),

whence a.s., x = p(u) a.e. (x,t) € O x [0,T]. This finishes the construction of a solution (v,n) for (A.1),
thereby proving the existence of solutions (u,n) for (2.14).

The uniqueness of such (u,n) as well as their continuity with respect to initial conditions can be derived
using an argument similarly to the above energy estimates (A.6)—(A.7), and thus are omitted.
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APPENDIX B. AUXILIARY RESULTS

Lemma B.1. Suppose forn > 1, ¢ € C?*(R) and u € H*". Then,

A"o(u) = ¢ (W) A" + ¢ (W) Vu - VA i 4 o) (1) | Vu>
2n—1

3 60w S Iyw), (B.1)
=2 j=1

where ¢, > 0, 1;j(u) = ¢;j [ [ (D%aku)iak with c;; > 0, |aiji] < 2n — 2, and oy, € Z*.
Proof. We proceed with induction on n and start with the base cases n = 1 and n = 2. A straightforward
calculation yields
Ap(u) = ¢ (u) Au+ ¢ (u) | Vul?,
and
A%p(u) = ¢ (u)A%u + 49" (W) Vu - VAU + oD (u) | Vul*

d
+ " (u) [(Au)2 +2 Z (al-ju)2] + o) (u) [2|Vu|2Au +4Vu - Viu - Vul,
i,j=1
which confirms (B.1) for the base cases.
Suppose (B.1) holds for up to n > 2 and consider the case n + 1. A computation yields

A (w)A™u) = ¢ (W) A"y + 2¢" (u)Vu - VA" + 0O (u)|Vul?Amu,
A" (u)Vu - VA”_lu)

d
= ¢"(u)Vu - VA" u + " (u)[VA - VA" by 42 Z aiju&-jA"_lu]

ij=1
©® (v) [2Vu - Vu - VA" 24+ 2Vu - V2A" - Vu 4+ AuVu - VA"_lu],
and
A ()] Vuf)
= @2 ()| V> H2 4 2+ (1) [[Vul* Au + |Vu|*"Vu - V?u - Vu
+2nVu - Vu - Vu]

d
+ 2n<p(2") (u) Uvu’2n—2 Z (8iju)2 + \Vu]2”_2Vu - VAu
ij=1
+ (n — D)|Vul* | Vu - V2ul?].
Similarly, concerning the term ¢ (u)I;;(u) on the right-hand side of (B.1), we note that applying A to
© @ (u)I;;(u) will yield a sum of terms having the form

mi/]‘/
o) [T @ru) o,
k=1
where 2 <@’ < 2n+1, |ayj| < 2n, since we are only taking at most two derivatives. We now combine
with preceding identities to establish (B.1) for n + 1. O

Lemma B.2. Under (P0)-(P3), there exists a constant C, > 0 such that
()] < Colla] + [2f?),
for all x € R.
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Proof. We first pick ¢, = max_1<,<1 [o(2)¢" (x) 4+ (¢'(2))?| and consider the function

f(@) = 2cp2% — p(2)?.

Since ¢(0) = 0, it is straightforward to verify that 0 is a critical point of f defined above. Furthermore,
the the choice of ¢, yields

(@) = 4e, — 2p(2)¢" (x) — 2(¢'(2))* > 0,

all |x] < 1. As a consequence, f(x) > f(0 ) 0, for all |z| < 1. Tt follows that

(@) < V/2elal.

On the other hand, by (P1), we infer that

(@) < ar(lzl” +1) < 2a1]2?,

for all |z| > 1. Altogether, setting C,, = max{2c,, 2a; } produces the desired bound. O
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