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Abstract—Beamforming techniques are considered as essen-
tial parts to compensate severe path losses in millimeter-wave
(mmWave) communications. In particular, these techniques adopt
large antenna arrays and formulate narrow beams to obtain
satisfactory received powers. However, performing accurate beam
alignment over narrow beams for efficient link configuration by
traditional standard defined beam selection approaches, which
mainly rely on channel state information and beam sweeping
through exhaustive searching, imposes computational and com-
munications overheads. And, such resulting overheads limit their
potential use in vehicle-to-infrastructure (V2I) and vehicle-to-
vehicle (V2V) communications involving highly dynamic scenar-
ios. In comparison, utilizing out-of-band contextual information,
such as sensing data obtained from sensor devices, provides a
better alternative to reduce overheads. This paper presents a deep
learning-based solution for utilizing the multi-modality sensing
data for predicting the optimal beams having sufficient mmWave
received powers so that the best V2I and V2V line-of-sight links
can be ensured proactively. The proposed solution has been tested
on real-world measured mmWave sensing and communication
data, and the results show that it can achieve up to 98.19%
accuracies while predicting top-13 beams. Correspondingly, when
compared to existing been sweeping approach, the beam sweeping
searching space and time overheads are greatly shortened roughly
by 79.67% and 91.89%, respectively which confirm a promising
solution for beamforming in mmWave enabled communications.

Index Terms—Beamforming, Connected and Autonomous Ve-
hicles, Deep Learning, Millimeter-Wave Communications, Multi-
Modality Sensing, Out-of-Band Information.

I. INTRODUCTION

HE utilization of millimeter-Wave (mmWave) bands

(e.g., 28 GHz and 57-71 GHz bands) has been shown
to bring an abundance of spectrum resources, considered as a
key enabler for communications technologies in connected and
autonomous vehicles (CAVs) domain [2]-[4]. For example,
in the context of cooperative perceptions such as in high-
throughput and low latency demanding applications in CAVs,
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the connected vehicles exchange a vast amount of 3D point
cloud data from LiDAR sensors instead of lightweight textual
data [5], [6]. Realizing the high throughput and low latency
benefits, mmWave communications enabled by vehicle-to-
infrastructure (V2I) and vehicle-to-vehicle (V2V) communi-
cations is expected to pave the way toward accessible and
safe autonomous transportation systems.

On the other hand, an inherent property of mmWave band
is having high path attenuation of its signals, whereby massive
antenna arrays are typically employed, drastically impacts
quality performance degradation [7], [8]. Beamforming tech-
niques may be utilized to address this bottleneck, including
formulating the narrow beams, thereby achieving the desired
high throughput from mmWave communications. Likewise,
the narrow beams are expected to be aligned precisely and
required to re-direct in accordance with the environmental
settings and any changes. Generally, in codebook-based beam-
forming [9], beam selection techniques are applied to find the
optimal beams in a number of pre-defined beam codebooks.

In practice, with standard defined beam selection tech-
niques, the vehicles usually select the best beam pairs through
an exhaustive beam measurements process [10], which in turn
introduces computing and latency overheads in applications
involving highly dynamic moving vehicles. This overhead
problem occurs mainly due to tight contact times (the time
period the receiver received the correct packets), frequent
beam realignments, and changes in channel state estimation to
perform beam computing. Hence, it is crucial to avoid beam
misalignment along with reduced and reasonable overheads
in order to take the fully potential benefits from mmWave
communications. For instance, deployment based the 3GPP
5G-NR (New Radio) and IEEE 802.11ad standards [11] might
take around 25 and 19 milliseconds, respectively to select the
best beams through searching over all beam directions for 60
beam pairs and need to run over repeatedly when the vehicles
move forward.

Considering this challenge in vehicular settings, recent
works have suggested effective approaches to configure the
communications links by leveraging the out-of-band con-
textual information/side information. As such, the out-of-
band contextual information has been applied in mmWave
beamforming tasks by utilizing other lower bands (sub-6
GHz bands) [12]-[17], RADAR communications bands [18]—
[21], or extracted useful sensing information from on-board
vehicular non-RF sensing devices (i.e., position coordinates
[22]-[24], visual data [25]-[28], and point clouds [29]-[32])
are the few notable example works. According to [33], sev-
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eral approaches pursuing efficient beamforming have been
introduced based on multi-modality sensing over the recent
years. However, among these related research, most of the
works are limited primarily to vehicle-to-infrastructure (V2I)
communications, based on ray-tracing simulations, or consid-
ered single sensing modality, but utilizing real-world measured
wireless data as well as considering the mobility of connected
vehicles under V2V connectivity have not been investigated
yet. Accordingly, we introduce a unified solution for mmWave
beamforming for both V2I and V2V communications, unlike
prior works, with the aid of a proposed multi-modal deep
learning model. The main contributions of this work are listed
in detail below:

o Drawing inspiration from the recent success of multi-
modality sensing, we propose a 5G-NR standard compat-
ible deep learning-based solution to predict a subset of
beams, that is, top-M beams, thereby significantly reduc-
ing the searching space and latency of beam sweeping.

« Instead of single modality, we employ different sens-
ing modalities with a common goal on providing more
detailed information and robustness in terms of errors
and missing information beyond the limitations of the
individual sensing in practical situations. Specifically,
the position information is leveraged to facilitate on
identifying the targeted vehicles in urban scenarios.

o Unlike other approaches, the proposed solution fully
leverages the sensing data obtained from sensors, com-
monly available on the modern vehicles and road-side
units, subsequently lowering down the complicacy.

« The proposed solution is validated with experiments on
real-world multimodal 60 GHz mmWave wireless data,
and present the results in terms of two meaningful ma-
trices, namely accuracies and received power ratios to
demonstrate its efficacy and applicability in beamforming
tasks in reality.

« The proposed solution is shown to integrate into existing
5G-NR standard and the benefits we can get after inte-
gration. In particular, the results show that the proposed
solution can reduce the beam sweeping searching and
time overheads by 79.67% and 91.89%, respectively for
top-13 beams.

Paper Organization: The rest of this paper is organized as
follows. In section II, we review the most relevant related
works on efficient beamforming, in particular, that have been
introduced in the literature. In section III, we present the con-
sidered system model and formulated problem. The detailed
steps of the proposed multi-modal solution is introduced in
section IV. Next, the multi-modal feature extraction archi-
tecture including its necessary components are described in
section V. The experimental settings and results are presented
in section VL. Finally, conclusions are summarized in section
VIL The list of major notations and their descriptions used in
this paper is summarized in Table I

II. RELATED WORKS

In this section, we review the most relevant works on
efficient beamforming based on the out-of-band information
which have been introduced in the literatures as follows.

TABLE I: Summary of major notations and descriptions.

Notation Description
vy, v2 & v3 Moving vehicles
A gNodeB, base station, or road-side unit
Ng The numbers of antenna array elements
h,, Channel vectors in each communication links
Q Beam codebooks
T Unique beam indices
B The set of recommended beams
Xpos Position data matrix
Xois Visual data matrix
Xiid 3D point cloud data matrix

e Training dataset
P(-, w) Neural network
w Trainable weights of (-, w)
- Parameterized by optimal weights w*
Py Received power from predicted beams
’Pft Received power from ground-truth beams
Tar Required time of beam selection in 5G-NR
Tssp Single burst in synchronizing signal blocks
thurst Synchronizing signal burst periodicity
Tnr " Sweeping time for the predicted beams

A. Uni-Modal Sensing Data

Recent works have shown that positioning, visual, and 3D
point clouds sensing information have emerged as potential
enablers for mmWave beamforming. The solution in [34]
has leveraged machine learning technique to investigate how
position information from GPS sensors can help to reduce the
beam training overheads. However, considering the localiza-
tion errors of GPS data, the authors in [35] have proposed
a beam alignment approach, where Bayesian approach has
been applied on the radio maps at a geographical area’s each
spatial location. Meanwhile, the work in [36] has developed
a data driven method by transformer networks with particular
attention mechanisms to estimate the line of sight (LoS) time
of arrival (ToA), and then, a model-driven method to locate
the users in mmWave multiple-input multiple-output (MIMO)
communications by approximating the maximum likelihood
time difference of arrival (TDoA) with the estimated results.
Likewise, the work in [24] emphasizes on both location and
orientation information to perform 3D beam selection by
utilizing deep learning technique.

Similar concepts have been also utilized in [37] and [38]. In
[37], the authors utilize spatially indexed historical information
so that statistically significant beam sectors can be chosen in
specific locations. Their proposed work is particularly focused
on IEEE 802.11ad standard with an aim of reducing the
time of beam sweeping, thereby improving the available time
for data communications. And, the work in [38] uses the
information about spatial correlation of stronger channels in-
between the receiver and sender at given locations so that the
users are able to track the information beforehand to establish
communication link quickly. Earlier, the authors in [39] had
proposed an approach, where a multi-path fingerprint-based
database is maintained which records fingerprints of necessary
location information along with channel characteristics so that
the knowledge of reliable beamforming can be known in
advance.

In addition to the utilization of position information, the
capabilities of scene understanding by visual data by RGB

Authorized licensed use limited to: University of Massachusetts - Dartmouth. Downloaded on September 25,2025 at 17:30:07 UTC from IEEE Xplore. Restrictions apply.
© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https:/fiwww _ieee_org/publications/rightsfindex.html| for more information.



This article has been accepted for publication in IEEE Transactions on Cognitive Communications and Networking. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TCCN.2025.3558026

IEEE TRANSACTIONS ON COGNITIVE COMMUNICATIONS AND NETWORKING

or depth (RGB-D) sensing cameras have also been utilized
in a number of studies. For instance, the authors in [40] and
[41] have presented computer vision assisted mobility man-
agement techniques. In particular, Anh et al. [40] have been
utilized visual sensing information to understand the moving
user and potential blockages by extracting the distance and
azimuth/elevation angle like geometric channel parameters,
which later have been used to predict the downlink state (i.e.,
data rate) using a deep neural network. The simulation results
show that their proposed work outperforms the beam sweeping
based on the 5G-NR standard-defined technique by achieving
30% more gains in throughput while ensuring a seamless
beamforming gain over the targeted area. Whereas, the authors
in [41] have used computer vision techniques to understand
the location and speed of the vehicles, at the same time, the
potential obstacles, and later, this information has been utilized
to determine the best handover decision. Here, the authors have
incorporated a multivariate regression technique to play a vital
role to predict the time until the moving vehicle arrives at the
blockage area.

Meanwhile, the authors in [42] have designed a different
computer vision assisted mmWave beamforming focusing on
beam weight prediction, where the visual detection by a
convolutional neural network and limited wireless feedback
have been fused to enhance the spectral efficiency as well as a
codeword rotation method implemented by Householder trans-
formation to reduce the feedback overheads. Indeed, Osman
et al. [43] have shown how visual sensing data collected from
360° cameras can help to contribute on beam predictions in
V2V communication scenarios in their work. Besides, in [44],
the authors have focused on user identification task together
with a deep neural network and bounding box estimation
so that the computer vision aided communications can be
employed in realistic crowded scenarios.

The work in [45] has presented a multi-task learning module
to predict the optimal road side units (RSU) and beam pairs
by proposing deep learning based proactive RSU selection
network (PRSN) and beam pair searching network (BPSN),
respectively for dynamic V2I settings. Here, the authors have
utilized multiple cameras installed on the RSUs for the purpose
of getting multiple views, which essentially enriches the visual
sensing information in terms of making more accurate and
reliable decisions than single view techniques. However, uti-
lizing raw visual sensing data directly introduces considerable
storage and computational overheads. Instead, the authors in
[46], [47] and [48] have utilized targeted object masks and
bounding boxes like environment semantics information to
address such overheads problems.

Although the aforementioned works have shown that the
visual sensing data has been utilized as out-of-band infor-
mation along with satisfactory scene understanding, having
dark or glare visual images may lead to inaccurate beam-
forming decisions by the models/algorithms. In contrast, 3D
structures captured by LiDAR point clouds can offer a better
understanding of surrounding environment and scene under-
standings through high-resolution mapping and positioning.
Accordingly, the authors in [32] and [31] have considered
utilizing point clouds for detection of line-of-sight, and then,

predict the best beams by deep convolutional neural network
and federated learning, respectively. While these two works
have focused on predicting the current beams, similar work
has been studied in [49] using by a recurrent neural network
(RNN), and shown that with the aid of point clouds, it is
possible to predict the future beams along with current ones.
Wu et al. [50] have shown in their work that leveraging
convolutional neural network on point clouds and in-band
mmWave signals can be a help in predicting the occurrence
of line-of-sight link blockages in advance so that beam
switching/hand-off decisions can be made to ensure reliable
communications. Most importantly, the authors have validated
their work on real-world datasets, showing that their approach
can achieve around 95% and 80% accuracies while predicting
the future blockages within 100 ms and 1, 000 ms, respectively.
Besides, Ohta et al. in [51] have demonstrated with real
experiments that it is possible to leverage the inherent prop-
erties of point clouds to understand the wireless propagation
environment. They have designed a proposed 3D convolutional
neural network with long short-term memory and gradient
boosting decision tree for implementing on point clouds so that
the link quality, more specifically, the mmWave received signal
attenuations due to any blockages (e.g., pedestrians) can be
predicted proactively. Further, the work in [52] has introduced
a deep learning based technique, namely COPILOT, to identify
the best road side unit having high bandwidth mmWave
connectivity for cooperative perception purposes. The aim of
this COPILOT is to support connected vehicles to recognise
the transient blockages along the road with the help of point
clouds, which eventually can help them to decide connecting
the best road side unit by proactive handoffs. In particular,
when compared to traditional reactive handoffs techniques,
the experiment with real 60 GHz devices has shown that the
COPILOT can offer upto 69.8% improvement on latency.

B. Multi-Modal Sensing Data

Beyond the single modality works, several solutions on
leveraging muti-modality sensing to facilitate mmWave beam-
forming related tasks have been explored in recent years.
For example, the works in [53] and [54] have focused on
deep learning assisted fusion of positioning and visual sensing
data. In particular, the work [53] utilized fine-tuned ResNet-
50 model and data normalization technique on visual data and
position data, respectively before feeding into a concatenation
module, and then used a multi-layer perceptron network to
get the predicted beam indices. However, the work [54] has
incorporated transformer network and semantic localization
techniques to contribute more on developing a robust beam-
forming approach while obtaining the visual data in varrying
weather such as rainy, foggy, sunny, and snowy conditions.
On the other hand, Zecchin et al. [55] have proposed a
fusion between point clouds and GPS position data, where
the authors have improved the beam prediction accuracies by
utilizing non-local attention block particularly for non-line-of-
sight scenarios, and also utilized a loss function motivated
by knowledge distillation as well as a curriculum training
strategy to further improve the training speed as well as
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TABLE II: Summary of relevant state-of-the-art multi-modal sensing related works and our contributions.

Work | pW"Y | pogition | Visual | o | Problem peblishting | var | vav | Validation | Dt and
531 | o0oGHz | v v x Beam selection | ComPuter vi- [ o[ o Real-world | po, s Sense6G
sion data
541 | o0GHz | v v x Beam selection | Lranstormers [ | Reabworld  poopgene6G
. Deep neural Synthetic ray- .
[55] | 28 GHz v X v Beam selection network v X teacing data Raymobtime
56] | 60GHz | v x v Beam selection g:fo S x ('}:taa"“"’”d DeepSense6G
. Deep neural Synthetic ray- .
[57] | 28 GHz v v v Beam selection network v X tracing data Raymobtime
Multi-user Deep neural Synthetic ray- .
58] | 28 GHz v v v beam selection | network v d tracing data Raymobtime
Sector Federated Real-world
[39] | 60 GHz v v v selection learning v d data FLASH
. . . Real-world FLASH and
[60] | 60 GHz v v v Beam selection | Digital twin v X data RemCom [61]
Ours | 60 GHz v v v Beam Deep neural v v Real-world DeepSense6G
selection network data P

final predicted results. Finally, this work has been validated
with a synthetic ray-tracing dataset, namely Raymobtime'.
In another work, Bian et al. [56] have presented a beam
tracking method on fusing the measured point clouds and
position data by a proposed deep neural network, however,
the studies was limited to only beam tracking in vehicle-to-
vehicle connectivity.

Meanwhile, multiple works in [57]-[60] have demonstrated
how to fuse features from visual, point clouds, and position
sensing data together. In particular, the work in [57] has
addressed data redundancy issue by introducing a low redun-
dancy data based optimal beam prediction approach. In this ap-
proach, the authors utilize three steps, namely, feature extrac-
tion and fusion, reduction of dimensionality and redundancy
by principal component analysis, and prediction with multi-
layer perceptron network. In comparison, the authors in [58]
have focused on proposing a multi-user beamforming strategy
for mmWave MIMO systems. For that, a multimodal deep
neural network model including an alternative loss function,
namely supervised soft-contrastive loss, has been proposed
to estimate the channel beamspace representations from the
sensing data. This estimated beamspaces have been utilized
later to identify the radio frequency precoders for all users at
the base station, which eventually can help to establish multi-
user communication links.

In another work, Salehi et al. [59] have considered pre-
dicting the best sectors specifically in large codebooks, and
to achieve this, a multimodal federated learning framework
named FLASH-and-Prune has been proposed. In particular,
their work starts with predicting the optimal sectors locally
by multiple vehicles individually, then aggregates these local
model parameters to make a globally optimized model, and
finally, a model pruning strategy is applied to further reduce
the overheads caused by model parameters exchanging in
federated learning settings. In this work, the authors have
also prepared a publicly available datasets with real-world
measured wireless data, refereed as FLASH? and validated

Uhttps://www.lasse.ufpa.br/raymobtime
Zhitps://genesys-lab.org/multimodal-fusion-nextg-v2x-communications

their solution by it.

In addition, the work in [60] has designed a digital twin,
which closely mimics the real wireless scenarios to speed up
the beam selection procedures particularly in unseen environ-
ments. In their design, the digital twins are mounted on the
vehicles, and collectively coined as multiverse of twins term.
The goal of this multiverse of twins is to possibly obtain the
necessary ray tracing components and complex interactions at
different levels of fidelity from the real world and then utilize
them to make decisions on finding the optimum twins based on
latency constraints. The results have shown that the proposed
Multiverse can offer roughly 85.22% for top-10 prediction
accuracy for unseen scenarios.

To the best of our knowledge, the aforementioned multi-
modality related solutions are the most relevant to ours, and
accordingly, we show how this current work stands out from
existing research in the table II.

ITI. SYSTEM MODEL AND PROBLEM STATEMENT

In this section, we first present the adopted communication
system model, and then formally state the multi-modality
sensing-aided beam prediction problem addressing in this
work.

A. System Model

In this work, we consider a vehicular communications sys-
tem model operating at mmWave frequency bands as presented
in Fig. 1. The model consists of a moving vehicle vy provid-
ing communications services, e.g., cooperative perception, to
another moving connected vehicle v, within its coverage area,
and these two moving vehicles, »; and vy, are connected with
each other by vehicle-to-vehicle (V2V) communication links.
We also consider a stationary base station (typically referred
as gNodeB in 5G) unit .4 is communicating with the moving
connected vehicle v3 to provide communications services, for
example, high-definition map updating, within its coverage
area by vehicle-to-infrastructure (V2I) communication links.
The vehicle v; and base station .4, acting as receivers R, are
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Fig. 1: Illustration of our considered mmWave enabled V2I and V2V
communications system model.

equipped with a number of sensing devices, i.e., visual and
LiDAR sensors to obtain the multi-modal sensing information
from the surroundings, for example, moving vehicles vy and
vs, whereas the vehicles vy and wvs, acting as transmitters 7%,
have GPS sensing devices to gather the position information,
such as latitude and longitude along with the timestamps, and
share the information in turn with v; and A in real-time,
respectively.

Additionally, both the vehicle v; and base station A have
Np numbers of antenna array elements, codebooks of @ pre-
defined beams with, each elements of codebook referring to a
specific beam orientation. The antenna array elements enable
vy and A to perform beamforming so that v; and A can obtain
adequate received powers. Each vehicle users vz and vs has,
for simplicity, one antenna which is oriented always towards
the receivers R;. The beam codebooks can be expressed as
Q = {q1,9, . q0 : @ € CV*¥'}, where |Q)] is the
cardinality of Q. The beam vector can be expressed as (Qx1).

We further consider that orthogonal frequency-division mul-
tiplexing is used in the downlink communications with N
subcarriers. For the given transmitted symbol s, € C, the
variance of the noise o2, and the received complex Additive
White Gaussian noise wy, ~ Ng¢(0,02), the downlink trans-
mitted received signal at »t® subcarrier at time instant ¢ can
be written as:

zn[t] = h [tlg[t]sn + walt], (1)

where, h,, € C¥rx*1 jndicates the channel vectors in each
V2V and V21 links. In particular, considering the 3D geometric
channel model presented in [39], and denoting p(-) the shaping
pulse, T the symbol period, a; the complex path gain, 7; the
delay, ag(-) the complex steering vector at receiver end array,
9{" elevation angle of arrival, d)f" azimuth angle of arrival, of

the path [, the h, can be expressed as frequency-domain at
th

m""* symbol vector as follows:
C-1L-1
j2mn
hy,=/Ng Y _ Y ae " ¥epmT. —n)ar(6f,6'), 2)
e=0 =0

where, L and C' denote the number of total channel paths
and cyclic prefix length, respectively.

B. Problem Statement

Given the system model, the primary task of this work is
to make predictions for optimal beams g} from the predefined
codebooks @ such that the mmWave received powers are max-
imized. Hence, if the A and v; want to determine the optimal
beams ¢} from their beam codebooks @ to serve the vs and
vy, respectively, are determined which maximize the received
powers. From the received signal z,[t] presented in (1), we
can get the received power by summing over N subcarriers at
the A and v; sides for the receiver codebook i. However,
if we convert the beam codebooks Q@ = {q1,¢2,....,q 0|}
into a unique index as 7 € {1,2,3,...M : M < |Q|},
predicting optimal beams from beam codebooks are same as
predicting optimal beam index. Then, predicting the optimal
beams problem can be formulated as:

N-1

arg max |hy [tlg:[t]sa|®
i€{1,2,3,.....|Q[} ﬂzz,:)

I* = 3)

Specifically, our goal is to predict a set of recommended
beams B = {1,2,3,...., M} as top-M beams such that 7* € B
as top-1 beam. Nevertheless, to solve the problem in (3), tradi-
tional beamforming approaches either leverage the knowledge
of h,,, which is rather difficult to acquire in mmWave enabled
vehicular scenarios or carry out an exhaustive search over all
codebooks thus introducing large training overheads. However,
instead of relying on the knowledge of h, and an exhaustive
search, we aim to utilize deep learning models on the available
multi-modal sensory information to solve the optimization
problem.

IV. THE PROPOSED MULTI-MODAL SOLUTION

The proposed multi-modal solution is composed of the
following three steps: (i) data acquisition, (ii) model training
with deep learning, and (iii) deployment in real environment
(inference step).

A. Data Acquisition

We first define the position, visual, and 3D point cloud data
matrices at each time instant ¢ as X,,[t] € RN*2 (two-
dimensional latitude and longitude), X ,;,[t] € RN:Xwvxhexe
(width, height, and color channels of visual data), and
Xiialt] € RNexdixuxwi (depth, height, and width of point
cloud data), respectively, where, N; denotes the total number
of samples for training.

In data acquisition step, the connected vehicle v; and
basestation 4 collect the multi-modal sensing data along with
corresponding true beams within their own coverage areas
in different scenarios (e.g., day and night times), denoted
by, § = {‘;s}‘f: , and each builds a training dataset D, =
(X820, X0, X0, Y )} es. Here, YO = (1317} repre-
sents the corresponding true beams, which can be determined
either from the maximum received powers at codesbooks or
by utilizing any existing beam selection approaches.
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B. Model Training

This model training step leverages deep learning architec-
tures to construct a multimodal neural network so that the
mapping of input modalities from D, to the predicted beam
indices can be learned with good generalization abilities. The
multimodal network has three unimodal models, which es-
sentially act as feature extractors from the sensing modalities.
For that, we define (-, w) as a neural network, where w is its
trainable weights which can be optimized to find the optimal
weights w* by solving the following problem:

N:—1

1
* in— Y LHXP, w),y®), 4
w argwmm N, 2 (¥( w) ) 4)

where, X € [Xpos, Xvis, X1iq] and L(-) indicate the loss
function to measure how far the neural network’s predicted
beams deviate from the true beams Y. Following that, a soft-
max function Softmax(-) is applied on the output of the neural
network (X (P) ) which helps to give the beam prediction
result as Z = Softmax(¢)(XP), w)) by converting the unnor-
malized output from the neural network into normalized values
(a probability distribution). However, since our networks are
particularly designed for predicting the top-M beams, the
cross-entropy is utilized as a loss function, which can be
calculated by £(Z,Y) = - Ef;o_l ZLEL_I Y P log I,
where, |Q)| is the total number of beam indices, Y(®) is the
true beam index for the p™ sample, and Z(P) is the predicted
beam index probability by softmax for p*™ sample. Further,
we utilize a stochastic optimization technique namely adaptive
moment estimation (Adam) [62] for faster convergence on
minimizing the loss function while training the neural network
models.

C. Inference: Deploying in Real Environment

While it may take certain amount of time for data acquisi-
tion and model training, after the data acquisition and training,
the trained models must have the capability to put into the
work in real environment for beams predictions with new data.
This step is often referred as inference step. Consequently,
the trained models is utilized in the inference step to make
probabilistic predictions of top-M beams within the coverage
areas as

T = Softmax(thys (X% ., X2, X10), 5

pos?

where, i~ is parameterized by optimal weights w*, and

Xposs Xpigr and X[i; denote the new input samples from GPS,
Visual, and LiDAR sensors, respectively.

However, when it comes to real environment deployment,
certain prediction errors may arise leading to performance
degradation. To address this, the trained model may need to
update with relatively smaller datasets than the original ones
and fine-tune in accordance with the performance require-
ments.

V. FEATURE EXTRACTIONS ON MULTI-MODAL SENSING

In this section, the proposed feature extractions from multi-
modal sensory data inputs is described in detail highlighting
the data processing steps, the architecture of feature extrac-
tions, and finally, beam selection procedures.

A. Data Preprocessing

According to Section IV, the training dataset is required
to feed into multimodal neural networks as inputs, and the
inputs are desired to be fixed and consistent in size. In this
regard, feeding multimodal sensing data directly may require
developing deep learning models with high complexity in
terms of both architecture and computational cost. Thus, to
make it fit as well as accelerate the convergence of the deep
learning models, we process the sensing data into following
preprocessing procedures.

Position Data Preprocessing: The raw position data cap-
tured from GPS sensors are basically in Decimal Degrees,
specifically the latitude and longitude values are from —90°
to +90° and —180° to +180°, respectively. Hence, we pass
through the raw position data into a preprocessing procedure,
namely data normalization. For that, we calculate the normal-
ized values of latitude zj, and longitude yj, at each rows
of the matrix as: (z},,v;,) = (it — Tit_min)/(Zit_maz) —
fBIt_mz"n): ('y!g - yig_min)j(ylg_ma:: - y!g_min))¢ within Carte-
sian coordinate system, where xj; and y;4 are the raw latitude
and longitude values, while the maz and min denote their
maximum and minimum values, respectively.

Visual Data Preprocessing: Converting the obtained visual
image data into the inputs for the expected model involves
two procedures, i.e., resizing and normalization. In resizing,
we fix the spatial dimensions of the visual images into specific
224 x 224 x 3 shapes, where 224 < w, and 224 < h,,.
Here, 224 x 224 indicates that each images has a resolution
of 224 pixels in width and 224 pixels in height, for a
total of 224 x 224 = 49,536 pixels. And, 3 represents the
red, green, and blue color channels range from 0 to 255,
which undergo a normalization by subtracting the mean values
(0.485,0.456, 0.406) from them and then, dividing the results
by the standard deviation values (0.229,0.224,0.225) so that
the normalized values become zero mean and unit variance.

Point Cloud Data Preprocessing: For each sample, as a
result of raw measurements by LiDAR sensors output a large
point cloud data P = |JP'{(zi,vs,2:)}, where n is the
point numbers, and {(z;,yi,2;)} denotes the coordinate of
the '™ point representing the obstacle. Even though our
expected model will be able to handle the raw point clouds
directly, the point clouds samples may have varying number
of points. Hence, we preprocess the P either by padding
or downsampling while preserving the underlying essential
features so that each sample will have consistency in terms of
fixed number of points, and we set the fixed number of points
as 15,000. In padding, we pad the rest of points with zeros if
the number of points in samples have lesser than the desired
points whereas, in downsampling, we randomly eliminate the
points otherwise.
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Finally, the revised matrices with preprocessed data at time
stamp ¢ are then be denoted as X, [t], X, [t], and X[;[t],
respectively.

B. Multi-Modal Feature Extractions Architecture

The designed deep learning architecture of proposed feature
extractions for mmWave beamforming task is shown in Fig.
2. In this architecture, we basically choose a type of deep
learning techniques namely, convolutional neural networks.
Due to having convolutional operations, such neural networks
can achieve very good performance on visual data, however,
we also utilize the same in other two modalities so that the
resulting corresponding features can be fused in a straightfor-
ward way. In the following, we present the detailed feature
extractions from each modalities.

1) Position Feature Extraction: The proposed feature ex-
traction model for position data adopts two components:
the convolutional blocks and a flatten layer. Specifically, the
convolutional blocks, the key building blocks used in this pro-
posed model, are made up of three convolutional blocks. These
convolutional blocks are formed together with three sequence
of 1D (one-dimensional) convolutional layers, however, each
blocks are followed by a max-pooling layer.

Given the preprocessed position data X, as an input to the
proposed model, the convolutional block ConvNetBlock; first
compute the inputs to extract the features by learning the hid-
den meaningful representations. This block is repeated twice
as ConvNetBlocks; and ConvNetBlocks in the network to
make enhanced feature extraction and improved performance.
However, the max-pooling layers in all blocks contribute to
downsize the feature maps while keeping the most significant
features, leading to decreasing the risk of the model becoming
overfitted. Beyond the convolutional blocks, the output from
ConvNetBlocks is passed though the flatten layer, which is
employed to flatten the output received from the last convo-
lutional block, while not effecting the batch size. The overall
process is presented as follows.

cp = COHVNEtBIOCk[(gt)
ca = ConvNetBlocks(cq)
c3 = ConvNetBlocks(cs),

(6)

where, ¢1, ¢z, and c3 are the hidden vectors, and g; is
considered as a variable representing the vector elements of
Xposlt]-

2) Visual Feature Extraction: For the extraction of visual
data, we employ fine-tuned EfficientNet-BO model [63]. This
model utilizes a compound scaling method, which applies an
uniform scaling over depth, width, and resolution all together
to the baseline model depending on the available resources.
In particular, the baseline model of EfficientNet-BO comprises
two types of building blocks, namely, the 2D convolutional
(Conv2D) and mobile inverted bottleneck convolution (MB-
Conv) blocks. With these building blocks, the model works in
the following ways.

At first, the Conv2D block performs an initial convolutional
operation by applying 3 x 3 filter on the preprocessed visual

data input X, to capture the simple basic features, such

as edges and textures. Besides, this operation also utilizes a
stride of 2, which basically downsamples the feature maps
with reducing the spatial dimensions, i.e., heights and widths,
of the inputs by a factor of 2 so that the subsequent blocks
will have ability to contribute on recognizing more complex
and abstract features.

The resulting outputs are passed through a number of
MBConv blocks. The MBConv blocks are designed by inverter
residual block structure and utilizes depthwise separable con-
volution along with an additional squeeze and excitation layer.
The depthwise separable convolutional process deals with both
spatial dimensions (height and width) and depth dimensions
(number of channels) by following depthwise convolution and
pointwise convolution operations after one another.

Based on expanding the number of channels in expansion
phase, the MBConv blocks have two variants including MB-
Conv1 (no expansion) and MBConvé6 (expansion by a factor of
6). From a structural point of view, each MBConv blocks start
with expanding the channel inputs by a 1x1 convolution, which
then utilizes 3x3 or 5x5 depthwise convolution, and finally a
1x1 pointwise convolution to adjust the dimensionality of the
outputs so that the inputs and outputs can be added through
the skip connection. The above processes can be represented
as follows.

Conv(z) = Swish(BNorm(Convix1(z)))
DConv(y) = SE(SiLU(BNorm(DConv(Conv(z)))))
PConv(z) = Swish(BNorm(PConv1x1(DConv(y)))),

where, Convix1(-), DConv(-), PConv(-), BNorm(-), and
SiLU(-) are the functions of 1x1 convolution, depthwise
convolution, pointwise convolution, batch normalization, and
activation, respectively.

Following the MBConv blocks, the outputs undergo a final
convolutional block which involves a 1x1 convolution to
aggregate the features learned from previous blocks and yield
a large number of channels (1280 in our case), and then, a
global average pooling to make an average of each feature
map obtained from the final convolutional block, resulting in
reducing the spatial dimensions to a single value. And, in this
way, the detailed features from visual inputs can be captured.
Besides, it should be noted that the batch normalization and
SiLU activation are applied after each convolutional opera-
tions. Here, the Sigmoid Linear Unit (SiLU), also known as
Swish, function is a type of smooth and non-linear activation
function, and it can be defined as:

)

SiLU(z) = z x Sigmoid(z), (8)

(1 + exp(—z))~! denotes as the

where, Sigmoid(z)
sigmoid function.

3) Point Cloud Feature Extraction: Motivated by the capa-
bilities of handling unordered 3D point clouds directly as well
as having invariance properties under order and transforma-
tions, we utilize fine-tuned PointNet model [64]. In particular,
the PointNet model consists of three parts: (a) input and
feature transformations, (b) shared multi-layer perceptrons (1D
convolution), and (c) max pooling. The model works in the
following three ways:
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Fig. 2: The details diagram of the proposed deep learning model on multi-modality sensing for mmWave beamforming, which is mainly
composed of three feature extraction and one top-M beam selection components.

The primary role of input transformation is to take point
cloud inputs from Xj,;,, and learns a 3x3 transformation
matrix which is then multiplied to every input points to obtain
invariance property to transformation, such as rotation and
translation by aligning the input point clouds in a canonical
coordinate space. In input points shape nx3, n represents the
total number of points in each point cloud samples, whereas
3 refers the X, Y, and Z coordinates. After applying input
transformation, the transformed data (3 dimensions) undergoes
a series of multi-layer perceptrons (64, 64) to learn the individ-
ual local features through processing each point independently,
which returns an output with uplifting the dimensions to 64.
While capturing such local features, the same weights are
shared for each point, thereby achieving invariant to the order
of the points.

Next, the feature transformation takes the individual point
features obtained in first part as inputs (nx64). Similar to
the input transformation, it repeats to learn a matrix again,
which is then applied across all individual point features for
further alignment and refining on learning the local features,
allowing the outputs have invariance under different scales.
Instead of 3x3, now the transformation matrix becomes 64x64.
After feature transformation, let P = {p1,p2,....,pn} as the
outputs, where, p; can be the i*® point within the point clouds.
These outputs are fed later into the an another shared multi-
layer perceptrons (64,128,1024) to emphasize on obtaining
features for subsequent processing. Here, the 64,128 1024
refers to the inputs mapping start with dimensions of 64,
to 128, and at the end, to 1028. This can be denoted as
fi = MLP(p,), where MLP indicates multi-layer perceptrons,
and f; is the local feature of i, point p,. Particularly, the
multi-layer perception is comprised of a number of fully
connected layers along with a non-linear activation function

namely ReLU (Rectified Linear Unit). For all features, we
can write as follows:

f1 = ReLU(W x p; + bias)
f2 = ReLU(W x pg + bias)
fa = ReLU(W x p3 + bias)
9)

fn = ReLU(W x py, + bias),

where, W and bias are the corresponding weights and
biases, respectively.

Serving as the last operation in max pooling, it aggregates
all individual point features, such as f1, fa, fs, ...., fn Obtained
from last shared multi-layer perceptrons, which finally results
in a constructed global feature representation, which can be
denoted as

g = Maxpool(fl, f?) “eeey fﬂ):

where, MaxPool is a max pooling function adhering a
symmetric function operation, thereby making the model to
work regardless of point orders.

(10)

C. Top-M Beams Selection

Assuming the outputs from each feature extractors as zZpos,
Zyie. and z;;4, receptively, the beam selection module takes
them as inputs. These output features zp,,, Zy;e, and zj;4
are then fused along the feature dimensions, and we utilize
concatenation to fuse the features. The resulting concatenated
features, after that, is forwarded to the two fully connected
(dense) layers FCN; and FCNs. The two fully connected
layers together encompass a prediction by applying weights
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and biases. The weights and biases of these layers will be
learned during the training process, enabling the multi-modal
model to map input features to the desired output. We can
describe as

x = Concate(zpos, Zvis, Ziid)
Cl = FCN](X)
Cy = FCN3(Cy),

where, Concate is the concatenation function, and y, C;
and Cy denote the results from concatenation operation and
the two connected layers, respectively.

In the end, the softmax layer is involved as last layer, where
a softmax activation function (Softmax(-)) is applied on the
output from the second fully connected layer to transform the
values into probability scores within the range [0, 1] with total
value 1, which can be interpreted to eventually determine the
top-M beams £ = Softmax(Cy).

(11)

V1. EXPERIMENTS AND EVALUATIONS

In this section, we present the datasets description, imple-
mentation settings, and the results obtained from a series of
experiments. Subsequently, we also present the performance
comparison with existing standard defined approach in terms
of computational and communications overheads.

A. Datasets Description

In this work, we consider the DeepSense 6G dataset [65],
[66], a collection of real-world mmWave sensing and com-
munications measurements, to evaluate the effectiveness of
proposed top-M beam prediction introduced in Section V.
Specifically, consistent with the considered system model and
formulated problem, we adopt scenario 31 (7,012 samples),
scenario 32 (3,235 samples), scenario 33 (3,981 samples),
scenario 34 (4,439 samples), scenario 36 (24,800 samples),

24 16

i3 I
i fg) FoBscend¥io 38% 3 i s
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Fig. 3: Visual representation of receiver vehicle’s GPS location data points (100 and 400 samples for V2I and V2V so‘é;lgi'ios, respectively)
along with corresponding best beam indices out of 64 beams on Google Map satellite view.

and 37 (31,000 samples), 38 (36,000 samples), and 39
(20,400 samples). In particular, the scenarios 31 to 34 are
for V2I communications, whereas the scenarios 36 to 39 are
for V2V communications. These scenarios are captured with
two testbed setups including the stationary unit (4) along with
one moving vehicle (v3), and two moving vehicles (namely,
vy and vy) deployed in diverse outdoor urban scenarios having
long and shorter distances. And, the data has been collected
at Tempe, Phoenix, and Scottsdale of Arizona during both
day and night. Most importantly, this dataset has the map-
ping between beam codebooks and measured corresponding
received powers for line-of-sight (LoS) conditions in both
V2I and V2V scenarios. Other related datasets on multi-
modal sensing and communications, such as Raymobtime
[67] and FLASH [68] do not consider V2V scenarios, which
limit their use in this work. However, it should be noted
that since our proposed solution already utilizes multi-modal
data, which could be further fine-tuned and revised to adjust
beamforming prediction in non-line-of-sight (NLoS) scenarios,
such as including alternative relay node selection task.

Here, the unit .4 and unit vy act as receivers R, whereas
the other units v3 and vy act as transmitters T, and both
are operating at 60 GHz carrier frequencies. Additionally, the
units .4 and v; employ mmWave phased arrays where, each of
the phased arrays has 16 elements (Ng = 16) uniform linear
arrays (ULA). The unit vy, in particular, has four mmWave
phased arrays which are facing right, left, back, and front
directions on the vehicle. The number of pre-defined and over-
sampled codebook beams for both phased array of units .4 and
v; are 64 (|Q| = 64), whereas the units v3 and v, have one
antenna element each with a total 64 x 1 = 64 beam pairs.

In particular, each of the units vz and vy utilizing its
single antenna element continually performs omni-directional
simultaneously, the units A and v; collect received powers
via a full beam sweeping. The received powers at beams are

Authorized licensed use limited to: University of Massachusetts - Dartmouth. Downloaded on September 25,2025 at 17:30:07 UTC from IEEE Xplore. Restrictions apply.
© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See hitps:/iwww ieee_org/publications/rightsfind

himl for more information.




This article has been accepted for publication in IEEE Transactions on Cognitive Communications and Networking. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TCCN.2025.3558026

IEEE TRANSACTIONS ON COGNITIVE COMMUNICATIONS AND NETWORKING

10

——— Sensio 33

Training Loss
Trealning Loss

Training Loss
Training Loss

3 10 15 b 5 30 33 40 3 10 13 20 5
Number of Epachs Number of Epacks

30 335 40

3 10 13 n 25 30 335 40 i 3 w0 13 0 5 30 335 4@
Number of Epochs Number of Epachs

(a) The loss curve on the training data from all considered scenarios measuring the difference between predicted and true beams.

8

2

2

Training Accuracies in %
Training Accuracies in%
]

=]

5 o8

Training Accuraciesin %
no&

H

3

3 10

13
Number of Epochs Number of Epochs

n 3 30 33 « 3 w0 13 0 23 30 335 4

8

3 i 13 0 235 30 33 L] 3 10 13 w 3 30 33 4
Numbes of Epochs Numbser of Epochs
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Fig. 4: The results of loss and accuracies while training the proposed model, indicating how the learning performances of the model on
training data from all considered scenarios are improving over 40 number of epochs.

represented as beam indices (Z € {1,2,3,....,64}). Each of
the units A, v1, ve, and vy is also equipped with GPS Real
Time Kinematics sensors to obtain the vehicle position, i.e.,
latitude and longitude values in real-time. The time interval
between two consecutive samples is 0.1 second corresponding
to a rate of 10 samples/second. At each instant, the units A
and v, record the synchronous data of location coordinates of
units w3 and vy as well as corresponding received powers and
optimal beam indices (referred as ground truth indices). Figs.
3(a)-(h) illustrate the visual representation of 100 and 400
location data points for V2I and V2V scenarios, respectively of
R, corresponding to individual ground truth beams associated
with maximum received powers for all scenarios. In fact, this
indicates how the best beams change as the vehicles’ change
their respective position.

B. Implementations and Performance Evaluation

A series of experiments are carried out to assess the perfor-
mance of the designed multi-modal model on the considered
real-world datasets. The experiments are conducted on a com-
puting device having Intel Core i7-10875H CPU with 32 GB
RAM and NVIDIA GeForce RTX 2080 Super GPU with 8 GB
memory. In particular, the deep learning model is developed by
PyTorch and CUDA toolkit 11.7. We split the data resources
of each scenario into 60%, 20%, and 20% respectively for
training, validation, and testing. For the training step, the fixed
learning rate and weight decay values of the Adam optimizer
are set to 0.01 and 1 x 10~*, respectively, while the batch
size is 16. With these parameters, we then train the model
on splitted training samples of each individual scenarios, and
the model is trained up to a total of 40 epochs. Figs. 4(a)
and (b) show the results of the training loss and accuracies,
respectively, obtained at each epoch. The data preprocessing
and implementation codes along with detailed instructions are

publicly available to facilitate the reproducibility of this work
at GitHub?.

For better analysis and illustration of the performance
evaluation of the proposed solution, we consider following
two matrices to measure the performances in terms of testing.
Both matrices are averaged over total test samples. Besides,
it should also be noted that all average results obtained from
this experiments after running 5 times.

* Top-M Accuracy: The results of number of correct top-M
predictions from the model during test in relation to the total
number of predictions can be defined as follows.

Niese—1 A
Acciop—nm = —t (12)
top— M Ntest ; | It |

where, Nieor, I, and f; denote the number of test samples,
optimal beams at t** time, and top-M beams at ¢ time,
respectively.

* Received Power Ratio: The ratio between received power
in downlink associated with predicted beams and received
power from ground-truth beams is a measure of received power
that can be possibly received from the link. It can be defined
as follows.

Niest—1 43
1 test npt
Rp, = —— — (13)
Ntest tZ:; pft

where, P; and PJ* are the received power from predicted
beams and ground-truth beams, respectively, at time instant
t.

The results in terms of top-M beam selection accuracies for
eight scenarios are depicted in Fig. 5(a) where the top beam

3https://github.com/mbager/V 2X -mmWave- Beamforming
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Fig. 5: The performances of average achieved top-)M accuracies and received power ratios in percentages tested on the vehicle-to-infrastructure

and vehicle-to-vehicle scenarios.

candidates are M € {1,5,9,13}. It can be noticed that the
accuracies keep on increasing as M until the M = 13. For
instance, while measuring the top-13 accuracies, it achieves
up to 98.19% and 66.96% on V2I and V2V scenarios, re-
spectively. For another, we also depict the results of received
power ratio performances in Fig. 5(b), which is our emphasis
of this proposed solution. From the results, we can particularly
observe that our proposed solution performs very well while
also accomplishing sufficient maximum received power from
the mmWave communications links as desired. For example,
according to the results, with top-1 predicted beams, 99.92%
and 98.86% received power ratio can be possibly achieved on
average in V2I and V2V scenarios, respectively.

However, even though the aforementioned performance
results are obtained from measured data in urban settings
during day and night times, addressing the adaptability of our
work to suburban or rural scenarios is also necessary for real
word applicability. Besides, the various weather conditions
might impact the performance of sensing information, and
hence play an important role. As such, we suggest that
the model should be trained and updated continuously to
get better generalization ability along with or without minor
performance losses while considering the deployment in real
world. Next subsection considers how the proposed solution
might be integrated with 5G NR (New Radio) standard, and
after integration, how it can contribute to reducing the beam
sweeping latency and searching space overheads.

C. Comparison with Exhaustive Search in 5G-NR

To meet the 5G-NR standard specifications [69], [70],
the beam selection procedure needs to incorporate a brute-
force approach, where the transmitter and receiver nodes
exhaustively explore the best beams with the strongest signal
strength via sweeping of all beams predefined at the codebooks

of directions. During the initial access, the nodes exchange
messages to establish a suitable directional link. In particular,
the sweeping process starts with sending a set of synchronizing
signal (SS) blocks originating from the transmitter node in a
sequential manner. At the same time, the receiver node tunes
its antenna arrays along the predefined beam directions until
the best beams are located from the signal strengths. The set of
SS blocks (each specific beam assigned under each SS block)
are grouped into a single SS burst with a length of 5 ms, and
repeated on every 20 ms as presented in Fig. 6(a). Considering
up to 32 number of SS blocks fit into a single burst, we can
express the total time requirements for beam selection process
as follows:

12l —1

32 (14)

‘T‘r-w(|Q|) = Tssp l J + tburst:

where, Teop, tpurst, and |Q| are the duration of a single
burst, periodicity, and number of beams, respectively. We can
also get a SSB duration, i.e., a single beam sweep duration as
tesh = thurst/32 = 0.156 ms. However, the proposed solution
seeeks to reduce the number of beams to be explored from | Q)|
to identify predicted top-M beam candidates. Then, the time
associated with sweeping the predicted beams can be given
by:

M —
32

T (M) = Tosp L IJ +tosn(1 4+ (M — 1) mod 32).
(15)
Fig. 6(b) illustrates how 5G-NR defined exhaustive search
beamforming works, whereas, Fig. 6(c) represents how our
proposed approach integrates with such standard defined exist-
ing beam searching approach to find the best beam directions
for communications between two units. In particular, the
proposed approach enables the receiver base station/road-side
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Fig. 6: (a) The frame structure of synchronizing signal (SS) burst within 5G-NR standard (each SS block corresponding to specific beam is
represented as different colors) and (b)&(c) the timing diagrams of 5G-NR standardarized exhaustive beamforming and our approach with

proposed multi-modal learning.

unit (V2I) or vehicle (V2V) to predict the candidate beams for
the connected vehicles who wish to communicate with them.
After that, 5G-NR standard based beam selection procedures
can be employed, where both receiver and transmitter nodes
systematically perform beam sweeping on the candidate beams
over a range of pre-defined angular directions to find the most
desired optimal directions. It should be noted that the beams
are required to adjust according to the channel conditions
and vehicular mobility over time. Hence, the procedure es-
sentially involves measuring and giving feedback about the
channel quality for each candidate beams. Upon analyzing the
channel quality and feedback, the best beam direction can be
determined eventually which in turn establish the mmWave
communication link.

In Fig. 7, we compare the performances of our proposed
approach against standard defined existing beam selection
approach in terms of beam sweeping latency and beam
searching space overheads. The beam sweeping times are
calculated from the Eqgs. (14) and (15). As shown, the proposed
approach requires up to 2.03 ms to search top-13 candidate
beams, a significant improvement over 25 ms needed otherwise
for searching all possible 64 beams with existing exhaustive
search. On the other hand, the beam search space overheads
directly depend on the number of beams to be swept. For
example, if we need to explore from top-13 predicted beams,
the maximum searching overheads will be 13 number of
beams. Since the proposed approach considered in this work
provides top-M predicted beams to be explored, it could
considerably shorten the beam searching overheads roughly
to 20.31% when compared to exhaustive beam searching.

In a sum, we have employed deep learning on out-of-band
sensor information for beam selection to avoid unnecessary
beam searching overheads by providing a selected number of
predicted candidate beams. Such reductions of beam searching
space is particularly desirable for vehicular settings since it
eventually enables to shorten the communications delays, and

possibly integrate also with 5G-NR standard. For instance,
our evaluation results justify that the proposed solution greatly
shortens beam sweeping searching and time overheads roughly
by 79.67% and 91.89%, respectively for top-13 beams. How-
ever, despite the top-1 having minimal overheads, its low
accuracy may mislead to identify the accurate best beam
directions for communications. We can recall that we can
get maximum accuracy from the model is 98.19% for top-13
predicted outcomes. As such, the simple intuition is employing
top-13 beams would perform perfectly in predicting the correct
beams, thereby ensuring to avoid possible beam misalignment
with still very modest overheads. On the other hand, it is worth
mentioning that while it takes longer time for training the
proposed model, the average inference execution time (per
sample) measured on NVIDIA GeForce RTX 2080 GPU is
roughly between 0.5 ms and 1.0 ms, whereas the multi-modal
data pre-processing times are negligible. This work is thus
able to meet real-time requirements and be deployable in real
world scenarios.

1100
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Fig. 7: Performance comparisons of standard defined existing beam
selection approach and our proposed approach with respect to beam
sweeping latency and beam searching space overheads.
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VII. CONCLUSION

In this paper, we have introduced a 5G-NR compatible beam
selection solution to improve on harnessing the downlink re-
ceived power in 60 GHz mmWave enabled V2I and V2V com-
munications. For that, we have presented a proposed multi-
modal feature extractions architecture utilizing deep learning
models to learn from the out-of-band multi-modality sensing
information and predict the top-M beams (a subset of beams).
Subsequently, these predicted beams in turn helps to reduce the
beam searching space, thereby addressing the beam searching
overheads limitation of mmWave communications. In the end,
experiments on real-world measured wireless datasets have
shown the proposed solution’s effectiveness and applicability,
indicating the benefits of exploring multi-modality sensing
in mmWave beamforming for connected vehicles. Perhaps,
exploring how to incorporate multi-modality sensing and
communications in non-line-of-sight (NLoS) scenarios within
mmWave vehicular communications could be considered as a
future work.
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