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ABSTRACT
A comprehensive set of single-component and binary isotherms were collected for ethanol/water adsorption into the siliceous forms of
185 known zeolites using grand-canonical Monte Carlo simulations. Using these data, a systematic analysis of ideal/real adsorbed-solution
theory (IAST/RAST) was conducted and activity coefficients were derived for ethanol/water mixtures adsorbed in different zeolites based
on RAST. It was found that activity coefficients of ethanol are close to unity while activity coefficients of water are larger in most zeo-
lites, indicating a positive excess free energy of the mixture. This observation can be attributed to water/ethanol interactions being less
favorable than water/water interactions in the single-component adsorption of water at comparable loadings. The deviation from ideal
behavior can be highly structure-dependent but no clear correlation with pore diameters was identified. Our analysis also demonstrates
the following: (1) accurate unary isotherms in the low-loading regime are critical for obtaining physically sensible activity coefficients;
(2) the global regression scheme to solve for activity model parameters performs better than fitting activity models to activity coeffi-
cients calculated locally at each binary state point; and (3) including the dependence on adsorption potential offers only a minor benefit
for describing binary adsorption at the lowest fugacities. Finally, the Margules activity model was found incapable of capturing the
non-ideal adsorption behavior over the entire range of fugacities and compositions in all zeolites, but for conditions typical of solution-
phase adsorption, RAST predictions using zeolite-specific or even bulk Margules parameters provide an improved description compared
to IAST.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0230109

I. INTRODUCTION

Adsorption isotherms are equilibrium relationships at constant
temperature that connect the amount of adsorbed molecules on a
sorbent material to the chemical potentials of the sorbate molecules,
expressed as a function of either their pressure (in the case of single-
component adsorption) or of the total pressure and compositions
(in the case of multi-component adsorption).1 The knowledge of
adsorption isotherms in nanoporous materials, such as zeolites and
metal-organic frameworks (MOFs), is key to the design of efficient

adsorption- or membrane-based separation processes. However,
acquiring mixture isotherms, either experimentally or computation-
ally, can be time and resource intensive, as the number of data points
required to fully characterize the adsorption equilibria increases
exponentially with the number of components in the mixture. As a
result, mixture adsorption is often predicted from single-component
isotherms usingmodels such as the adsorbed solution theory initially
proposed by Myers and Prausnitz.2

In their treatment, the adsorbed phase is described using the
framework of solution thermodynamics, but changes in the μ dn
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term for the sorbent as a result of adsorption are expressed in
terms of spreading pressure (i.e., due to the “spreading” of sorbate
molecules on the sorbent surface), which is a new intensive variable
introduced to define the state of the adsorbed phase. To make pre-
dictions of mixture loadings, an often-adopted practice is to further
assume the adsorbed mixtures as ideal, leading to the ideal adsorbed
solution theory (IAST). IAST is perhaps the most widely used mix-
ture adsorption model, enjoying great successes for many important
systems.3 Due to its popularity, the accuracy of IAST has been the
subject of constant scrutiny,4–10 with significant deviations reported
for mixtures that exhibit either preferential interactions with the
sorbent or non-ideal interactions among the mixture components
themselves. These deviations are not unexpected given the assump-
tions underlying IAST. Indeed, corrections have long appeared in
the literature in the form of activity coefficients. Largely parallel to
the development for non-confined liquid mixtures, various activity
models have been used, including Margules,11 Wilson,12 NRTL,13
Hildebrand,14 and UNIQUAC.15 The resulting model is usually
referred to as the real adsorbed solution theory (RAST), which can
describe mixture adsorption equilibria quantitatively and can be
used for process design and optimization.16

While activity coefficients that quantify non-ideality have been
broadly collected and tabulated for non-confining systems, they are
essentially absent for adsorbed mixtures, as the exact non-ideal mix-
ture behavior is sorbent-dependent. In this work, grand-canonical
Monte Carlo (GCMC) simulations were used to calculate the unary
and binary isotherms for the adsorption of ethanol and water into
siliceous zeolites for all framework types cataloged by the Interna-
tional Zeolite Association (IZA).17 Activity coefficients were ana-
lyzed using RAST and fitted to the Margules activity model. While
we did not identify clear trends of activity coefficients with common
structural descriptors, we hope this collection of isotherms provides
a useful dataset for more sophisticated future analysis. In the fol-
lowing, we first briefly summarize the key equations of IAST/RAST,
outline different analysis procedures, and discuss the treatment of
the adsorption from a compressed liquid phase. We then illustrate
the IAST/RAST analyses for a few representative zeolites before
presenting the results for all zeolites.

II. METHODS
A. Ideal/real adsorbed solution theory

As a brief summary, IAST/RAST2 introduces adsorption poten-
tial,Ψ, or equivalently, spreading pressure, π, as an intensive variable
to characterize the adsorbed phase, which is obtained by integrating
either mixture or unary adsorption isotherms, Nm(pm) or N i(pi),
to the total pressure of the mixture, pt, or some imagined pressure
for the ith component, p0i (in this section, we ignore the difference
between fugacity and pressure in the vapor phase),

Ψ(p0i ) =
πA
RT
= ∫

pt

0

Nm(pm)
pm

dpm, (1)

= ∫

p0i

0

Ni(pi)
pi

dpi, i = 1 . . .C, (2)

where C is the number of components in the mixture, A is the
(unknown) sorbent surface area, R is the gas constant, and T

is temperature. IAST/RAST further derives a Raoult’s law-type
relationship,

p0i (Ψ)xiγi = ptyi, i = 1 . . .C, (3)

where xi is the adsorbed-phase molar fraction, γi is the adsorbed-
phase activity coefficient, and yi is the vapor-phase molar fraction.

When using IAST to predict mixture adsorption from single-
component isotherms, γi is assumed to be unity, N i(pi) is known,
while Nm(pm) is not available. One specifies as input pt and yi and
solves for p0i (Ψ) and the adsorbed-phase composition xi (e.g., three
unknowns for a binary mixture: p01, p

0
2, and x1) using the above-

mentioned three independent equations [Eq. (2) gives a single equa-
tion: Ψ(p01) = Ψ(p

0
2), while Eq. (3) gives two; see the supplementary

material for the definition of the objective function] following which
the mixture loading, Nm, is found through the molar surface area of
mixing,

1
Nm
=∑

i

xi
Ni(p0i )

+∑
i
xi
∂ ln γi
∂Ψ

IAST
= ∑

i

xi
Ni(p0i )

, (4)

Ni = Nm ⋅ xi, i = 1 . . .C. (5)

B. Activity models
When using RAST to predict mixture adsorption, an activity

model (withM + 1 parameters) is further supplied to Eq. (3),

ln γi = f (T,Ψ, x1, x2, . . . , xC−1;A1,A2, . . . ,AM , ζ)

= f ′(T, x1, x2, . . . , xC−1;A1,A2, . . . ,AM)[1 − exp (−ζΨ)], (6)

where Aj and ζ are model parameters. In this operation mode, there
are 3C − 1 independent equations [C of Eq. (3), C − 1 of Eq. (2), and
C of Eq. (6)], which are used to solve for 3C − 1 unknown variables
(C of p0i , C − 1 of xi, and C of γi).

Activity models developed for liquid mixtures are typically only
a function ofT and xi, as liquid properties dependweakly on external
pressure p. For adsorbed phases, however, p is replaced by π orΨ and
γi in general depend onΨ. That is, an adsorbed equal-molar mixture
will behave like an ideal solution at infinite dilution but may deviate
significantly from ideality at saturation; an analogous limit of p→ 0
for bulk fluids similarly implies ideal gas mixtures. Following Myers
et al.,11,18 Eq. (6) imposes the dependence of γi onΨ. If the Margules
activity model is used, then

ln γ1 = [A12 + 2(A21 − A12)x1]x22 ⋅ [1 − exp (−ζΨ)],

ln γ2 = [A21 + 2(A12 − A21)x2]x21 ⋅ [1 − exp (−ζΨ)],
(7)

and Eq. (4) regarding the excess surface area of mixing will read

1
Nm
=

x1
N1(p01)

+
x2

N2(p02)
+ ζ exp (−ζΨ)x1x2(A21x1 + A12x2). (8)

This additional factor is sometimes ignored,13,16 especially when
using RAST to correlate binary adsorption data measured at a con-
stant external pressure, as the available data often do not allow
unambiguous determination of the Ψ dependence (see Sec. III).
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Conversely, when mixture adsorption data are available (i.e.,
N i, Nm = ∑iN i, and xi = N i/Nm are known), activity coefficients γi
can be empirically determined through several different routes.

1. In the local scheme, γi is determined at each mixture data
point and fitted to Eq. (6). First, Ψ is calculated from the
binary isotherm for a fixed-composition mixture with Eq. (1),
after which p0i is solved using Eq. (2). Finally, γi can be calcu-
lated using Eq. (3). It should be noted that Eq. (1) is derived
by integrating the Gibbs adsorption isotherm (effectively a
Gibbs–Duhem relationship),1,19

dΨ = d(
πA
RT
) =∑

i
Ni d ln pi =∑

i
(Nmxi) d ln (ptyi)

= Nm d ln pt +∑
i
Nmxi d ln yi

along a fixed-composition path, where d ln yi = 0 and thus the
second term drops out. Alternatively, Ψ at each mixture data
point can also be integrated first along a single-component
path (i.e., yi = 1) from pt = 0 to the value of pt in the mixture
and then along a fixed-pressure path from yi = 1 to yi in the
mixture,

Ψ =
πA
RT
= ∫

pt

0
Ni d ln pi + ∫

yi

1
Nmxi d ln yi

+∑
j≠i
∫

y j

0
Nmxj d ln yj.

2. In a global scheme, the activity model parameters are fitted to
all available mixture data: if we have L mixture data points,
Eqs. (2) and (3) [with Eq. (6) substituted in], and 8 define 2CL
independent equations, which can be regressed to determine
the CL +M + 1 unknown variables: p0i at each of the L data
points, activity model parameters Aj’s, and ζ.

3. In another global scheme,11 the only unknown variables are
theM + 1 activity model parameters. Given an initial guess for
A1,A2, . . . ,AM and ζ, γi can be computed from Eq. (6). Invert-
ing Ψ(p0i ) gives p0i (Ψ), which can be substituted into Eq. (8)
to solve for Ψ. Based on p0i (Ψ), xi, and γi, Eq. (3) gives an
independent prediction of ptyi, which can be compared to the
actual mixture data to allow for the optimization of Aj’s and
ζ. Even though this regression scheme has a relatively small,
fixed problem size compared to Scheme 2, the need to solve
the nonlinear Eq. (8) makes it slower than Scheme 2 based on
our observations.

To perform the numerical calculations, Nm(pm) and N i(pi)
were fitted to either piecewise linear functions or dual-site Lang-
muir models. Ψ(p0i ) has explicit expressions in both cases, while
p0i (Ψ) has explicit solutions for the piecewise linear fits but must
be solved iteratively for the dual-site Langmuir fits. The regressions
were performed using least squares of the relative errors; see the
supplementarymaterial for the definitions of the objective functions.

C. Adsorption of compressed liquids
Since the development by Myers and Prausnitz,2 the majority

of applications of IAST/RAST models have focused on gas-phase
adsorption,1,20 where there is no ambiguity regarding the pressure

terms in Eqs. (2) and (3). In fact, Eq. (3) is derived by equating the
chemical potential of the adsorbed mixture with that of a coexisting
vapor phase,1

μads,i(T,Ψ, x1, x2, . . . , xC−1) = μvap,i(T, p, y1, y2, . . . , yC−1), (9)

μ0ads,i(T,Ψ) + RT ln (γixi) = μ0vap,i(T) + RT ln (pyi), (10)

where μ0ads,i(T,Ψ) represents the chemical potential of the ith com-
ponent in its pure adsorbed state at the same adsorption potential
Ψ. Considering the single-component adsorption equilibrium, an
analogous equality of chemical potentials can be written,

μ0ads,i(T,Ψ) = μvap,i(T, p
0
i ) = μ

0
vap,i(T) + RT ln (p0i ), (11)

where p0i is the vapor pressure at which the unary adsorp-
tion potential equals Ψ. Substituting Eq. (11) into Eq. (10) gives
Eq. (3).

The adsorption from a compressed liquid phase, however,
presents interesting difficulties, as is the case with water adsorption
into hydrophobic zeolites. Although representing single-component
isotherms of compressed liquids using the total liquid pressure for-
mally works,21 it leads to large errors in Eq. (11) [i.e., pliq is much
larger than pvap; see Eq. (12) below]. However, since the total pres-
sure is above the saturation vapor pressure, liquid phase is the only
stable bulk phase, which was represented explicitly in our previous
GEMC simulations.21 In this case, a more appropriate treatment
is to use the pressure of a hypothetical vapor phase that has the
same chemical potential as the compressed liquid. Roughly speak-
ing, one can imagine starting from a single-component system of
coexisting liquid and vapor phases and adding a second, insoluble
gas component into the vapor region to raise the total pressure of
the system, pliq, the partial vapor pressure of the first component,
pvap, will increase as a result. To calculate pvap, we integrate from the
saturation vapor pressure psat,

22

μliq(T, pliq) = μvap(T, pvap),

✘✘✘✘✘μliq(T, psat) + ∫
pliq

psat
(
∂μ
∂p
)

liq
dp =✘✘✘✘✘μvap(T, psat) + ∫

pvap

psat
(
∂μ
∂p
)

vap
dp,

∫

pliq

psat
Ṽ liq dp = ∫

pvap

psat
Ṽvap dp,

Ṽ liq(pliq − psat) = ∫
pvap

psat

RT
p

dp = RT ln
pvap
psat

,

pvap = psat exp [
Ṽ liq(pliq − psat)

RT
],

(12)
where the vapor phase is assumed to be ideal and the liquid molar
volume Ṽ liq is assumed to be pressure-independent. It should be
noted that this complication does not appear in GCMC simulations,
in which one can vary the fugacity f continuously from the vapor
state to the compressed liquid state and calculate the correspond-
ing values of μ. In GEMC simulations where the vapor pressure of a
compressed liquid may not be known, Eq. (12) can be used for the
conversion.
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D. Computational details
For IAST/RAST analyses, three datasets of adsorption per zeo-

lite structure are needed, which are the adsorption isotherms for
water, ethanol, and their binary mixtures. GCMC simulations were
used to obtain these isotherms at T = 323 K. For single-component
adsorption, chemical potentials were calculated from fugacities:
μi = μintra,i + kBT ln fi, where μintra,i are intramolecular contributions
calculated for an isolated molecule of type i.23 For binary adsorption,
two campaigns were conducted. In Campaign A, solution-phase
adsorption was simulated from liquid mixtures under an exter-
nal pressure of pext = 1.013 25 × 10

5 Pa. μ was calculated from f ,
which is taken to be the partial pressures at different solution-phase
compositions from previous Gibbs-ensemble Monte Carlo (GEMC)
simulations.21 In Campaign B, a two-dimensional survey was per-
formed with ftotal = fH2O + fEtOH ranging from 9 × 101 to 5 × 105 Pa
roughly uniformly spaced logarithmically and at each total fugac-
ity, yEtOH = 0.1, 0.3, 0.5, 0.7, and 0.9. All zeolites deposited in IZA’s
online database17 were considered except for structures with pore-
limiting diameters (PLD) less than 4 Å. Here, PLDs were calculated
using Zeo++24 and the cutoff value was determined based on 4A
zeolites as it is used for membrane separation that excludes ethanol.
Zeolites DDR25 and CHA26 (both have PLD = 3.55 Å and DDR
shows an oval-shaped pore opening) were added back to allow com-
parisons with the work of Krishna and van Baten,8,9 resulting in a
total of 185 zeolites.

To sample the configurational phase space, four types of Monte
Carlo (MC) moves were used with about 20% assigned to center-of-
mass translations, 20% rigid-body rotations, 10% configurational-
biased MC (CBMC) regrowths,27–30 and 50% insertion/deletion
moves. In mixture simulations, all MC moves were performed with
equal probabilities on water and ethanol molecules except for CBMC
moves that were only done on ethanol. The sorbate–sorbate and
sorbate–zeolite interactions were described by the TIP4P,31 TraPPE-
UA,32 and TraPPE-zeo33 force fields. Zeolites were treated as rigid
during the simulations by fixing framework atoms at their crys-
tallographic coordinates. Consequently, sorbate–zeolite interactions
depend only on the sorbate configuration and were, therefore, pre-
tabulated. Inaccessible regions (e.g., sodalite cages in zeolite FAU)
were not blocked, as ethanol and water do not enter these regions at
loadings relevant for the binary adsorption and the RAST analysis.
Lennard-Jones interactions were evaluated to a spherical cutoff of
rcut = 14 Å with analytical tail corrections, while Coulomb interac-
tions were calculated using the Ewald summation technique using a
convergence parameter, κ = 3.2/rcut, which gives a reciprocal-space
cutoff of 1.44 Å−1.23 The choice of force fields used for adsorbates
and adsorbent has been extensively validated in prior work and was
found to reproduce experimental measurements on high-quality,
all-silica zeolites (e.g., water adsorption in MFI,21,33 ethanol adsorp-
tion in MFI,21,33 and ethanol/water adsorption in MFI34 and FER35).
They have also been used for fluid phase equilibria and vapor-to-
liquid nucleation studies.36 To assess equilibration, simulations were
run in iterations of 106 steps each. Changes in loadings were checked
after each run if they fall below 5% of the respective loadings for
binary simulations or of the total loadings for unary simulations. In
all cases, the threshold is kept above at least one molecule in the
simulation box. Following this protocol, most state points needed
1–5 equilibration stages, after which production stages were run for

4 × 106 steps. Six independent simulations were used for unary water
isotherms due to the phase-transition-like steep uptake in loading.

As discussed in the supplementary material, eight indepen-
dent simulations were performed for equimolar mixtures in MFI
and DDR to assess the adequacy of the simulation length (see Figs.
S1 and S2). We did not find significant changes in RAST analysis
in terms of prediction quality for isotherm loadings and selectiv-
ity using longer trajectories. In addition, we observed that for the
adsorption of ethanol/water mixtures in hydrophobic all-silica zeo-
lites, the standard Herington test cannot be easily applied due to
the following: (a) xEtOH often does not cover the entire composition
range and (b) ∫

x1=1
x1=0

ÃE
/RT(∂π/∂x1)T,p dx1 is not small and cannot

be ignored (see Fig. S3).

III. RESULTS AND DISCUSSION
A. IAST predictions involving compressed liquids

Figure 1(a) compares IAST predictions obtained by express-
ing the adsorption isotherm of water as a function of the pressure
of a coexisting vapor phase or of the total pressure exerted over
the compressed liquid (see Sec. II C). In both cases, the amount
of adsorbed ethanol is well reproduced, with values of QEtOH pre-
dicted using external pressure slightly higher than those using vapor
pressure when fEtOH > 103 Pa and slightly lower when fEtOH < 103

Pa. On the other hand, distinctly different predictions are found for
the amount of adsorbed water. Using external pressure, IAST sig-
nificantly underestimates water loading due to the exceedingly high
fugacity, f 0H2O, required to achieve the same spreading pressure as

FIG. 1. (a) Adsorption isotherms for solution-phase adsorption in zeolite MFI
at T = 323 K and p = 1.013 25 × 105 Pa, showing amounts of adsorption for
ethanol (red) and water (blue) as a function of fEtOH from GCMC simulations in
Campaign A (filled circles) and IAST predictions (up triangles). For comparison,
IAST predictions using single-component isotherms from previous GEMC simu-
lations21 are also shown using the vapor pressure converted via Eq. (12) (down
triangles) and using the external pressure over the compressed liquid (squares).
Other than the last case, all other IAST analyses use the pressure of a coexist-
ing vapor phase for the adsorption of compressed liquid water. (b) Illustration of
the IAST solution process for the adsorption of an equal-molar gas mixture with
fugacities indicated by the vertical dashed line. On a plot of adsorption potential
vs fugacity, the horizontal lines ensure the condition of equal Ψ. The horizontal
dashed line represents an initial guess, where f 0

EtOH = fEtOH. This line is moved
upward iteratively until it finds a vertical position (solid black line) that satisfies
xEtOH + xH2O = fEtOH/ f 0

EtOH + fH2O/ f 0
H2O = 1.
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ethanol [Eq. (2)], which in turn leads to very small molar fraction
xH2O as demanded by Eq. (3). If vapor pressure is used, IAST would
instead overestimate water loading. Finally, the IAST results based
on the unary water isotherm computed previously using GEMC sim-
ulations21 agree very well with the results based on the new unary
water isotherm obtained in this work using GCMC simulations,
when the appropriate vapor pressure is calculated from the exter-
nal pressure according to Eq. (12), indicating the accuracy of the
conversion.

To better understand the opposite trends of IAST predic-
tions, Fig. 1(b) shows the IAST solution process for the sixth low-
est ethanol concentration, which has fEtOH = 1.5655 × 104 Pa and
fH2O = 1.6664 × 104 Pa; i.e., the aqueous mixture corresponds
roughly to an equal-molar gas mixture. The IAST solution is rep-
resented by the solid black line, which is horizontal due to the
condition of equal Ψ. Imagine an initial guess indicated by the
horizontal dashed line, for which fEtOH/ f 0EtOH + f H2O/ f 0H2O = 1
+ fH2O/ f 0H2O > 1. The dashed line must be moved upward to a
vertical position that satisfies fEtOH/ f 0EtOH + fH2O/ f 0H2O = 1. When
using external pressure, the blue curve representing ΨH2O is
shifted substantially to the right (i.e., to much higher fugaci-
ties). The initial guess needs to slide upward only slightly since
xEtOH = fEtOH/ f 0EtOH ≈ 1 and xH2O = fH2O/ f 0H2O ≈ 0 are immedi-
ately satisfied. When using vapor pressure, xH2O is much larger,
but whether these larger values of xH2O lead to under- or over-
predictions compared to mixture simulations depends on the bal-
ance of the dominant interactions of water in its unary adsorption
vs those in binary adsorption. Even though the TraPPE-zeo force
field used in this work did not include water adsorption in its
training data,33 it was found to reproduce the hydrophobic nature
very well compared to the experimental measurements on defect-
free, all-silica MFI zeolites.37 As a result, significant uptake of
water is driven mostly by strong sorbate–sorbate interactions due to
hydrogen bonding, and the degree of hydrogen bonding is

diminished when ethanol is co-adsorbed,38 suggesting a positive
excess free energy and γH2O > 1 (see below for further discussions).
We note that an enhanced co-adsorption of water was reported for
zeolite DDR recently by Krishna and van Baten (cf., Fig. 13 of Ref. 8),
which we speculate is due to the different partial charges in the force
fields on zeolite framework atoms, qO = −1.025 in that work8,39 vs
qO = −0.75 used here.

B. Activity coefficients
Figures 2 and S4 show the activity coefficients and associ-

ated Margules activity models derived according to the different
schemes of RAST analysis discussed in Sec. II B. Activity coeffi-
cients represented by the filled symbols for each binary state point
were calculated according to Scheme 1. The collection of activity
coefficients across all combinations of fugacity and gas-phase com-
position from both Campaign A and Campaign B were then fitted
to the Margules equation. As discussed in Sec. II B, activity models
for the adsorbed phase should, in principle, depend on the adsorp-
tion potential, and the Margules equation for bulk liquid mixtures
should be modified to enforce ideality asΨ approaches zero, as done
in Eq. (7). The importance of the correction factor, 1 − exp(−ζΨ),
has been examined carefully by Krishna and van Baten.6,7,9,10 How-
ever, including this additional factor was found here to be nearly
indistinguishable from ignoring it (i.e., comparing dashed and dot-
ted lines) in many zeolites. An alternative way of deriving the
activity model is by fitting the Margules parameters directly accord-
ing to Scheme 2 without calculating activity coefficients first. The
effect of including the Ψ dependence was found similarly negligible
for MFI and DDR in this global regression scheme (i.e., compar-
ing solid and dashed–dotted lines). The lack of Ψ-dependence is
either because the optimized ζ value is too large (see the numer-
ical results for MFI and DDR presented in Table S1) or because
the other Margules parameters, A12 and A21, may adapt to achieve
fits of similar quality. We note that simply removing the Ψ term

FIG. 2. RAST activity coefficients as
a function of total fugacity for binary
adsorption of ethanol (red) and water
(blue) in MFI [(a)–(c)] and DDR [(d)–(f)]
at T = 323 K and gas-phase com-
position yEtOH = [(a)/(d)] 0.1, [(b)/(e)]
0.5, and [(c)/(f)] 0.9. γ calculated alge-
braically using Scheme 1 of Sec. II B
are represented by the filled symbols.
The dotted and dashed lines represent
regression of γ across all state points
to the Margules equation without and
with Ψ-dependence, respectively. The
dashed–dotted and solid lines repre-
sent the Margules model determined
according to Scheme 2 without and with
Ψ-dependence, respectively.
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without reoptimizing other Margules parameters would certainly
lead to larger differences, as demonstrated in Fig. 4 of Ref. 9. Krishna
and van Baten have shown that if the unary isotherms can be
modeled by multi-site Langmuir isotherms, the correction factor
represents the fractional occupancy and ζ is essentially the inverse
saturation loading: 1/Nm,sat = x1/N1,sat + x2/N1,sat.9,10 However,
since the unary water isotherms are not described well by multi-
site Langmuir isotherms in many zeolites and the mixture saturation
loading, Nm,sat, is dependent on the adsorbed-phase composition, it
is hard to use this result to directly obtain a single value of ζ. To
test the effect of using more realistic values according to 1/Nm,sat,
Fig. S5 shows RAST predictions by constraining ζ < 1. The objective
function (see the definition of ϵprediction in Sec. S1) is 23 times larger
(worse) when constrained (ζ = 0.41) than unconstrained (ζ = 40.1).
We, therefore, treated ζ as a fitting parameter, as done in most prior
studies.

Both the local and global schemes yield essentially identical
results for ethanol, which clusters around γEtOH = 1 in most cases.
By contrast, γH2O is much noisier due to error propagation, and
the two schemes generate rather different predictions. γH2O values
from the global scheme appear to have weaker variations and are
overall smaller in magnitude, but both are greater than unity for
almost all state points. γH2O lies roughly between 1.5 and 3 in MFI
when yEtOH = 0.5 and 0.9, but is largely less than 2 in DDR and in
MFI when yEtOH = 0.1. For some zeolites such as DDR, the binary
data across the entire range of total fugacities and compositions (see
Figs. 2 and S4) are not described well by the best-fit Margules equa-
tion from either scheme. The calculation of activity coefficients relies
on equating the adsorption potential for binary and unary adsorp-
tion, but unlike other intensive variables such as pressure, Ψ cannot
be measured directly but must be integrated from the isotherms

from p→ 0 [Eqs. (1) and (2)]. As a consequence, obtaining phys-
ically sensible values of γ depends on the quality of the isotherms
in the low-pressure regime.15 As shown in Fig. 3, at all gas-phase
compositions, the low-pressure portion of the binary isotherms
(black diamonds) in bothMFI andDDR are primarily due to ethanol
adsorption (red squares). This leads to xEtOH ≈ 1 and nearly iden-
tical adsorption potentials at low pressures (see Fig. 4) for binary
adsorption (black solid lines) and for unary ethanol adsorption (red
solid lines), which in turn means f 0EtOH ≈ f tyEtOH in Eq. (3) and thus
γEtOH → 1 under these conditions.

To test the effect of mismatched low-pressure isotherms, Figs. 3
and 4 also include the scenario when additional binary data points
are added at even lower fugacities ( fEtOH < 80 Pa), which can cor-
respond to solution-phase adsorption with a dilute solute. The
resulting black dotted lines for Ψm now deviate from the red solid
lines representing ΨEtOH. As a result, γEtOH does not approach unity
even at the limits of Ψ→ 0 and xEtOH → 1 (cf., open squares in Fig.
S6). One may rightfully argue that the failure to obtain physically
sensible activity coefficients arises from the fact that piecewise lin-
ear fits of the isotherm with respect to the logarithm of fugacity,
Q = k ln f , cannot reproduce the correct asymptotic behavior in the
Henry’s law regime, which requires Q = kf . However, such failures
are not always easily remedied by, for example, using an isotherm
model that does have the correct low-pressure limit such as the
dual-site Langmuir model

Q̂( f ) =
Qmax,1K1 f
1 + K1 f

+
Qmax,2K2 f
1 + K2 f

(13)

where Qmax,i and K i are model parameters. The red dashed lines in
Fig. 3 show the dual-site Langmuir model fitted to the unary ethanol

FIG. 3. Adsorption isotherms for ethanol
(red squares) and water (blue circles)
in MFI [(a)–(c)] and DDR [(d)–(f)] at
T = 323 K and gas-phase composi-
tion yEtOH = [(a)/(d)] 0.1, [(b)/(e)] 0.5,
and [(c)/(f)] 0.9. Total loadings of the
adsorbed mixture (Qm = QEtOH + QH2O)
are represented by the filled black dia-
monds. Component loadings from the
unary and binary isotherms are repre-
sented by the empty and filled symbols,
respectively. QEtOH and Qm are shown as
a function of fEtOH while QH2O is shown
as a function of fH2O. Piecewise linear
fits of each isotherm are represented by
the solid lines, which start at the fugac-
ity where the fitted lines cross zero. For
comparison, dual-site Langmuir fits are
represented by the dashed lines. The
black dotted lines represent the piece-
wise linear fits when additional binary
data points are added at lower pressures
( fEtOH < 80 Pa).
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FIG. 4. Adsorption potential in MFI
[(a)–(c)] and DDR [(d)–(f)] at T = 323
K and gas-phase composition yEtOH= [(a)/(d)] 0.1, [(b)/(e)] 0.5, and [(c)/(f)]
0.9. The solid lines of different col-
ors correspond to unary ethanol (ΨEtOH,
red), unary water (ΨH2O, blue), and their
binary mixture (Ψm, black). ΨEtOH and
Ψm are shown as a function of fEtOH,
while ΨH2O is shown as a function of
fH2O. For comparison, the dashed or
dotted lines show the adsorption poten-
tial from integrating the corresponding
isotherms shown in Fig. 3.

isotherms byminimizing the least-squared error in relative loadings,
which agree very well with the binary isotherms in the case of DDR
but less so with MFI. Therefore they do not fully remove the errors
in γEtOH (see red triangles for MFI in Fig. S6). These comparisons

suggest that to obtain accurate activity coefficients, the unary
isotherms for eachmixture component, or their fitted versions, must
yield accurate adsorption potentials at least for the regimes above
the minimum adsorption potential for the mixture. Extending the

FIG. 5. Binary adsorption isotherms in
MFI [(a)–(c)] and DDR [(d)–(f)], show-
ing amounts of adsorption for ethanol
(red) and water (blue) as a function of
ftotal from GCMC simulations in Cam-
paign B (open circles) at T = 323 K and
gas-phase composition yEtOH = [(a)/(d)]
0.1, [(b)/(e)] 0.5, and [(c)/(f)] 0.9. RAST
predictions using Schemes 1 and 2 are
shown as dashed and solid lines, respec-
tively. For comparison, RAST predic-
tions using bulk Margules coefficients for
ethanol (orange) and water (purple) are
shown as diamonds, and IAST predic-
tions for ethanol (magenta) and water
(cyan) are shown as up triangles.
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FIG. 6. Ethanol/water selectivity as a
function of ftotal in MFI [(a)–(c)] and DDR
[(d)–(f)] from GCMC simulations in Cam-
paign B (red circles) at T = 323 K and
gas-phase composition yEtOH = [(a)/(d)]
0.1, [(b)/(e)] 0.5, and [(c)/(f)] 0.9. RAST
predictions using Schemes 1 and 2 are
shown as dashed and solid lines, respec-
tively. For comparison, RAST predictions
using bulk Margules coefficients and
IAST predictions are shown as orange
diamonds and magenta up triangles,
respectively.

unary isotherms to even lower fugacities has minimal influence
on RAST predictions (see Sec. S5, Figs. S7–S11). Experimentally,
it may be difficult to reach the Henry’s law regime for all mixture
components. To deal with this challenge, Gamba et al. proposed an
alternative solution by rewriting Eqs. (1) and (2) relative to a low-
pressure reference data point and treating it as an additional fitting
parameter.15

C. RAST predictions of binary adsorption
It is worth noting that the scatter in γH2O does not arise

from large uncertainties in the adsorption isotherms, which are
shown as open symbols in Fig. 5. It is therefore interesting to
ask how much deviations in activity coefficients can be tolerated
before there are discernible differences in RAST predictions. To
answer this question, Fig. 5 compares RAST-predicted isotherms
for MFI and DDR using Margules activity models determined with
the two different regression schemes, using the Margules model for
bulk ethanol/water mixtures, and assuming γ = 1 (IAST). Overall,
Scheme 2 gives better agreement, with a mean-squared error (MSE)
of 0.0227 and 0.136 for MFI and DDR, respectively, which are about
1–2 orders of magnitude better than the MSE from Scheme 1 (MSEs
are relative errors; see definitions of ϵprediction in Sec. S1). The most
significant prediction error with Scheme 2 is observed where the
fugacity of water, fH2O, is high and water loading exceeds ethanol
loading. In this reversal regime, RAST underpredicts ethanol load-
ings and overpredicts water loadings, which can be traced primarily
to the poor agreement of Margules activity coefficients for ethanol:
For the 1:9 ethanol/water mixture, as ftotal increases from 2 × 104 to
5 × 105 Pa, Margules activity coefficients fitted via Scheme 2 increase
slightly from 1 to 1.7 in MFI and stay within 1–1.2 in DDR, while
simulation-derived γEtOH first increases before a rapid decrease to
nearly zero. In other words, ethanol molecules experience more
favorable interactions when they are surrounded by water molecules
than when they are surrounded by other ethanol molecules.

By contrast, Margules activity coefficients fitted via Scheme 1
result in better agreement in the reversal regime at the expense of

more significant overprediction of water loading at lower fugac-
ities of water. These differences can be seen more clearly in the
log-log plots of selectivity vs fugacity (Fig. 6), where the selectivity
is defined as S = (xEtOH/xH2O)/(yEtOH/yH2O). The RAST-predicted
selectivity for ethanol over water using Scheme 2 Margules activity

FIG. 7. Adsorption isotherms for solution-phase adsorption at T = 323 K and
p = 1.013 25 × 105 Pa, showing amounts of adsorption for ethanol (red) and water
(blue) as a function of fEtOH from GCMC simulations in Campaign A (open circles)
for (a) DDR, (b) MFI, (c) BEA, and (d) LTA. RAST predictions using Scheme 2
are shown as solid lines, RAST predictions using bulk Margules coefficients for
ethanol (orange) and water (purple) are shown as diamonds, and IAST predictions
for ethanol (magenta) and water (cyan) are shown as up triangles.
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model agrees very well at most state points except in the rever-
sal regime, where it underpredicts by about one and two orders of
magnitude in MFI and DDR, respectively, at ftotal = 5 × 105 Pa and
yEtOH = 0.1. On the other hand, Scheme 1 Margules model gives
much better predictions in this regime, but gives selectivities in the
normal regime that are smaller by almost an order of magnitude at a
number of state points. As discussed in Sec. IV, the reversal regime
is more of a theoretical interest that will only be encountered under
extreme external pressures.

Interestingly, using Margules parameters for bulk
ethanol/water mixtures gives surprisingly good predictions of
both ethanol and water loadings in MFI. It somewhat underpredicts
water loadings in the normal, ethanol-selective regime in DDR. In
the reversal regime, the bulk Margules model similarly overpredicts
water loading and underpredicts ethanol loading in both MFI and
DDR. In CHA, RAST predictions of loadings and selectivity using
bulk Margules parameters are on par with those based on Scheme
2 (Fig. S12). This is in contrast to the observations by Krishna and
van Baten for CHA,9 where they found that both γH2O and γEtOH
are smaller than one (page S98) and can therefore not be described
well by the bulk Margules parameters. Again, we suspect that the
different trends are due to the choice of force fields, elaborated at
the end of Sec. III A.

As discussed in Sec. III A, IAST predictions of water loadings
are higher than loadings from the mixture simulations in MFI, lead-
ing to a smaller selectivity for ethanol by roughly a factor of two. In
DDR, however, IAST predictions are nearly indistinguishable from
the RAST predictions using Scheme 2 Margules activity coefficients,
which stay close to unity as seen in Fig. 2.

Figures 7 and S13 compare RAST predictions for Campaign
A, which models the aqueous-phase adsorption of ethanol/water
mixtures and represents a much narrower range of total fugacity
of 1.8–3.4 ×104 Pa and a gas-phase composition of 0.03–0.99. The
results are shown for four zeolites of various pore sizes and topolo-
gies, including DDR, MFI, BEA, and LTA. The PLD of the four
zeolites ranges from 3.55 Å for DDR to 6.04 Å for BEA, while the
largest-cavity diameter (LCD) ranges from 6.42 Å for BEA to 11.19 Å
for LTA. Under the solution-phase conditions, both IAST and

various RAST treatments reproduce ethanol loadings from simula-
tions very well (see Table S2). Similar to the observations for Cam-
paign B, IAST overpredicts the amount of water adsorption, while
RAST predictions using Scheme 2Margules activity coefficients give
the best agreement, followed by those using bulk Margules activ-
ity coefficients. Fortuitously, both sets of Margules parameters give
almost perfect agreement for water in MFI, one of the most studied
zeolites, but the Margules equation does not seem to reach similar
accuracy for a large number of other zeolites.

D. Structural trends
The Ψ-dependent Margules activity model for adsorbed

ethanol/water mixtures was determined for siliceous zeolites with
PLD ≥ 4 Å.17 Figure 8 displays the ζ parameter and activity coeffi-
cients for water as a function of PLD and LCD. While results from
Scheme 1 reflect the outcome of least-squares fitting to activity coef-
ficients computed at each binary state point, Scheme 2 has to be
solved with an upper bound on ζ to avoid the optimizer getting
trapped in an attempt to continuously increase ζ. The effect of the
Ψ dependence was found to be negligible for ζ > 10 and indistin-
guishable from ignoring the Ψ dependence for ζ > 100, which was
therefore chosen as the threshold. Schemes 1 and 2 give 110 and 68
zeolites with ζ above 10, respectively, while they predict 46 and 62
zeolites with ζ < 0.1. As discussed earlier, even for zeolites with small
ζ parameters, the benefits of including the Ψ dependence, at least
in conjunction with the Margules activity model, appear minimal,
especially in modeling solution-phase ethanol/water adsorption.

The fitted Margules model encodes the non-ideal behavior of
adsorbed ethanol/water mixtures. To examine if such behavior is
correlated with pore dimensions, Fig. 8(b) plots γH2O as predicted
by Eq. (7) for a few combinations of adsorption potential, Ψ, and
adsorbed-phase composition, xEtOH. Ψ = 12 and xEtOH = 0.35 repre-
sent an adsorbed phase with a substantial loading and a predominant
fraction of water molecules, a condition typically found at very high
pressures. At this state, most zeolites have γH2O between 1 and 1.5,
suggesting slightly unfavorable water/ethanol interactions during
mixture adsorption compared to water/water interactions in unary
adsorption with a similar loading of water. Ψ = 3 and xEtOH = 0.9

FIG. 8. (a) ζ constants and (b) RAST
activity coefficients for water, γH2O, as a
function of pore-limiting diameter (PLD)
or largest-cavity diameter (LCD). γH2O
are computed from the fitted Margules
equation according to Scheme 2 at
different combinations of Ψ and xEtOH.
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or 0.5 represent intermediate loadings for zeolites that are more
or less selective toward ethanol, while Ψ = 0.02 and xEtOH = 0.995
represent very small amounts of adsorption of primarily ethanol,
typical for the majority of zeolites in the Henry’s law regime. Activ-
ity coefficients for Ψ = 3 and xEtOH = 0.5 similarly cluster between 1
and 1.5 with slightly more zeolites exhibiting larger values of γH2O.
On the other hand, when the adsorbed phase consists of primarily
ethanol (xEtOH ≥ 0.9), γH2O becomes much more scattered, indicat-
ing that the effective water/ethanol interactions in dilute adsorbed
mixtures is highly modulated by the zeolite structure. However,
the dependence of γH2O on structure is not captured by either
PLD or LCD.

IV. CONCLUSIONS
In this work, the adsorption of ethanol/water mixtures in all-

silica zeolites was studied using the adsorbed-solution theory of
Myers and Prausnitz.2 GCMC simulations were performed to obtain
a comprehensive set of single-component and binary isotherms for
all zeolite structures cataloged by IZA with PLD ≥ 4 Å. First, we
revisited the high-pressure adsorption from a compressed liquid
phase, such as the unary adsorption of water to hydrophobic zeo-
lites. It was found that using appropriate vapor pressure rather than
system pressure is critical to a correct IAST/RAST description. Such
vapor pressures may not be directly observable in experiments or
GEMC simulations but can be computed according to Eq. (12).
Using this description, IAST for most zeolites overestimates the
loadings of water upon co-adsorption with ethanol, suggesting a
positive excess free energy in the adsorbed phase.

Next, RAST analysis was conducted for all zeolites. Even
though simulations provide relatively smooth adsorption isotherms,
activity coefficients based on RAST can be surprisingly noisy, mak-
ing it difficult to derive a reliable, unique solution of the activity
model. The dependence of activity model on adsorption potential,
Ψ, as proposed by Myers11,18 [e.g., Eq. (7) for the Margules equa-
tion], was especially challenging to determine. It was also demon-
strated that accurate unary isotherms in the low-loading regime
are critical for obtaining physically sensible activity coefficients. In
addition, the global regression scheme to solve for activity model
parameters (Scheme 2) performs better than fitting activity mod-
els to activity coefficients calculated locally (Scheme 1). Overall, the
Margules equation struggles to describe the activity coefficients for
the ethanol/water system over the entire range of fugacities and
compositions examined in this work.

A clear trend of how activity coefficients vary with pore diam-
eters was not identified. In general, the majority of all-silica zeolites
were found to be ethanol selective. At low to intermediate total load-
ings, the adsorbed phase consists of primarily ethanol. The activity
coefficients of water under these conditions are highly structure-
dependent. On the other hand, at intermediate to high total loadings
and higher molar fraction of water, the activity coefficients of water
fall between 1 and 1.5, indicating slightly unfavorable water/ethanol
interactions compared to water/water interactions with comparable
amounts of adsorbed water molecules.

Finally, despite the imperfect description of activity coefficients
using the Margules model, RAST predictions of loadings and selec-
tivities were found to be generally good, except for conditions where
the loadings for water exceed those for ethanol in ethanol-selective

zeolites. These conditions occur only when the total fugacity and
the vapor-phase molar fraction of water are both very high, which
are unlikely to be realized under most realistic pressures; at T = 323
K, a dilute ethanol/water solution needs to be compressed to above
200 MPa for the fugacity of water to reach 105 Pa. In many zeo-
lites, using theMargules parameters for bulk ethanol/water mixtures
provides an improved description compared to IAST and includ-
ing Ψ-dependence offers a minor benefit for describing the binary
isotherms at the lowest fugacities (e.g., fEtOH < 103 Pa).

SUPPLEMENTARY MATERIAL

The supplementary material encompasses additional tables,
figures, and adsorption isotherms for water, ethanol, and binary
ethanol/water mixtures from GCMC simulations for all IZA zeolites
with PLD > 4 Å.
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