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Abstract

A realization is a triple, (A, b, ¢), consisting of a d—tuple, A = (A1, -+ ,A4), d € N, of bounded linear operators
on a separable, complex Hilbert space, J{, and vectors b, c € J. Any such realization defines an analytic non-
commutative (NC) function in an open neighbourhood of the origin, 0 := (0, - - - , 0), of the NC universe of d—tuples
of square matrices of any fixed size. For example, a univariate realization, i.e. where A is a single bounded linear
operator, defines a holomorphic function of a single complex variable, z, in an open neighbourhood of the origin
via the realization formula b* (1 — zA) " c.

It is well-known that an NC function has a finite—dimensional realization if and only if it is a non-commutative
rational function that is defined at 0. Such finite realizations contain valuable information about the NC rational
functions they generate. By extending to infinite—dimensional realizations, we construct, study, and characterize
more general classes of analytic NC functions. In particular, we show that an NC function is (uniformly) entire,
if and only if it has a jointly compact and quasinilpotent realization. Restricting our results to one variable shows
that a formal Taylor series extends globally to an entire or meromorphic function in the complex plane, C, if and
only if it has a realization whose component operator is compact and quasinilpotent, or compact, respectively.
This motivates our definition of the field of global (uniformly) meromorphic NC functions as the field of fractions
generated by NC rational expressions in the ring of NC functions with jointly compact realizations. This definition
recovers the field of meromorphic functions in C when restricted to one variable.
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1. Introduction

Realization theory has become a powerful tool in the study of analytic functions of several non-
commuting (NC), as well as commuting, variables. A holomorphic function of even a single complex
variable, z, can be a complicated object. Realization theory provides new functional analytic tools
for analyzing and understanding this complexity by constructing a ‘linear representation’ of such a
holomorphic function in terms of bounded linear operators on a Hilbert space, and a pair of Hilbert
space vectors. In particular, a univariate realization is a triple, (A, b, ¢), consisting of a bounded linear
operator, A € B(H), acting on a complex, separable Hilbert space, H, and vectors b, ¢ € H. Any such
single-variable realization defines an analytic function in an open neighbourhood of the origin, 0 € C,
via the formula,

h(z) = b*(Isc — zA) e = Z b*A”c 7",

n=0

That is, the Taylor coefficients of & are given by the ‘moments’, fzn = b*A"c, of the realization, and this
Taylor series has positive radius of convergence, Rj, > ”A”él(%)’ since (I'5¢ — zA)~! can be expanded

as an operator-norm convergent geometric series for any |z| < ||A||~". It follows that all information
about % (in the connected component of its domain containing 0), including the location and orders of
its zeroes and poles, is encoded in the operator-theoretic object, (A4, b, ¢), its realization.

As we observe in Lemma 3.2, a simple argument using Hardy spaces of square—summable power
series shows that the converse is also true. Namely, any function, #, is holomorphic in an open neigh-
bourhood of 0 € C if and only if it has a realization, & ~ (A, b, ¢). Indeed, if h € O(rD) for any r > 1,
then 4 is uniformly bounded in the complex unit disk, D. In this case & € H?, the classical Hardy space
of square—summable Taylor series in D and Cauchy’s integral formula becomes

L L D
Bl2) = 27 Jop K—Zd
1 2 h(eie)

ﬂ 0 1 —e""’z
1,(I - zMZ)’lh)Lz(aD) =b*(I -zA) ¢,

with A := §*, the adjoint of the shift operator, S = M., on H2, b =1 and ¢ = h. This construction
can be extended to give a realization of any function that is holomorphic in an open neigbourhood of
0 by ‘re-scaling the argument’. That is, Cauchy’s integral formula becomes a realization formula and
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realizations of holomorphic functions are ubiquitous. This argument also extends readily to several NC
variables, see the proof of Lemma 3.2.

A natural question that has motivated our work here is how different classes of realizations correspond
to different classes of holomorphic functions. Indeed, it is well known that t is a (univariate) rational
function if and only if it has a finite—dimensional realization, r ~ (A, b,c¢) € C"" x C" x C", n € N,
and p € C[z] is a polynomial if and only if it has a finite and nilpotent realization, p ~ (A’,b’,¢’),
i.e. with A" a nilpotent matrix [49, 63]. Finite—dimensional realizations of rational functions in one and
several non-commuting variables have been studied extensively, and the theory of finite—dimensional
realizations has been developed and independently rediscovered in several fields including the theory
of non-commutative (NC) rational functions in NC algebra, in systems and control theory, and in free
probability theory [53, 22, 24, 14, 36, 7, 27, 26].

The theory of not necessarily finite realizations is not as well-developed, although infinite—
dimensional operator realizations have appeared in several contexts, for example, in the engineering
literature [7], and in the de Branges—Rovnyak and Nagy-Foias model theories for linear contractions
on Hilbert space [19, 20, 57]. One of our main goals is to develop a general theory of realizations and
to determine how properties of classes of operators and realizations are related to the corresponding
classes of holomorphic functions that they generate.

Although we develop a general theory of realizations for holomorphic functions in several non-
commuting variables, many of our results are new, even when restricted to the classical setting of
holomorphic functions of a single complex variable. Corollary 4.4 shows that a univariate formal power
series, h € C[[3]], is the Taylor series of an entire function if and only if it is given by a realization
(A, b, c) with A compact and quasinilpotent, and given any entire function Theorem 4.3 builds such
a realization explicitly from its Taylor series coefficients. Since any univariate meromorphic function,
g, in C, is a ratio of entire functions, a straightforward application of the realization algorithm for
sums, products and inverses of holomorphic functions then yields Corollary 5.1, which asserts that any
meromorphic function, g, which is analytic at 0, has a compact realization, g ~ (A, b, c), i.e. with
A € B (H) a compact linear operator. Theorem 5.3 then establishes the converse, so that a univariate
formal power series, g, is the Taylor series of a meromorphic function in C (which is locally analytic at 0),
if and only if g ~ (A, b, ¢), with A € € (H). Theorem 5.3 further shows that detailed information about
the location and multiplicities of the poles and zeroes of such a meromorphic g can be obtained from
the spectrum of A and of the rank-one perturbation A — g(0)~!ch*, respectively (assuming g(0) # 0).
Finally, restricting Theorem 6.10 to one variable shows that the sets of meromorphic functions given
by realizations (A, b,c), with A in the Schatten p—classes, J,(H), of compact operators obeying
tr|A|P < 400, p € [1,+00), are local rings whose fields of fractions form a chain of distinct and proper
sub-fields of the field of all meromorphic functions in C. Any entire g ~ (A, b, ¢), with quasinilpotent
A € F,(H) (and with g(0) # 0), is such that its sequence of zeroes, (z;), repeated according to order

1

is inversely p—summable, i.e. ), o < *oo, and this places bounds on the genus of g.
J

Ay
In full generality, a multivariate realization is a triple, (A, b, ¢), consisting of a d—tuple, A := ( : ) €
Aqg
B(3H)? of bounded linear operators on a separable, complex Hilbert space, 3(, and vectors b, ¢ € . Any
such realization defines a free formal power series (FPS) in the d NC formal variables, 3 = {31, - - 34},

hG3) = Z b*A®c3?.

weF¢

The coefficients of & are fza, == b*A%c € C, where w = iy ---i, is any word comprised of letters, i},
chosen from the alphabet {1,--- ,d}, and ]Ff is the free monoid consisting of all words, with product
given by concatenation of words and with unit @, the empty word, containing no letters. The free
monomial 3¢ is defined in the obvious way: if w =i ---i,, then 3* =3; ---3;, and 3% =: 1. The free



4 Forum of Mathematics, Sigma

algebra of all free or NC polynomials in the variables 3 is denoted by C(3) and the ring of all free formal
power series (FPS) with complex coefficients will be denoted by C((3)).

In syzygy with the univariate case, any realization, (A, b, ¢) € B(H)¢ x H x I, defines a uniformly
analytic NC function in a uniformly open NC neighbourhood of the origin of the d—dimensional complex
NC universe, consisting of all d—tuples of complex square matrices, of any fixed size, n € N. Here,
the adjective, ‘uniformly’, refers to the uniform topology on the NC universe, which we will define in
Section 2, the origin of the NC universe is the d—tuple 0 := (0,---,0) € C%d an NC set is any direct
sum-closed subset of the NC universe, and an NC function is any function on an NC subset that respects
(1) the grading (matrix size), (ii) direct sums and (iii) joint similarities, see Subsection 1.2 for more
details and Subsection 2.1 for precise definitions. Given a realization, (A, b, c¢) € 95’(9-()‘1 X H xH, and
any point Z := (Zy,--- ,Zq), Z; € C"*n at level n € N of the NC universe, the realization formula,

4 -1
WZ)=1,8b (&l - Y Z;®A;| ILec,
J=1
defines a (uniformly) analytic (and holomorphic) NC function in a uniformly open neighbourhood of 0.
As in the univariate case, the linear pencil of A,

d
La(Z) = 1n®1%—ZZ,-®AJ- = 1,815 -Z®A,
=
will be invertible for any Z = (Zy,- - - , Zy) € C™" @ C'*4 50 that
Aj -1
(Z1, - s Za)ll g (cnecd,cny < ( : ) .
Aa Nl g (3¢, Hocd)

In this case L4(Z)~' can be expanded as a convergent geometric series to yield the evaluation of a free
FPS representation of & at Z,

W2 =1,@b" ) (ZeA/l@c= ) b'A“Z?.
j=0 weF¢

1.1. Outline and summary of new results

The subsequent subsection describes the history of realization theory and its parallel development in
several branches of mathematics. Following this, Section 2 provides some preliminary background
material on realizations, free FPS and NC function theory. Our first main results appear in Section
3, where we define a notion of minimality for an operator realization, (A, b, ¢), based on cyclicity of
the vectors b, ¢ for A* and A. Theorem 3.6 proves that minimal realizations are unique up to unique
pseudo-similarity, i.e. a generally unbounded, closed, ‘similarity’, and Theorem 3.12 shows that a
minimal realization can be constructed from any realization, via compression to a certain semi-invariant
‘minimal” subspace. As demonstrated in Example 3.10, pseudo-similarity is an extremely weak relation
which preserves few spectral properties of realizations or of domains of NC functions. This example
shows that the Volterra operator, which is quasinilpotent and compact, is pseudo-similar to the backward
shift on the Hardy space, H>. In Subsection 3.4, we initiate the construction and study of operator—
realizations about a matrix—centre, ¥ = (Y,---,Yy) € C"™"M @ C™4_in the domain of a uniformly
analytic NC function, f. We will leave a full development of this theory, as is done for NC rational
functions in [46, 47], to future research. Our main motivation for introducing matrix—centre realizations
is to use them as a tool in our construction of the skew field of global uniformly meromorphic NC
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functions, /%g’? , € = B(H)?, generated by all NC functions with jointly compact realizations, as
well as to show that this skew field sits properly between the free skew field, C<3¥ , of all NC rational
functions, and the skew field of uniformly meromorphic NC germs at 0, .. (The adjective skew simply
means non-commutative.) Here, an NC rational expression is any valid rational expression in elements
of the free algebra, and an NC rational function is a suitably defined ‘evaluation’ equivalence class of
such expressions.

The ring of all uniformly analytic NC germs at 0, O, where 0 = (0, -- - ,0) denotes the origin of
the NC universe, consists of equivalence classes of uniformly analytic NC functions whose evaluations
agree in a uniformly open neighbourhood of 0. This local theory of analytic germs of NC functions
was recently developed by Klep, Vinnikov and VoICi¢ in [39], where it was proven that O is a semifir
or semi-free ideal ring in the sense of PM. Cohn [15]. This is a class of non-commutative rings that
admit (necessarily unique) universal skew fields of fractions. (See Section 6 for the formal definition of
a semifir and of the universal skew field of fractions of a ring.) The universal skew field, .Z*, of @(')‘, is
called the skew field of uniformly meromorphic NC germs at 0, and it can be constructed by considering
‘local evaluation’ equivalence classes (at 0) of NC rational expressions composed with elements of OF
[39]. Our elementary Lemma 3.2 shows that one can identify 6 with @Ogg , B = B(H)?, the ring of
all NC functions that have an operator realization. For this reason we will also sometimes write /%(‘)%
in place of .. We will say that any NC function or free FPS, A, that has an operator realization,
(A, b,c) € B(H) x H x H, is familiar, and we write h ~ (A, b, ) in this case.

Section 4 provides a complete realization—theoretic characterization of uniformly entire NC functions,
as well as of entire and meromorphic functions of a single complex variable. (Here, an NC function is
uniformly entire if it is uniformly analytic everywhere in the entire NC universe and bounded on any
NC ball of finite radius. Equivalently, an NC function is uniformly entire if it is given by a free FPS with
an infinite radius of convergence, see Definition 2.1.) In Theorem 4.5 and Corollary 4.4 we prove:

Theorem. A free formal power series, h € C{3) = C{31, - ,3a), in d € N variables, defines a
uniformly entire NC function if and only if it has a realization (A, b, ¢) with A € € (H)? jointly compact
and quasinilpotent. Moreover, if h is uniformly entire, then it has a minimal compact and quasinilpotent
realization that is the norm limit of finite—rank and jointly nilpotent realizations.

In the above theorem statement, a d—tuple of linear operators, A € B = B(H)4, is jointly nilpotent
if there is an n € N so that A = 0 for any word, w = ij - - - i), of length |w| = m > n. A d—tuple
of linear operators, A € A is then jointly quasinilpotent, or simply, quasinilpotent, if the linear map
Ada ar 1 B(H) — B(H), defined by Adg 4+ (T) := ?:1 A.,TA;‘., is quasinilpotent as an element of the
unital Banach algebra, &(X), of bounded linear maps on the Banach space X = Z(H). This theorem
is consistent with, and a natural extension of a well-known fact: A uniformly analytic NC function, #,
with 0 € Dom 4 is a free polynomial, 4 = p € C(3), and hence uniformly entire, if and only if /4 has a
finite—dimensional realization that is jointly nilpotent, see e.g. [30] or [33, Section 6]. If (A, b,c) is a
minimal realization with A € %(3()¢ jointly nilpotent, then J{ is necessarily finite—dimensional.

In particular, setting d = 1 in the above theorem statement yields a new characterization of entire
functions of a single complex variable.

Theorem. A univariate formal power series, h € C[[3]], is the Taylor series of an entire function in C,
if and only if it has a compact and quasinilpotent realization (A, b, ¢), i.e. with A € € (H) compact and
quasnilpotent.

Since any meromorphic function of a single complex variable is a ratio of entire functions, the
standard realization algorithm for sums, products and inverses (see Subsection 3.3) readily implies that
any single-variable meromorphic function has a compact realization and we prove the converse of this
in Theorem 5.1 and Theorem 5.3.
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Theorem. Let f € C[[3]] be a formal power series in one variable. Then f is the Taylor series of a
meromorphic function (which is analytic at 0) if and only if it has a compact realization, (A, b, c), i.e.

with A € € (H).

Motivated by these results, and the fact that a reasonable definition of a uniformly meromorphic NC
function would be any NC rational expression in uniformly entire NC functions, we define the ring of
all uniformly meromorphic NC functions that are analytic in a uniformly open neighbourhood of 0,
@gf, € = € (30)?, where again, € (3() denotes the compact linear operators on I, as the set of all NC
functions with jointly compact operator realizations. If a familiar NC function, f, has the realization,
(A, b, c), the invertibility domain of A, D(A), is the uniformly—open and joint-similarity invariant NC
subset of the NC universe consisting of all X = (X, -+, X;) in the NC universe for which the linear
pencil, L 4(X), is invertible. While invertibility domains of different minimal realizations for the same
familiar NC function can be very different, compact realizations exhibit much better behaviour:

Theorem (Theorem 5.1, Theorem 5.3, Theorem 5.5 and Theorem 5.8). Any two minimal and compact
realizations of the same NC function, f, have the same invertibility domains and the invertibility domain
of any minimal compact realization of f is equal to the largest NC domain on which f can be defined. If
f ~ (A, b, c) with jointly compact A € G, then the invertibility domain, D(A), of the linear pencil, Ly,
is analytic—Zariski open and dense as well as matrix-norm open and connected at every level, n € N.
IfX = (X1, ,Xq) € C™" @ C™4 and f has a compact realization, then the matrix-valued function
f(AX), A € C, is meromorphic.

In particular, in one-variable we obtain:

Corollary (Corollary 5.4). If A € €(H) and A’ € €(H') are analytically equivalent in the sense
that there exist b,c € H and b’,c¢’ € H’ so that (A,b,c) and (A’,b’,c’) are minimal compact
realizations for the same meromorphic function, then A and A’ have the same spectrum. In this case
o(A) \ {0} = o0(A’) \ {0} is either the empty set, or equal to {/lj}j.vzl, N € N U {400}, where each
Aj € 0(A) \ {0} is an eigenvalue of finite multiplicity. For each 0 # A; € o (A), the size of the largest
Jordan blocks in the Jordan normal forms of A; = AlranE; (a), and of A;., where E;(A) is the Riesz
idempotent so that o (A ) is equal to the singleton, {A;}, are the same, and the Riesz idempotents E ;(A),
E;(A’) have the same rank.

Theorem (Theorem 5.3). Let f ~ (A, b, c), where A € € (H) is compact. Then f is a meromorphic
function in C which is analytic in an open neighbourhood of 0. If (A, b, c) is minimal, and if 0 +
o(A)\ {0} = {/lj}j.\’:], N € N U {+oo}, then the set of poles of f is equal to the set of points
{z; =1/4; }j.\’:l. The size of the largest Jordan block in the Jordan normal form of A; = AlRanE,; (A) S
an upper bound for the order of the pole z;.

In Section 6, we investigate when a subset & C B = B(H)? of operator d—tuples generates a
sub-semifir of the ring of uniformly analytic germs, O = @6%. That is, given any subset & C 9%, we
investigate when the set of all NC functions, f, with realizations f ~ (A, b,c), A € &, is a semi-free
ideal ring, @6? , so that @69 - @0‘% and so that we also have proper containment of the universal fields
of fractions of these semifirs, /%05 - ,/%(‘)% = %(‘)‘. For example, the set, Cy <3}, of all NC rational
functions defined at 0 is a semifir with universal skew field of fractions, C<£ 3}, the free skew field of all
NC rational functions [3, 15, 16]. Moreover, it is well known that t € Cy< 3} is an NC rational function
defined at 0 if and only if it has a finite—rank realization [37, 53]. It follows that if & (7{) denotes the ideal
of all finite-rank operators on J, and & = F (f}{)d, the containment # C 9 yields the containment of
semifirs, Co€3» = 07 C O = 6. Further defining & = € (H)? to be the set of d—tuples of compact
operators and 7, = 7, (70) to be d—tuples of operators in the Schatten p—classes of compact linear
operators obeying tr |A|” < +co, we obtain:
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53/‘])

Theorem (Theorem 6.10). The sets, @0% and Oy", p € [1,+00), of free FPS with jointly compact and
Schatten p—class realizations, respectively, are semifirs, and for any 1 < g < p < +co we have the
proper inclusions:

C()<(3)>=@(‘;7§@;q 9@{;” 9@?@@?:@5‘.

These proper inclusions also hold for the universal skew fields of fractions of these semifirs,

-
Jq

CL3)y =M G M" G My"

CME S ME =Y.

Since we have identified @gg as the ring of global uniformly meromorphic NC functions with analytic
germs at 0, we define the skew field of all global uniformly meromorphic NC functions as the universal
skew of field of fractions, /%gg , of the semifir @gg , € = %(9—()‘1 , see Subsection 6.1.

Elements of ./ = /%(‘)% are inherently local objects, i.e. they are uniformly meromorphic NC germs
at 0. However, as we will show in Theorem 6.4 and Subsection 6.1, any uniformly meromorphic NC
germ, f, in the universal skew sub-field generated by familiar NC functions with compact realizations,
/%gg G MY, extends uniquely to a uniformly analytic NC function on a uniformly open and joint-
similarity invariant NC domain that is analytic—Zariski open and dense, hence matrix—norm open and
connected, at every level, n, of the NC universe, for sufficiently large n. This motivates and justifies our
interpretation of /%(;g as the skew field of global uniformly meromorphic NC functions.

1.2. Mathematical and historical context

Recall that if a free FPS, / € C((3)) is given by a realization, (A, b, ¢) € B(H)? x H x I, in the sense
that

hG3)= ) b"A“c3”,

]
weF{

we will write & ~ (A, b, c). Any such h can be viewed as a freely non-commutative function in the
sense of NC function theory, a relatively recent and deep extension of classical complex analysis and
analytic function theory to several NC variables [59, 58, 35, 1]. In particular, any free polynomial can be
evaluated on any d—tuple of complex n X n matrices, and hence defines a function on the d—dimensional
NC universe. A free polynomial, p € C(3), viewed as a function on the NC universe, has three basic
properties: (i) p respects the grading (matrix size), (ii) p respects direct sums, and (iii) p respects joint
similarities. In modern NC function theory, these three properties are taken as the axioms defining a
[free or non-commutative function, which is any function defined on an NC set obeying (i)—(iii) [59, 35].
These axioms, which are natural and may seem innocuous, are surprisingly rigid. Namely, any NC
function on an ‘open NC set” which is ‘locally bounded’ is automatically holomorphic. That is, such a
function is Fréchet differentiable at any point in its NC domain and it is analytic in the sense that it has a
Taylor-type power series expansion about any point in its domain with non-zero radius of convergence
[35, Theorem 7.21, Theorem 8.11]. (In order to precisely define ‘open’ and ‘locally bounded’, we need
to define a suitable topology on the NC universe, which we will do in the next section. The topology
most relevant to us is called the uniform topology [35, Section 7.2].)

NC function theory was pioneered by J.L. Taylor in his work on multivariate spectral theory and
functional calculus for d—tuples of non-commuting operators [59, 58]. Some of his results were redis-
covered and developed independently by D.-V. Voiculescu in his operator—valued free probability theory
[60, 61]. These works of Taylor have become extremely influential in the last decade or so, with sev-
eral groups of prominent researchers advancing what is now called free analysis or NC function theory
[35, 1]. This renaissance in NC function theory has been precipitated by an influx of both algebraic and
analytic techniques. Fundamental links have been forged between NC function theory and several estab-
lished branches of mathematics including NC algebra — in particular P.M. Cohn’s theory of localization
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of non-commutative rings, invariant theory, convex analysis, algebraic geometry, systems and control
theory, and operator algebra theory [5, 42, 50, 51, 39, 31, 30, 38, 40, 6, 11].

The theory of non-commutative rational functions, in particular, lies at the intersection of NC algebra
and free analysis, and some of the earliest appearances of realizations are found in the study of NC
rational functions. From an algebraic perspective, the set of all NC rational functions is the free skew
field, C£3), asintroduced by P.M. Cohn [15, 16]. As proven by Amitsur, the free skew field is a universal
object, the universal skew field of fractions of the free algebra [3, 15, 16]. By a theorem of Kleene and
Schiitzenberger, a free formal power series, i € C((3)), is recognizable, i.e. admits a finite—dimensional
realization, if and only if it defines an NC rational function, h =t € C<£3}, with 0 € Domr [37, 53].
(This is related to the multivariate generalization of a classical result of Kronecker, which provides
a criterion for recognizing when a one-variable formal power series is the Taylor series of a rational
function [41].) If a free FPS is not recognizable, we say it is unrecognizable. More generally and
motivated by this accepted terminology of ‘recognizable formal power series’ [13], we will say that any
FPS that admits a (not necessarily finite) operator realization is familiar, and that any FPS that does not
admit any realization is unfamiliar, see Definition 3.1. Realizations of NC rational functions originated
in the work of Schiitzenberger in automata theory, and were further developed by Cohn and Reutenauer
in the context of NC algebra [ 15, 13]. This technique was rediscovered independently by Fliess in systems
and control theory as well as by Haagerup and Thorbjgrnsen in the setting of free probability theory
[22, 23, 24, 26, 27]. Finite realizations contain useful information about the corresponding NC rational
functions they generate, and we will see that this is also true for more general, infinite—dimensional
operator realizations.

While infinite—dimensional realizations have not been studied as thoroughly in their own right, they
have appeared previously in the literature. In the de Branges—Rovnyak theory of contractive multipliers
between vector—valued Hardy spaces and in the Nagy—Foias and de Branges—Rovnyak model theories
for linear contractions on Hilbert space, the characteristic functions of such linear contractions are
contractive, matrix or operator—valued analytic functions in the complex unit disk and are constructed
via certain realizations [19, 20, 57]. Also see [10, 29], which consider one-variable realizations that
are generally infinite—dimensional. Here, the classical Hardy space, H?, is the Hilbert space of square—
summable Taylor series in the complex unit disk. The classical Hardy space has natural multivariate
generalizations, namely, the commutative Drury—Arveson space of analytic functions in the open unit
ball of C?, and the non-commutative free Hardy space or full Fock space of square—summable formal
power series in several NC variables [4, 44]. The de Branges—Rovnyak realization theory has been
extended to the multivariate setting for contractive multipliers between vector—valued Drury—Arveson
and free Hardy spaces by Ball-Bolotnikov—Fang in [8, 9]. In particular, any contractive left multiplier
of the free Hardy space has a de Branges—Rovnyak realization, and this is an operator realization that is
generally infinite—dimensional. Although our main focus will be on the realization theory of uniformly
analytic NC functions, operator realizations of free holomorphic maps, in the sense of the “free topology"
on the NC universe, were constructed by Agler, M®Carthy, and Young in [1]. In this paper we develop a
general theory of realizations and apply it to characterize the ring of uniformly entire NC functions and
to construct a skew field of (global) uniformly meromorphic NC functions.

2. Background

2.1. NC Function Theory
The d—dimensional complex NC universe, C1>)-d

matrices of any fixed size, n € N:

is the graded set of all row d—tuples of square

C(NXN)-d = [| C(nxn)-d, C(nxn)-d .= X ® CIXd.
n=1
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Given any row d—tuple Z = (Zy, - ,Zg) € Cnxm)d e will view Z as a linear map from d copies of
C™ into one copy and we define the row-norm of Z as the norm of this linear map:

1Z]]row = ||Z||$(C"®C",C") =

When we write Z*, this will then denote the Hilbert space adjoint of the linear map Z : C" ® C¢ — C".
That is,

Z'=|: |:c" > c"eCl.

Z)
We will also, on occasion, need to consider col(Z) := ( :

) and row(Z*) := (Z],--- ,Z}). In this case,
Za

given Z € Clnxn)-d

1Zllcor = llcol(Z) || g(cn cracda) =

If the row-norm of Z € C("*n)d js less than or equal to 1, we say Z is a row contraction, and if

1Zllcow < 1, we say Z is a strict row contraction. The NC unit row-ball, B4 is the open unit ball
of CIXM)-d wyith respect to this row-norm. The uniform topology on C*M) 4 is related to the topology
generated by the row pseudo-metric. Namely, given Z € Cd and W e Cmxm)-d

drow(Zs W) = ”ZEBm - W®nl|row,

and the NC unit row-ball, B®*MN 4 then consists of all Z so that diow(Z,0) < 1. A sub-base for the
row pseudo-metric topology is given by the row-balls centred at any ¥ € CU"*m)-d,

- BOd(yy = U{X e XA g (X,Y) <r}.

m=1

The uniform topology on CH*1d s the topology generated by the sub-base of sets, r - BY  (Y) C
r-BOXN-d(y) where if Y € C™)d then BiN(Y) contains only the levels mn, n € N,

reBl (V) =] (X e COmm ) o (X,Y) < r}.

n=1

As explained in [35, Proposition 7.18], there is subtle difference between the uniform topology and the
topology generated by d,, and the topology generated by the row pseudo-metric is strictly weaker than
the uniform topology. The main difference is that these open sets, Bi x(¥), need not be closed under
direct summands. This difference, however, will not play a significant role in this paper.

An NC set is any subset, Q C CMXN)-d that is closed under direct sums. Hence, any such € can be
written as a graded set,

Q= |_| Q.  Q,=Qnclmd
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A freely non-commutative function, or more simply, NC function on an NC set @ € C>MN)d jg any
function f : Q — CNXN where CNY*N denotes the one-dimensional NC universe, that obeys the three
axioms:

1. f:Q, > C"™" ie. fisgraded, or f preserves matrix size.
2. Given X € Q, and Y € Q,,,
¥ X0\ (f&X) O
oY/ \ 0 f"/”
i.e. f preserves direct sums.
3. If S € GL,, is any invertible matrix, X € Q,, and

S7TIXS = (87'X18, -, S71X48) € Q,

then f(S™'XS) = S~ f(X)S, i.e. f preserves joint similarities.

We say that an NC function, &, on a uniformly open NC domain, Dom A, is locally uniformly
bounded if for any X € Dom h, there is a uniformly open neighbourhood of X in Dom /4, on which 4(Y)
is uniformly bounded in matrix—norm. As proven in [35, Corollary 7.6, Corollary 7.28], the axioms
defining NC functions and this local boundedness condition imply that any such % is holomorphic, in
the sense that it is Fréchet and hence Gateaux differentiable at any point in its domain, and uniformly
analytic in the sense that it has a Taylor-type power series expansion about any point, X, in its NC
domain, i.e. a Taylor—Taylor series, with non-zero radius of convergence, Rx > 0 [35, Corollary 7.26,
Corollary 7.28, Theorem 8.11]. That is, its Taylor—Taylor series converges absolutely and uniformly on
any (uniformly) open row-ball of radius 0 < r < Ry, centred at any X € Dom k. Here, if / is uniformly
analytic in a uniformly open neighbourhood, %, of ¥ € C"™)4 and X € %,,,,, is sufficiently close to
Y, then the Taylor-Taylor series of &, centred at Y and evaluated at X is,

o (04 _yanh) (YE™)

hx) =y H :

j=0

Where Bi h(Y®™) is the jth directional or Gateaux derivative of 4 in the direction X —Y®". That is,

—_yem

Y+tX)-h(Y
oxh(Y) := lim M

for X, Y of the same size. In particular, the Taylor—Taylor series of A at the origin, 0, of the NC universe
can be written,

h(X) = Z %a;;h(O),

=

where if X € C™1)d thepn 6){,h(0) = 8§h(0,,) is a homogeneous free polynomial of degree j in
X = (X1, -+, Xg). This Taylor-Taylor series at O can be expanded further as

hx)= >0 A £(0).

weF¢

Here, A‘(Jf;f(O) is a partial difference—differential operator of f at 0 of order |w|, where if w =iy - - - i}y,
then |w| = m is the length of w and @' = iy, - - -i;. Given any n € N, AE"; (.)f(O) = AE"; (,)f(On) :

clmxm-d @ clol — ¢™" is a multi-linear map from |w| copies of C"*™)? into C"*" and we have
written A%"l f(0) as a short-form notation for A;glm +f(0,---,0), where X € Ccmxn)d g repeated
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|w| times and 0 = (0,,,---,0,) € C"™M4 js repeated |w| + 1 times. That is, AZZ])’_“’H(M)JC(O) is

multilinear in the ‘directional arguments’, HU) e ctmmd 1 < j < |wl|. See [35, Section 3.5 and
Corollary 4.4] for a precise definition of these higher—order partial difference—differential operators.
Given any w € F¢, one can compute that

AZ'h(0) = c(,X®, ¢4 €C,

so that this gives a free power series expansion of i(X), and any A that is uniformly analytic in a
uniformly open neighbourhood of 0 can be identified with a free FPS [35, Corollary 4.4].

2.2. Free formal power series

Recall that any & € C((3)) can be written as

hG3) = Y ha3”s e eC.

d
w€eF{

There is a natural ‘letter reversal’ involution on the free monoid, t : Fﬁf — Ff defined by w — w', where
ifw=1iy- ip, &' :=i,---i; and 0' := 0. This gives rise to a natural involutive anti-isomorphism of the
ring of all complex free FPS, t : C{3)) - C{3)), via

W3 = D ho® =BG = D hed? = ) hos?,

1 1
weF{ weF{

and we call h' the transpose of h.

Given a free formal power series, h(3) = X, he3?, its radius of convergence, Ry, € [0, +0] is the
largest value so that the power series /(Z) converges absolutely and uniformly on 7 - BA™>M)4 for any
0 < r < Ry,. This radius can be computed by Popescu’s generalization of the Hadamard formula [44],

I "
&y = limsup 2,,/IZ_:nusz. 2.1)

Hence any free FPS with radius of convergence r > 0 defines a uniformly analytic NC function on
r- B(NXN)A.

Every free FPS that converges with radius » > 0 will be bounded on every row sub-ball of radius
r’, 0 < r’ < r. However, in [43] J.E. Pascoe has constructed an example of an NC function that is
uniformly locally bounded everywhere in the d—dimensional NC universe and yet is not bounded on
the unit row-ball. In order to avoid such pathologies, we will define an NC function, 4, to be uniformly
entire if it is defined by a free FPS at 0 with an infinite radius of convergence. (If a free FPS, h € C{3)),
has a positive radius of convergence, then this FPS is necessarily equal to the Taylor—Taylor series of A
at 0, as described at the end of Subsection 2.1.) By [44, Theorem 1.1 and Section 3], or by a special case
of [35, Corollary 7.26 and Theorem 8.11], this is equivalent to / being defined and uniformly locally
bounded (hence uniformly analytic) everywhere in the NC universe, and bounded on any row-ball of
finite radius which is centered at the origin. In particular, the example of [43], is not uniformly entire,
according to our definition.

Definition 2.1. An NC function, 4, is a uniformly entire NC function if it is defined by a free formal
power series with infinite radius of convergence.

We will denote the ring of uniformly entire NC functions in d NC variables by 0¢.
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2.3. The free Hardy space

Let ]H[Z denote the set of all free FPS with square—summable coefficients:

HY = {h(3) = > has® ) > ol < +oo} .

Any h € Hfl has radius of convergence at least 1, so that H(zi is a vector space of uniformly analytic
NC functions on B4 In fact, equipping H? with the £2—norm of the coefficients, this is a Hilbert
space of NC functions that is clearly a natural multivariate and NC generalization of the classical Hardy
space, H, of square-summable Taylor series in the complex unit disk.

Left multiplication by each of the d independent variables, Ly := Mst , defines a d—tuple of isometries
on Hé, with pairwise orthogonal ranges which we call the left free shifts. Since these have pairwise
orthogonal ranges, L := (L, -+ , Lg) : H3® C? — H2, is a row isometry, i.e. an isometry from several
copies of a Hilbert space into one copy. The standard orthonormal basis for HZ ~ (*(F9) is given by
the free monomials {3“} , erd> and it follows that the letter reversal involution on free FPS defines an
involutive unitary operator on H?, the flip unitary, U, = U; . One can check that UL U = Mai =: Ry is
the right free shift of right multiplication by 3. Hence, R = U;LU, is also a row isometry. In the single-
variable setting, d = 1, H% = H? is the classical Hardy space of analytic Taylor series in the complex
unit disk with square—summable coefficients. In this case we use the standard notation, S = M, for the
isometric shift operator on H>.

We also consider the Banach algebra of uniformly bounded, and hence uniformly analytic, NC
functions in the NC unit row-ball, B®*M-4_which we denote by HZ". That is, h € H? if

lAlleo == sup  [[A(Z)]| < +oo.

Z cBMxN)-d

Any h € HY is necessarily a uniformly bounded and hence analytic NC function in BI04 and as
proven in [44, Theorem 3.1] and [50, Theorem 3.1], & € H} if and only if /2 belongs to the left multiplier
algebra of H‘Zi. Namely, an NC function, &, on BUMN 4 is a left multiplier of the free Hardy space if
h-fe Hﬁl for any f € ]H[Z. Moreover, the left multiplier algebra is equal to H?, and if M ;Il‘ : HZ — Hi
denotes the linear map of left multiplication by # € H?, then we have equality of norms, |||/« = ||M }% [
[44, Theorem 3.1], [50, Theorem 3.1]. Note that since 1 € Hip HZ" C H‘Zi.

Ifhe Hé, then h,(Z) := h(rZ) € H}, see e.g. [32, Lemma 4.5]. Given any h € H, the operator
h(L), obtained by substituting the L ; in for the variables 3; in the free power series for & is the operator,
M }f, of left multiplication by /4. On the other hand, one can check that #(R) = M }ﬁ.

Any h € Hi is familiar, i.e. is given by an operator realization (A, b, c). Indeed, given any 1 € H?,

h3) = ) ho3®, and (LihG) = Y hjws®.

d
w€eFS

Since the monomials, {3}, are an ON basis of HZ, it follows that for any w € ]Ff,

sy swpt _ P w' ,a' _ 7
FLR = 3 haGY3" )i, = .

a

Hence, h ~ (L*, 1, h') has an operator realization. Note that the constant function, 1, is L—cyclic. Here,
and throughout, all inner products are conjugate linear in their first argument.
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If h € HZ has the realization (A, b, ¢), then

h(3) = Z he3®, where hg =b*A%c.

weF¢

As one can readily calculate,

LG = D) hjw3®, and (RiG) = D) haj3®,

weF¢ weF¢

so that

Lj.h ~ (A,Aj.b, ¢), and R;‘.h ~(A,b,Ajc). 2.2)
Moreover, given any p € C(3), it then follows that
p(L)*h ~ (A,p(A*)b,C), p(R)*h ~ (A’b’l_j(A)C)v (23)

where p € C(3) denotes the free polynomial obtained by complex conjugation of the coefficients of p.

3. Operator realizations
A descriptor realization is a triple, (A, b, c), with A € 95‘(9—()‘1 =3B(H)® C4, b, c € H. Here, note

Ay
that A € B(H)? is viewed a column d—tuple, A = ( : ) We will use the notation ZB(FH)'*¢ for a row

Azi
d—tuple.

Given any d—tuple, A € B(H)?, we define the formal linear pencil:
d
La(3) =1~ Z?)J'Aj,
j=1

and we view this as a (monic, affine) linear function on C®xXN)-d yia evaluation,

d
La(Z) =1, @Iy~ Y Zj@A;j= 1,81 -Z®A;  ZeCmmd

J=1

We can then define the transfer function, h, of the descriptor realization, (A, b, ¢), as the NC function
with domain,

Dom 4 := I_I Dom,, i; Dom,, h := {Z € C"™4| L ,(Z) is invertible},

n=1
via the formula:
WZ):=1,®b*"La(Z)" I, ® c. 3.1
Definition 3.1. A free formal power series, 7 € C{3)),3 = (31, »3a), 18 familiar, if it is defined by

a realization, (A, b,¢) € %’(fH)d X H x H, in the sense of Equation (3.1) above. In this case, we write
h ~ (A, b, c). If his not familiar, it is said to be unfamiliar.
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Note that as an operator on C" ® K,

d I,® A

sz‘X’Aj =\(Zi®Isc, -, Zqa ® 1) : < N1 Zlrowll Allcols

j=1 Crxng () I, ® Ag
so that the operator L4(Z) will be invertible for all Z € r - BOXNd where r = ||A||C_01l > 0. Hence
there is an r > 0 so that » - B4 ¢ Dom £, and & will be uniformly bounded on any NC row-ball
of radius ||A||C‘01l > r > 0, hence uniformly analytic on this uniformly open NC domain. We will write
h ~ (A, b,c) to denote that & is the transfer—function of this realization. By evaluating & on jointly
nilpotent points Z in r - BA™Md we see that any 4 that admits a realization (A, b, ¢) can be identified
with the formal power series, i € C((3)),

h(ﬁ) = Z ilwﬁw, where I/’\lw =b*A%c.

weF¢

This also follows readily from expansion of La(Z)~' as a convergent geometric series for any Z in
r-BOXN)d p o ||A||C‘Ol, as in the introduction.

Conversely, if 4 is a uniformly analytic NC function in some row-ball, R - of non-zero
radius R > 0, then by re-scaling the argument of 4, h,(Z) = h(rZ), 0 < r < R, we obtain (by the
NC maximum modulus principle [50, Lemma 6.11]), a uniformly bounded NC function in B%, which
therefore is uniformly analytic and belongs to H?;, the left multiplier algebra of the free Hardy space.
(Alternatively, since h is uniformly locally bounded at 0, it is uniformly bounded in some row-ball at
0 of positive radius.) As described in Subsection 2.3, h, then has the realization (L*,1,h%), 1 = 30,
so that i ~ (r~'L*, 1, h') is also familiar. Alternatively, ||/, ||= A, is a contractive element of H and
hence it has a de Branges—Rovnyak operator realization, and so & also has an operator realization [8].
In summary we have proven:

B(NXN)d

Lemma 3.2. An NC function, h, is uniformly analytic in a uniformly open neighbourhood of 0 €
CWXId if and only if it is familiar, i.e. if and only if it has an operator realization.

Given (A, b, ¢), one defines the controllable subspace,

Gac = \/ A%, (3.2)
weF¢
and the observable subspace,
Opep = v A%, (3.3)
weF¢

and (A, b, ¢) is said to be controllable if €4, = H and observable if O+, = 3, i.e. if and only if ¢ is
A—cyclic and b is A*—cyclic, respectively. In the above, \/ denotes closed linear span. (In [29, 10], what
we have termed controllable and observable are called approximately controllable and approximately
observable, since the non-closed linear span is generally not the entire space.) We then say that (A, b, ¢)
on H is minimal if it is both controllable and observable. Here, recall that a finite—dimensional realization
A € C»m)d g said to be minimal if 7 is as small as possible. It is then a theorem that a finite—
dimensional realization is minimal if and only if it is both observable and controllable [31, Section
3.1.2], and minimal and finite realizations are unique up to unique joint similarity [13, Theorem 2.4].
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It will also be convenient to consider Fornasini—Marchesini (FM) realizations. An FM realization is
a quadruple (A, B, C, D), where

A B

A=|: |er@0)¢ B=|:|eHeoC! CeH', and DeC.
Ad By

An FM realization is often written in the block operator—colligation form:

AlBl
AB\_|: | (3 _ (Hec
cp)™|a, B, \C c |

As before, we then define the transfer function, h, of the FM realization (A, B, C, D) as the NC function
with domain

Dom / = |_| Dom, h;  Dom, h={Z e C™md|,(z)"" 3},
via the formula:
W(Z):=DI,+1,®CLA(Z)" Z Z;®B;=D+1,8CLA(Z)"'Z®B.
In particular, as discussed above, there is an » > 0 so that r -B®*N)d ¢ Dom h, and h will be uniformly
bounded on any NC row-ball of radius || A ||C’01] > r > 0, hence uniformly analytic on this NC domain. We
will write & ~ (A, B, C, D) to denote that 4 is the transfer—function of this FM realization. As before,

we will say that the FM realization, (A, B, C, D), for h, is minimal, if A is as ‘small as possible’ in the
sense that the set {B1,--- , By} € H is A—cyclic and C* € H is A*—cyclic, i.e.

H = \/ A“B; =: Ba.p. (3.4)
weF¢,
1<j<d
and
H=\/AC" = Opc. (3.5)

In the above, as before, \/ denotes closed linear span. More generally, the subspaces, €4, g and Os- ¢ of
H defined above are called the controllable subspace and the observable subspace of the FM realization
and we say the FM realization is controllable if H = G4 p and observable if H = Ox« c. Hence, as
before, (A, B, C, D) is minimal if and only if it is both controllable and observable.

FM realizations from descriptor realizations and vice versa.
Any NC function that admits an FM realization admits a descriptor realization and vice versa. Namely,
if & has descriptor realization (A, b, ¢) then one can define

H = \/ A“c, A" :=Alse, Bj:=Ajc, C:=(Pyb)", and D :=h(0). (3.6)
w#0

It follows that (A’, B, C, D) is an FM realization of h. Moreover, it is readily checked that if (A, b, ¢)
is a minimal descriptor realization then (A’, B,C, D) is a minimal FM realization. Conversely, if
(A, B,C, D) is an FM realization of 4 on J, one can construct a descriptor realization, (A, b, c) on
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J( := H @ C by setting A ;|3¢ := A; and defining A;0 @ 1 := B, € H. That is, with respect to the direct
sum decomposition H=He C,

¢ _ (A BiO® 1, )4
Aj= ( 0 0 . 3.7
Next, one defines b := C* ® Dl and ¢ := 06 1. It is easy to verify that (A, b, c) is then a descriptor
realization of h. If (A, B, C, D) is a minimal FM realization, then (A, b, c¢) is controllable, but it may
not be qbservable. Even it is not observable, however, its observable subspace has codimension at most
one in K.

3.1. Uniqueness of minimal realizations and domains

In this subsection we show, as in the finite setting, that minimal realizations are unique up to a suitable
notion of isomorphism.

Remark 3.3 (On closed and closeable operators). Recall that a linear map L : Dom L C H — , with
dense linear domain, Dom L, in a Hilbert space, J{, and range in a Hilbert space, J, is said to be closed
if its graph is a closed subspace of I @ J. Such a linear map is closeable if it has a closed extension, L.,
i.e. Dom L C Dom L € H and £|D0mL = L. In this case we write L C L. and say that L is a restriction
of L. If L is closeable, its closure, L, is defined as its minimal closed extension, which can be obtained
by taking the closure of the graph of L in I @ J. In particular, L is closeable if and only if the closure of
its graph in H @ J does not contain any vectors of the form, 0 @ y for y # 0. Equivalently, L is closeable
if and only if whenever x,, € Dom L, x,, — 0 and y,, = Lx,, — y € J, then necessarily y = 0.

Given a densely—defined linear map, L : Dom L € H — g, as above, its Hilbert space adjoint, L*, is
a linear map defined on the linear domain, 9., consisting of all y € J for which there exists a y, € H,
so that

(Lx,y)g = (X, ¥:)3¢, Vx € Dom L.

One then defines Dom L* := 9, and L*y := y.. The adjoint of a densely—defined linear map is always
a closed linear map. However, it may not be densely—defined. One can prove that L* is densely—defined
if and only if L is closeable, in which case L= L**, i.e. the bi-adjoint is the minimal closed extension
of L. Finally, a subset, 2 C Dom L of the domain of a closed linear operator, L, is called a core for L
if (2, L9D) is dense in the graph of L. In particular, if L is closeable with closure L, then Dom L is a
core for L. Standard references for the theory of closed linear operators include the functional analysis
texts, [48, 2, 17].

Definition 3.4. Let X : H{ — J be a closed, densely—defined linear map on Dom X C H. We say that
X is a pseudo-affinity if X is injective and has dense range. If A € B(H) and B € FB(J) are bounded
linear maps so that A|pem x : Dom X — Dom X and XA C BX, we say that A, B are pseudo-similar.

Remark 3.5. In [57], a quasi-affinity, X : J{ — J is defined as any bounded linear map that is injective
and has dense range. Bounded linear operators A € B(H) and B € AB(J) are said to be quasi-similar,
if there are quasi-affinities X : H — Jand Y : J — J so that XA = BX and YB = AY. In comparison,
if A, B are pseudo-similar, then there is a pseudo-affinity, X, so that XA C BX. However, Y = X -1 s
then also a pseudo-affinity so that YB € AY. This motivates the terminology ‘pseudo-similar’. Hence,
pseudo-similarity is a weaker concept than quasi-similarity as in the definition of pseudo-similarity,

neither of the closed intertwining pseudo-affinities, X and ¥ = X ~I need to be bounded.

Theorem 3.6 (Uniqueness of minimal realizations). Minimal realizations are unique up to unique
pseudo-similarity. That is, if (A, b, c) and (A’,b’, c’) are two minimal realizations defined on H and
H’, respectively, for the same NC function, h, then there is a closed, injective and densely—defined linear
transformation, S : Dom S € H — H’, with dense range so that for all p, q € C(3),
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(i) The non-closed linear span C{A)c C Dom S is a core for S and Sp(A)c = p(A’)c’.
(ii) The non-closed linear span C{A*)Yb’ C Dom S* is a core for S* and S*q(A™*)b’ = q(A*)b.

In particular, the above theorem implies that S¢ = ¢’, S™*b = b’, and S7TA’S = A, suitably
interpreted. An analogous result holds for FM realizations. This theorem has been previously established,
essentially, in one-variable in [29, Theorem 3b.1] and [10, Theorem 3.2], and it is a natural extension
of a well-known result on uniqueness of finite—dimensional minimal realizations from systems theory
[14, Theorem 5-21].

Proof. By assumption, we have that for any w € F¢,
b*A“c=b"Ac.

We define a linear map, Sg, with dense domain C(A)c C H by Sop(A)c = p(A”)c’. First, in order that
this be well-defined, if p(A)c = p(A)c for p, p € C(3), then we need to check that p(A”)c’ = p(A”)c’.
This follows from minimality. Indeed, if p(A)c = p(A)c in H, then for any g € C(3),

b*q(A)p(A)c = b"q(A)p(A)c,
so that
b q(A)p(A)c" = b"q(A)p(A")c .

By minimality of the realization (A’, b, ¢’), it follows that p(A")¢’ = p(A")c’ € H'.

The linear map, Sy, has dense range in H’, by construction. We next prove that Sy is closeable. If
pn(A)c € Dom Sy, pr(A)c — 0and Sop,(A)c = pu(A’)c’ — y' € H’, we need to show that y’ = 0.
For any g € C(3), consider

(@(A)B" " )or = im(b', (A pu(A)) )30
= limb*q(A)pn(A)c =0,

since p, (A)c — 0in H and g(A) is a bounded linear operator for any ¢ € C(3). It follows that y’ € H’
is orthogonal to O 4. ,,, = H" and hence y’ = 0. This proves that Sy is closeable and we set S := So, the
minimal closed extension of S.

The closed operator, S, has dense range, by construction, and we claim that S is also injective. Indeed,
if S were not injective, then Sh = 0 for some & € Dom § € J{. Since S = S_O, Dom Sy = C{A)c is a core
for S. In particular, there is a sequence p,(A)c € Dom S so that p,(A)c — hand Sp,(A)c — Sh=0.
By symmetry, if we defined instead Sj, : C(A") € H’ — Hby §'p(A’)c’ = p(A)c, §" is closeable which
implies that & = 0. (It is also easy to argue directly that S is injective.) Since § is injective, closed and
has dense range, S~! is also closed and densely—defined on Ran S, is also injective and has dense range.

Finally, we claim that C(A™*)b’ € Dom S* and that S*q(A™*)b" = q(A*)b for any ¢ € C(3). Indeed
for any p € C(3),

(A", Sp(A)e)se = (b, G(A)p(A') Vae
= (b,q(A)p(A)c)sc = (q(A")b, p(A)c)se.

By the definition of the Hilbert space adjoint of a densely—defined linear map, g(A*)b’ € Dom S*
and S*q(A™)b" = q(A*)b. The fact that C(A™*)b’ is a core for S* also follows from a symmetric
argument. O

Definition 3.7. Let A € Z(H)? and A’ € B(H')? be two column d—tuples of bounded linear
operators. We say that A and B are analytically equivalent if there exist b,c € H and b’, ¢’ € H’ so that
the realizations (A, b,c¢) and (A’, b’, ¢’) are both minimal and define the same uniformly analytic NC
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function in a uniformly open neighbourhood of 0. That is, A and A” are analytically equivalent if there
exists an r > 0 so that

b*LA(Z)_IC = b’LA'(Z)_IC,; VZ cr- B(NXN)%,I’

or equivalently,

b*A“c=b"A'?c  VweF.

Similarly, we say that two realizations (A, b, c¢) and (A’, b, c¢’) are analytically equivalent and write
(A,b,c) ~ (A, b, "), if they define the same uniformly analytic NC function in a uniformly open
neighbourhood of 0. (We do not require that analytically equivalent realizations be minimal in this
second definition.)

Theorem 3.1 implies, in particular, that any two analytically equivalent A € B(H)¢ and A’ €
RB(H")? are pseudo-similar.

Definition 3.8 (Domain of a realization). The invertibility domain of a realization, (A, b, ¢), or of a
d—tuple, A € %(J—C)d, is the set of all Z € CMXN)-d ¢4 that the evaluation of the linear pencil, La(Z),
is invertible.

Note that if &2 ~ (A, b, c) is familiar, then £ is a uniformly analytic NC function on 2(A), 2(A)
is uniformly open by operator-norm continuity of the inversion map, r - B&™*M)d ¢ G(A) for r :=
||A||C‘01l > 0, and D(A) is joint similarity invariant.

Remark 3.9. In one-variable, if A € %B(H) and z € C, La(z) = I — zA. In this case, it follows that
z ¢ D(A) if and only if 1/z € o(A). Hence the complement of the invertibility domain, Z(A) of
A € B(3)?, can be thought of as a generalized or ‘quantized’ notion of spectrum for operator tuples.
Similar notions of spectra for general tuples of operators were considered by Taylor in [58], and by Yang
in [65]. In the latter reference, however, the spectrum consists of scalar points in complex projective
space.

Example 3.10. Consider the entire function, f(z) = ezz_l . By a result of Douglas, Shapiro, and Shields
[21, Theorem 2.2.4], any function that is analytic in a disk of radius > 1 (centred at 0) is either cyclic
for the backward shift on the Hardy space, HZ(D), or rational. Hence, this f € H? is cyclic for the
backward shift. (It would be interesting to see whether there is an analogue of this result for the free
Hardy space.) In other words, H? = \/20:0 S f, where S := M, denotes the shift on H?. Moreover, 1 is
cyclic for S, so we have a minimal realization for f, i.e. f ~ (5%, 1, f).

To construct another realization, we consider the Volterra operator on L2[0, 1] given by (Tg)(x) =
fox g(t)dt. It is well known that T is a quasinilpotent Hilbert—-Schmidt operator [25]. Moreover, the

vector 1 € L2[0, 1] is T—cyclic, since T"1 = %+ Since (T*g)(x) = fxl g(1)dt, it follows that 1 is also

n!"*
T*—cyclic. The power series generated by the realization (7, 1, 1) is,

n

o © o
;(1,T"1)z" :;)(/0 %dx) " =;) (nil)! = (),

sothat (7', 1, 1) is also a minimal realization of f. Theorem 3.6 now implies that S* and T are analytically
equivalent, hence pseudo-similar.

Remark 3.11. The previous example is striking in that it shows that pseudo-similarity preserves very few
spectral properties of operators. Namely, the previous example shows that the backward shift, which has
spectral radius 1 and spectrum equal to the closed unit disk, is pseudo-similar to the Volterra operator,
which is quasinilpotent (and compact) and hence has spectrum equal to {0}. Many spectral properties are
not even preserved under quasi-similarity [18]. See [18, 57] for examples of quasinilpotent operators that
are quasi-similar to operators whose spectrum is the closed unit disk, much as in the previous example.
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If (A, b,c) and (A’, b’, ¢’) are two minimal realizations for the same NC function, and hence pseudo-
similar, then it is certainly possible that there exist points Z not in the invertibility domain, Z(A) of
A, but which do belong to the invertibility domain of A’. If Z ® Ax = x, so that Z ¢ 2(A), then
by minimality there is a sequence (p,) € C(3) so that Z ® p,,(A)c — x, but there is no reason that
Spn(A)c = p,(A")c’ is even a bounded sequence let alone convergent. Hence, it is certainly possible
that Z € D(A’) \ D(A). Indeed, this occurs in the previous example.

Domain of a familiar NC function.

Recall that NC rational functions are defined as certain evaluation equivalence classes of NC rational
expressions [34]. Namely, an NC rational expression, 1, is any syntactically valid expression obtained
by applying the arithmetic operations of inversion, addition and multiplication to the free algebra. The
domain, Domr, of such an expression is the set of all X € Cc®xN)-d for which the expression can be
evaluated at X, and r is said to be valid, if this domain is not empty. Two valid NC rational expressions,
r; and 1y, are said to be equivalent, if r| (X) = rp(X) for all X € Domr () Domr;. One can prove that
for any two valid NC rational expressions, there is a finite N € N so that Dom,, r; () Dom,, r; is non-
empty, and in fact is Zariski open and dense in Clnxn)d for any n > N, see [34, Footnote 1, Section
2]. It follows that this evaluation relation is transitive, and an equivalence relation on valid NC rational
expressions. One then defines an NC rational function, t, as an evaluation equivalence class of valid
NC rational expressions with domain Domt := | ., Domr. One views 1 as an NC function on Dom,
and we simply write r(X) := r(X) if X € Domr and r € r. Any NC rational function, r € C<3», is
uniformly analytic on its domain, and its domain is a joint similarity—invariant and uniformly open NC
set. This follows from the fact that the arithmetic operations +, -, (-)‘1 are all operator—norm continuous
and free polynomials are uniformly entire.

The evaluation equivalence relation, ~, described above, applied to arbitrary uniformly analytic
NC functions need not be well-defined. First, given uniformly analytic f, g, there is no reason for
Dom f N Dom g to be non-empty. Also, this relation need not be transitive when applied to such
arbitrary functions. If f ~ g and g ~ h, and Dom f N Dom g # 0, Dom g N Dom & # 0, it could still be
that Dom f N Dom & = (), or worse, it could be that this intersection is non-empty but f(X) # h(X) for
some X € Dom f N Dom h.

The domains of familiar (and hence) uniformly analytic NC functions exhibit better behaviour. If
f~(A,b,c)and g ~ (A’,D’,¢’), then f, g are uniformly analytic on D(A) and D(A’), respectively,
and 2(A)ND(A’) 2 r-BOMN4 where r := min{||A||C‘01], [|AY ||c‘011} It follows, by the identity theorem
in several complex variables, that we can define an evaluation relation on such familiar NC functions
by f ~ g if f(X) = g(X) for all X that belong to the (level-wise) connected component of 0 in
D(A) N D(A"). If D) (A) is this level-wise connected component of 0 in D(A) N D(A’), we view
any familiar NC function as an evaluation equivalence class, [ f], defined on the domain

Dom [f] := U 20 (4), (3.8)
(A,b,c)~gelf]

and we write [ f](X) := g(X) if g € [f], and X € 2 (A). We will typically write f in place of [ f].

3.2. Kalman decomposition

Given any operator realization for a fixed NC function, one can construct a minimal realization by
compressing the realization to a certain semi-invariant subspace. This extends what is called the Kalman
decomposition from finite—dimensional realization theory [36, 12].

Let (A, b,c) ~ h be any descriptor realization of 4 on H. Define the minimal space of (A, b, c) as
the subspace

%A,b,c = %A,c S) @.j\_*,b N %A,c- (3.9)
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Then, # 4, is the direct difference of the nested, A—invariant subspaces, €4, and O ; », NG, and
is hence semi-invariant for A [52]. That s, if Qg : H — M 4 .. denotes the orthogonal projection, then

Q0A“Q0 = (QuAQy)”, w € FY,
so that compression to % . 1S a surjective, unital homomorphism of the unital algebra generated by
A, Alg{I, A1, -+, Ag}, onto Alg{1, AV, - | A'7} where A©) := QyA| 4.

Theorem 3.12 (Kalman decomposition). Let (A, b, c) be any descriptor realization of h on H, and
define the minimal space, Ma ., as in Equation (3.9) above, with projector Qq. Then setting A :=
QoAltz,..» bo := Qob and ¢ := Qoc, (A by, co) is a minimal realization of h.

One can construct a minimal FM realization from any FM realization similarly.

Proof. Given (A, b, c), first let A’ be the restriction of A to the A—invariant controllable subspace,
G a.c. If P’ is the orthogonal projection onto €4, let b’ = P’b and ¢’ = ¢ € G4,c. Then, (A’,b’, ") is
a controllable realization of 4 on €4 . since,

AW = (P'b)*(P'AP)“P'c = b*A“P'c = b*A%c,

for any word w € F¢,
Define the subspace ./ := \/ A'“*b’ C B 4. with orthogonal projection Q¢ < P’. First observe that
x € Ga.c © A if and only if, for all w € FY,

0= (A", x) = ((P’AP")“*P'b, x)
= (P'A“*Db,x), since Ran P’ is co-invariant for A*,
= (A“"b,x),

since P’x = x. It follows that x € €4, ©  if and only if x € @X* » N Ea.c, so that
M = %A,c [S) %A,c n @X*,b = ﬂA,b,c-

Set A = QoA 4, , .. bo = b’ and cg = Qpc. We claim that (A(?), by, cg) is a minimal realization
of hon M4 p... Indeed, for any word w € FY,

b AD ey = b (QA’ Qo) Qoc’

= b"QoA e (Qy is co-invariant for A’ and ¢’ = ¢)
= (Plb)*A/wP/C (b/ € Ran QO — %A’b’c)
= b*A“c = hy,,

since ¢ = ¢’ € Ran P’ and Ran P’ = €4 . is A—invariant. This proves that (A by, cp) is a realization
for h. Moreover,

\/ AOxwp . — \/ A Qob" = Map.e, and
—_——
=b’

’ . . . .
= Qo \/ A“c, since Qg is A’—co-invariant,

= Qo\/A“’c, since A’ = Alg, .,
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since M 4. € Ba.c. This proves that the realization (A, by, co) on M4 3, . is minimal. m]

Definition 3.13. Let (A, b, ¢) be any realization on H. We say that (A, b, ¢), on X 2 H, is a dilation
of (A, b,c), or that (A, b,c) is a compression of (A, b,0), if (A,b,c) ~ (A,b,¢) are analytically
equivalent, J{ is semi-invariant for A A= PycAlge, b = Pgch and ¢ = Pycé.

Corollary 3.14. Any realization (A, b, ¢) is a dilation of a minimal realization.

If (A, b,c) is a finite—dimensional realization of an NC rational function, the classical Kalman
decomposition theorem further asserts that the invertibility domain of A(?) contains that of A, Z(A) C
D(A©). Although we are unable to prove this in general, we can extend this to the case where
A € € = €(H)? is a d—tuple of compact operators.

Corollary 3.15. Let (A, b, c) € B(H)? x H x H be a descriptor realization of a familiar NC function,
h, and let h ~ (A(U), by, cg) be the minimal Kalman decomposition obtained by compressing (A, b, c)
to the minimal, A—semi-invariant subspace, Ma p . If each Aj is compact, then 2(A?) > (A).

This corollary allows one to extend & ~ (A, b, c), A € €, to an NC function on a potentially larger NC
domain. (Later, we will see that if A € &, then Z(A) is level-wise open and connected in matrix-norm,
so that (A, b, c) and (A9, by, ¢y) define the same uniformly analytic NC function on @(A).)

Lemma 3.16. Let T € SB(H) have a closed, invariant subspace, J, so that with respect to the orthogonal
direct sum decomposition, H = J & g+,
(T T
T = (0 T3) ’

If T is invertible then T\ is injective, Tl* is surjective on J, and Ts = PgT| g+ is surjective on J*. Moreover,
T and Ty are both invertible if and only if T and T3 are both invertible, in which case

_— (Tl‘l —Tl"T2T3‘1)
= 20,
0 T;

so that J is also T~ =invariant.

Proof. If T is invertible and 0 # x € J then,

- )

so that 77 ~ T'|5 must be injective on J. Similarly, since T is surjective, given an € J*, there exists
J i) y ] g yy

x € Jand x’ € J* so that
(0) (x ) (T]x + sz’)
=T\ ,]= , .
y X T3x

. L . o . R Ty 0
Hence T3x” = y and T3 is surjective. Since 7 is invertible so is T* =~ ( ) and a similar analysis

T; T}
shows that 77" € 9B(J) is surjective on J.
If 73 and T are both invertible, suppose that y € J © Ran7j. Then since T is bijective there exists

x1 € Jand x5 € J* so that
Y\ o7 (¥ 2 Tixy +Thxy
0 - X2 - T3)C2 ’

Hence T3x, = 0 so that x, = 0 by injectivity of 73, and y = T;x;. However, y € J © RanTj, so that
Tix; = y = 0. This proves that T; is surjective, and since T is invertible, 77 is also injective, hence
invertible.
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Similarly, if 7} and T are both invertible, then so are 7* and T}, and T3* is injective. An analogous
argument now proves that 75 is invertible so that 75 is invertible as well. If T and T3 are both invertible,
then it is easily verified that the block upper triangular formula in the lemma statement is the inverse of
T, so that T is invertible and 777 C J. O

Example 3.17. IfT € 9B(H) has a closed, invariant subspace J, it is generally not true that J is invariant
for T~!, or that the ‘diagonal blocks’ of T are both invertible. A counterexample is given by the bilateral
shift, 7', on fz(Z), with J = 2 (Np). In this case T} = P4T|4 is isomorphic to the unilateral shift, which
is an isometry, hence injective, but it is not surjective, T3 = P+T| 4+, is isomorphic to the backward shift,
which is a surjective co-isometry, but not injective, and if (e,),cz denotes the standard orthonormal
basis of £2(Z), then T» = {(e_1, -Yeg. Moreover, T is unitary so that, with respect to the direct sum
decomposition, £2(Z) = £2(Np) ® £2(-N),

7 0
T‘1=T*:(1* )
T2 T3

so that £2(Ny) = J is not T~ ! —invariant.
Proof of Corollary 3.15.. With respect to the orthogonal decomposition,
H = Mapc®(Cac® Mape)®Cy

we have that,

(0)
Aj 0 ¢
* A(l)
Aj = J
0 0 A(Z)
0 0 j

Hence, the entire operator, A}, is block upper triangular with respect to the orthogonal decompostion
H = Ga.c ®E ., while the upper left block corresponding to the decomposition of €4 5, is block lower
triangular. Let, A ; denote this upper left block so that

A} *)
2]
OAJ.

By the previous lemma, if X € 9,,(A), so that L4 (X) is invertible, it follows that L 4-(X) is injective
and L 4 (X) is surjective. However, if L (X) = I, ® [ — X ® A’ is not invertible, it is not surjective,
so that 4 = 1 belongs to the spectrum of X ® A’. Since each A; is compact, it follows that X ® A’
is compact, so that any non-zero point in its spectrum is an eigenvalue. This contradicts injectivity of
L 4 (X) and we conclude that L 4-(X) is invertible. Similarly, since L 4-(X) is invertible, we must have
that L 40 (X) is surjective and L 4« (X) is injective by the previous lemma. Again, both X ® A and
X ® A are compact, so that both L 4 (X) and L 4 (X) must be invertible. Hence X € 9,,(A?)
and Z(A) € D(AD). O

Aj=

3.3. The Fornasini-Marchesini and descriptor algorithms

Let (A,B,C,D) ~ g and (A’,B’,C’,D’) ~ h be FM operator realizations on separable, complex
Hilbert spaces, H and J{’. An FM operator realization for g + & is given by (A*, B*,C*, D*) where,

B
+._ 4. ’ + . J
Aj .—AJGBA]., Bj = (B;

), C;. = (Cj,C}), and D" :=D+D’. (3.10)
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An FM realization for g - & is given by (A%, B*,C*, D*), where

A; B;C’ B;D’
x ._ |2 Di x ._ [PJ X _ ' X p.p’
A7 .—(0 A ) B} .—( B, ) Cc*=(C,DC’), and D”*:=D-D". (3.11)
And an FM operator realization for g~!, assuming that g(0) = D # 0, is given by
(ACD, BED =D D)y where
-1 ._ ! -n.__1 n._1 n.. 1
A= Aj—EBjC, B, = —BBJ», C = BC’ and D =5 (3.12)

It is well known that these formulas give realizations for sums, products and inverses in the case of
finite—dimensional realizations. It is straightforward to verify, by direct computation, that these formulas
still hold for operator—realizations, so we omit the proof. (The arguments are independent of dimension.)
The fact that Equation (3.12) above gives an FM realization for g~!, for example, can be readily checked
using the Woodbury identity [64].

Remark 3.18. If (A, B,C, D) is a minimal FM realization so that D # 0, then it is easy to check that
(A(‘l), B(=D c(=1, D(‘l)) is also minimal, as in [30, Section 5.2]. Indeed, assuming (A, B, C, D) is
minimal,

\/ A(fl)a,B;—l) > \/Aij =H, and \/ AGDxw (=% > \/A*wc* -

me]Ff we]Ff
I<j<d

Similarly, there is an algorithm for constructing descriptor realizations of sums, products and inverses
as follows. Let (A, b,c) ~ gand (A’, b’, ¢’) ~ hbe descriptor realizations on complex, separable Hilbert
spaces H and H’. A descriptor realization for g + h is given by (A*, b*, ¢*) where,

, b c
AT =A;0A;, b= (b’)’ and ¢*:= (c’) . (3.13)

A descriptor realization for g - & is given by (A%, b*, ¢*), where

X . Aj Ajcb/* X . b X . 0
Aj .—(0 P b” = chb | and ¢~ = aE (3.14)

And a descriptor realization for g~!, assuming that g(0) = b*c # 0, on the Hilbert space F=HeocC,
is given by (ACD, b= (D) where A;fl) € Q{?(j{) 1<j<d b, D¢ H and,

1 = 1
(-1 ._ Aj ~ Bec Aij s AjC(O@ 1, >gt( (-1) ._ 1 -b (-1) ._ 0
Aj. = ( OC ¢ 0 b =1 and ¢ =14 (3.15)

3.4. Operator realizations around a matrix centre

In [46, 47], Porat and Vinnikov show that any NC rational function, v € C<3), has a ‘realization
around a matrix—centre’, Y € Domr. Namely, suppose that Y € Dom,, xr. Then there is a quadruple,
(A, B,C,D), where each A; : C"™™ — CM*M ig a linear map, each B : C"™™ — CM>*™ ig a linear
map, C € C"™M and D = r(Y) € C"™ ™, so that for any X € Dom,, t that is sufficiently close to Y,

1
t(X)=D+C Iy - > A;(X;=Y)| D B;j(X;-Y;).
J J
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This can be extended to points X € C*mn)-d y ¢ N by viewing each X j as an n X n block matrix
with blocks of size m X m,

n
o (k,f)) — (k.0). (k.0) o cmxm
X; = (x| e k;1 Ereox\0,  xk0 e omm

where Ey , are the standard matrix units of C"*"*. We then define,
k,C
A;(X)) = (45 (x(50)) e @ MM,

and then the action of B ; on X ; is defined similarly. That is, we are identifying C™"*"" with C"*"@C"*™
and A ; with its ampliation, id, ® A ;, where id,, is the identity map on C"*". In this case,

-1
tX) =1, 8D +1,®C (Liely -y A (X;-L,®Y)) Y Bi(X;-1,8Y)).

As for regular realizations, we will write A (X), B(X) inplace of 3} A ;(X;) and 3 B ;(X}), respectively,
and we define the linear pencil of A as

La(X):=1,® Iy — A(X); X ec(mnan)d.
Let (A,B,C,D), A € B(H)%, be a minimal FM realization of a familiar NC function, f, and

suppose that ¥ € @(A) € Dom f,Y € C"*™)d_ Then f also has an FM “matrix—realization" centred
at Y. To see this, consider the Taylor—Taylor series of f centred at Y.

FX) = Y AL F).

d
weF{

Given any H € Clmxm)-d et ﬁj = 0y, Hj, 0y ,0) € Clmxm)d gith H; in the jth slot.
Forany 1 < j <d, Ag) f(Y) can be computed as the upper right corner of

Y H; 24,))7" A
f( Y./):Dlm+1m®c(lm®l—(Y®AH;§§’)) (Y®3Hy’§g’)

La(Y)™! Y®B
B (* In®C(La(Y) 'H; @ Bj+ LaA(Y) 'H; @ A;Ls(Y)"'Y ® B))

-1 -ly. . -1 ) .
=D12m+12m®c(LA(Y) La(Y)" Hj® A;Ls(Y) )(Y@B HA,®BA,)

k

Hence,

A (V) =1, C (La(V) ' H; @ B+ La(Y) 'H; @ 4;L4(V) 'Y @ B).  (3.16)

Similarly, Ag{j ) f(Y) can be calculated as the upper right corner of f applied to

Y H;
Y

%Slo
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and this yields,
Y®A Hj®A; 0 ~! (veB HjeB; 0
D I3y +13,®C | I3, ®1 - Y®A Hi®Ax Y®B Hi®Bj
Y®A Y®B

* Hy®Bj

= DI3u+13,,®C (
Y®B

La(Y)™' La(Y) ' Hj@A;La(Y)™! LA<Y>"H,-®A,-LA<Y>-'Hk®AkLA<Y>-‘)(Y®BHJ®BJ 0 )
* * .

*

That is,
AKD § () = 1,0C La(Y) ' H;0A; (LA(Y)’]H/( ® B+ La(Y) 'Hy ® AtLa(Y) 'Y ® B) . (3.17)
Hence, for any fixed G € C™*™ and any 1 < j < d, define
A;j(G):=La(Y)'G®A;,  Bj(G):=La(Y)'G®B; +La(Y)"'G®A;Ls(Y)"'Y ® B,

C:=1,8C,and D := f(Y). Theneach A; : C"" — B(C"®JH) and each B; : C"*" — C™ " QK
are linear maps, C € C"™" @ H', D = f(Y) € C™™, and f is given by the matrix—realization
(A,B,C,D) in the sense of the following theorem. We will write f ~y (A, B,C, D) to denote that
(A, B,C, D) is a matrix-centre realization of f about Y and we define the invertibility domain of the
matrix-centre realization (A, B,C, D), 2" (A),Y € Cmxm)d a5 the setof all X € Csmxsm)d s e N,
sothat L4 (X — Iy ® Y) is invertible.

Theorem 3.19. Let f ~ (A, B,C,D) be a familiar NC function and suppose that Y € D,,(A) =
D(A) N Clmm)d Then f has a matrix-centre realization about Y, f ~y (A, B,C,D), where A
crm — BC"RH), B :C™M - C"@H,1<j<dCe cmm KT and D € C™™ are given
by,
Aj(G) = La(V)'G®A;,  Bi(G)=La(Y)'G®B;+La(Y)'G®A;LA(Y)"'Y ® B,
c=1,®C, and D = f(Y). (3.18)

That is, for any X € DY, (A),

fX)=1,8D +C (Ism ®lyc - A (X; -1 ® Y,-))_l > Bi(X; -1, ®Y)). (3.19)

=L (X-1,®Y)"!
Note that each linear map,
AJ : C.\‘mXSm N Csmxxm ® ,%(f}f) — %(CSWL ® g_f)’

in the above theorem statement, is completely bounded so that @Y (A) is uniformly open, joint-similarity
invariant, and contains a uniformly open row-ball centred at Y of radius r = ||A ||C‘011, where ||A||co1 1S the
completely bounded norm of the ‘column’ A : C"™*" — RB(C" @ H) ® C4.

As in the theory of NC rational functions, if f ~y (A, B,C, D), is given by the matrix-centre
realization formula (3.19), then one can compute the Taylor—Taylor series of f expanded about the point
Y in terms of the matrix-centre realization [46, Lemma 2.12].

Lemma 3.20. Let Y € Dom,, f, where f is a familiar NC function. If f ~y (A, B,C,D), then the
terms of the Taylor-Taylor series of f atY are given by the multilinear partial difference—differential
maps, Az‘f;f(y), where if 0 # w =iy - - - iy € F¢ and H € C"™™)d then

A& F(Y) = CAy, (Hi) Ay (Hy) - Aiy_, (Hi, ) Bi (Hy). (3.20)
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That is, if the Taylor—Taylor series of f ~y (A, B,C,D) centred at Y € Dom,, f converges at
X € Clsmxsm)d (hap

FO = AL ey FY),

d
weF¢{

where the terms of this series are given by Equation (3.20). This lemma can be readily established with
a proof identical to that of [46, Lemma 2.12]. Namely, these terms of the Taylor—Taylor series of f,
centred at Y, can be computed by evaluating f at points in the ‘jointly nilpotent ball centred at Y’, which
consists of all X € C(™>sm)-d for which X — I; ®Y is jointly nilpotent. We also omit the inductive proof
of Theorem 3.19, which can be accomplished by showing that the Taylor—Taylor series of the familiar
NC function f ~ (A, B, C, D), at the point Y € 9,,(A), coincides with the Taylor-Taylor series at Y of
f ~y (A, B,C, D). (We verified this for all words of length < 2 in Equations (3.16-3.17).) Here, f is
the NC function given by the matrix-centre realization formula of Equation (3.19) and (A, B, C, D) are
defined by the FM realization, (A, B, C, D), of f, as in the statement of Theorem 3.19.

Also as in [46, Theorem 2.4], if f ~y (A,B,C,D) and g ~y (A’,B’,C’,D’), then f+g, f-g
and, assuming f(Y) is invertible, f~!, all have matrix-centre realizations about ¥ given by a natural
extension of the Fornasini-Marchesini algorithm described in Subsection 3.3. Namely, a matrix-centre
realization for f + g is given by (A*, B*,C*, D*) where

B

A; =A;® A;., B;'- = (Bj), ct=(C,C’), and D*=D+D’. (3.21)

A matrix-centre realization for f - g is given by (A*, B*,C*, D*), where

. B:()C' B.(\D’
AY = (Af Bff(l,)c), sz( 11(9? ) C*=(C,DC’), and D*=DD’. (3.22)
j j

Finally, a matrix-centre realization for f~!, assuming that D = f(Y) is invertible, is given by
(ACD, BED =D D) where

AV =a;-B;()p7'c, BYV =-B;()D™', ¢V :=D7'C, and DUV :=D7".
(3.23)
Verification of these formulas is a straightforward computation, and we refer the reader to [46, Theorem
2.4] for their proofs (in the NC rational/ finite—dimensional setting).

4. Uniformly entire NC functions

Recall that an NC function in d NC variables is uniformly entire, h € 04, if its Taylor-Taylor series at
0 has infinite radius of convergence, see Definition 2.1. Further recall that the joint spectral radius of a
row d—tuple, A = (A, -+, Ag) € B(H)"™, introduced by Popescu in [45] is

d
p(A) = lim 2IAdY . (I3)ll; where  Ada - (X) :=ZA,-XA;.
=1

J

Here Ady4 4- is a normal, completely positive map on 98 (J) which we call adjunction by A and A*.
Definition 4.1. A row d—tuple, A = (Ay,---,Ag) € B(H)'*4, is jointly quasinilpotent if p(A) = 0.
Similarly, a column d—tuple, A € ZB(H)? is jointly quasinilpotent if p(A) := p(row(A)) = 0, i.e. if
row(A) is jointly quasinilpotent.
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Note that if d = 1, this recovers the usual definition of a quasinilpotent operator, A € ZB(H), as an
operator whose spectrum is o-(A) = {0}. This follows as Popescu’s joint spectral radius formula reduces
to the Gelfand—Beurling spectral radius formula when d = 1.

Lemma4.2. Let A € B(H)4, d € N, be a quasinilpotent tuple and b, ¢ € H. Then the NC function, h,
given by the realization, (A, b, c), is uniformly entire.

It is well-known that &2 = p € C(3) if and only if 2 ~ (A, b, ¢) has a finite—dimensional realization
so that the d—tuple A is jointly nilpotent, i.e. if there exists an n € N so that A“ = 0, for all |w| > n, see
e.g. [30] or [33, Section 6].

Proof. Suppose that i ~ (A, b, ¢) where A € B(H)? is jointly quasinilpotent. Hence,  is a uniformly
analytic NC function in a uniformly open neighbourhood of 0 with Taylor-Taylor series at 0,

h(X) = Z b*A®c X,

]
weF{

for any X € r - B4 with r > 0 sufficiently small. By Popescu’s generalization of the Cauchy—
Hadamard radius of convergence formula, any formal power series,

@)= D) fu3®

we]Ff

defines a uniformly analytic NC function in the row-ball of radius Ry > 0, where

1 A
— =1 . " 2’
- [ 1E

wl|=n

and f is uniformly bounded on any row-ball of radius 7, 0 < r < Ry. Since,

Z | |? Z b*A®cc AY"D

|w|=n |w|=n

IN

IBIe? || D7 A Al = b1l A 4. (T30l

|w|=n
it follows that R;ll < p(A) =0, so that R, = +o0 and 4 is uniformly entire. O

Moreover, if f is a uniformly entire NC function with jointly quasinilpotent realization (A, b, ¢),
then the joint spectral radius can only decrease by restricting the tuple to jointly invariant subspaces
or compressing it to jointly co-invariant ones. Therefore, such an NC function will have a minimal
realization that is also jointly quasinilpotent. However, as we have seen in Example 3.10, not every
minimal realization of a uniformly entire function is quasinilpotent.

4.1. Entire functions of a single complex variable
Let 4 € O(C) be an entire function (in one variable), with Taylor series at zero,

(o)

h(z)=Zajzj; ajeC.
=0
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This Taylor series has infinite radius of convergence so that the coefficients obey:
lim 4/|a,| =0.
n—oo

‘We can construct a realization of % as follows. Let H := @:;0 C™! Forn=0,let Ag:=0, by =1 and
co = apl. For n € N fix any complex nth root, i/a, of a, € C, and define

0 +/a,
0 A/a,
Ap = eClmxtntl) =gy i— ey, and ¢, 1= eps,

Van
0

where (e(,-);.’:1 is the standard orthonormal basis of C".

Theorem 4.3. Let h(z) = X" an2" be an entire function. Then h has a compact and quasinilpotent
realization (A, b, c), on H = @:o:o C", given by

A::AOGB@{I/;A,,, b:zl@@%el, and c::aoléBEBl%enH.
n= n= n=

Proof. Note that if E; ;. denote the standard matrix units of CO*+D*(+1) "and

01

Ejj. then, Si=| = - |ect#hxmn,

n

S, =

n
J=1

0

Hence, A,, = 4/a,S;,. This ‘truncated backward shift’ matrix, S}, is a partial isometry with Ker S}, = \/ e;

and Ran S;" = \/ e,,+1. Also notice that each S}, is nilpotent as Sfl("“) = 0y,. It follows that S, S}, = PlL
is the orthogonal projection onto \/{e;}*, and

* 2
AL A, = ap|" (Ins — En1).

Hence,
ANl = VITAA*] = sup V2 ¥flan] < +oo,

since (a,) is the sequence of Taylor coefficients of an entire function. This proves that A € ZB(H).
Moreover, if AXN) denotes the N + Ist partial direct sum of A, AN) := A @ EBZV:I n2A,,, then each
AW s clearly finite—rank and nilpotent. Moreover,

14 = AN = sup Vn2a],
n>N
which converges to 0 as N — oo, by Hadamard’s radius of convergence formula. This proves that A is the
operator—norm limit of a sequence of finite—rank operators, so that A is compact. Setting A,, := Vn24A,,,

similar calculations show that

Ak 2 £
Al = (n*lan)) ™,
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which implies

k
IAK|| = sup(n*|an|)7.
n>k

Given any € > 0, since {/n%|a,| — 0, there is an N € N so that n > N implies that y/n%|a,| < €.
Hence, for n > k > N, ||A¥|| < €* and by the Gelfand—Beurling spectral radius formula,

p(4) = lim A% < e.

Since € > 0 was arbitrary we conclude that o-(A) = {0} and A is both compact and quasinilpotent.
Finally, it is easily checked that (A, b, ¢) is a realization for £ as

0--0a,
n - 0 v
Al = e and b, Ayc, =0 nan.
0--- 0
It follows that for all n € NU {0}, b*A"c = a,,, and h ~ (A, b, c). O

Although the realization of an entire function, A, just constructed above need not be minimal, this is
no matter.

Corollary 4.4. A formal power series, h € C[[3]] in one variable, 3, is the Taylor series of an entire
function in C if and only if it has a compact and quasinilpotent realization, i.e. if and only if

h(3) = Z 3" where hn=b"A"c; (A,b,c)e B(H) x Hx K,
n=0

with A compact and quasinilpotent. Equivalently, h € C|[3]] is the Taylor series of an entire function if
and only if it has a minimal compact and quasinilpotent realization.

Proof. Thisis animmediate consequence of Lemma 4.2, the previous theorem and the Kalman decompo-
sition, Theorem 3.12, as compressions/ restrictions of compact operators are compact and compressions/
restrictions of quasinilpotent operators to invariant or co-invariant subspaces are quasinilpotent. O

4.2. Realizations of uniformly entire NC functions

Theorem 4.5. A free formal power series, h € C((3)), defines a uniformly entire NC function if and only
if it has a compact and jointly quasinilpotent realization, (A, b, c). Moreover, if h is uniformly entire,
then it has a minimal compact and quasinilpotent realization that is the row operator-norm limit of
finite—rank and jointly nilpotent realizations.

In order to establish this theorem, we will show that the construction of the realization in Theorem
4.3 above can be extended to several variables. It will be convenient to first prove several lemmas and
preliminary results needed in this construction.

Fixanya =i;---i, € Ff, 1 < ix < d, and consider C"*! with the standard basis (ej);.’:l. Also set

Ej i = eje; € CmDx(m+1) 1o be the standard matrix units, and E; := E; ;. We define the compressed
shift matrix, S, = Z?zl Ej. ;€ ClDX(m+D) g0 that % = Z’}:l E; j+1, and we call S}, the truncated
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backward shift matrix of size n + 1. Then set,
n n
T(a) =S Z SikEjs1 = Z S, kEjSy; 1<k<d. .1)

Jj=1 Jj=1

Let T(a) = (T(a),--- ,T(a)g) € CUnrtDxn+h))d "and also consider C(a)y := T(a);, for1 <k <
d, C(a) := row(T(a)*). Observe that T(a) is jointly nilpotent of order n, i.e., T(a)? = 0,4 for
> |a| = n. In particular, each T(a@); € Cr*+Dx(n+1) g pilpotent of order n. Similarly, C(a@) :=
p p y
(C(a)1, -+ ,C(a)gq) is jointly nilpotent of order n.

Lemma 4.6. Each Cy := C(a), 1 < k < d is a partial isometry with range projection,

n
Py = Z Oig.kEes1,
=1

and source projection,
n
Ok = Z i, kEe.
=1

The partial isometries Cy have pairwise orthogonal ranges and sources,

d d
D Pe=lii—Ei, ) Qi =lui = Enu,
k=1 k=1

and both C,T = T (a) are jointly nilpotent row partial isometries of order n.

Proof. First,

n

n
C;kck = Zéil‘»jE[S;S” 6ip,kEp
=1

p=1
= 8.0,k Ee(nst = Enat) Ep
t.p
:6['ypEp
=0,k Z i, Ee
7
=010

Similarly,

n n
CiCi = D 0iyiEp1SuSsy ) Siv kB
p=1 =1
= > 61,0k Ep1SuSyEca
p’[ —/_/
=6p,€Ep+l

n

Ok,j Z i, i Ep+i



Forum of Mathematics, Sigma

It follows that,

k=1 p=1
n
-3k
p=1
= I - Ey,

while a similar calculation shows that 77* = Zle Or =111 — Engl.

Lemma 4.7. Let C := C(@) and T := T («) as above and set 8 = ji - -+ ju. Then,

~ Cirm B = lktm " Ik
CBey=¢ = .
k= Cham 0 else
In particular,

)

- t ~ el =i4m 1
TF 61=CB€1=€1+m={ 6mﬁ e;;ne

so that this is zero unless a = By, or equivalently, a* = y'..

Proof.
n
Cier =S, Z 0i,,j Ecer =0, jers1-
=1 v
=€k 5/11(
Similarly,
ij—l C]mek = 6ik’jm 6ik+l sjm—l €k+2,

and so on.

Similarly, one can prove,

Lemma 4.8. Let T :=T(«a) as above and set B = ji -+ jm. Then,

— Ck— :ik_ "'ik—l
TPex = m = { Om g erlr;e )

In particular,

k)

~ enil-m B =lnt1-m- " in
TPensi = epetom =1 "
n+l n+l-m 0 else

so that this is zero unless 8 < a.

In the above statement, we define a partial order on F¢ by a < w if w = Ba for some 8 € F<.

Lemma 4.9. Fixanya =iy---i, € F and = j -+ jm € F¢ as above. Then,

(c@Perenn),, =bap=(er.T@ ern) -

31
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Proof.

(61’T(CY)[)’en+1)Cn+1 = OiimOin-tim-1 " Oiner .t (€1 €nt1-m)enn

= 0ap.
O
Lemma 4.10. Givenany 1 <m <n = |a|,
n—-m+l
Z T(a)“T(a)”" = Z E;.
lwl=m j=1
Proof. If m = 1, this follows from Lemma 4.6. If m > 1, then again by Lemma 4.6,
d
DL T@T@ = > T(@)Ff Y T(a)T(a)]T(a)
lw|=m 1Bl=m-1 Jj=1
= D T(@F (It = ennre), )T (@)
|B|=m-1
= T(a)ﬁT(a)ﬁ* — En-m+2,
|Bi=m-1
where the last equality follows from Lemma 4.8. Iterating this argument yields
D, 1@ T@) = Lyt = ) Enia-;
|wl=m Jj=1
n—m+1
= > E;.
j=1
m]

Proposition 4.11. Any NC monomial, 3%, has the minimal and jointly nilpotent realization
(T(a),b(a), c(a)) where b(a) = ey, c(@) = e|q|+1. This realization has size n + 1 where n = |a/,
and T («) is jointly nilpotent of order |a|, i.e. T(a)® = 0 for any word w of length |w| > |a| = n.

Proof. By Lemma 4.9, this is a realization since e’l‘T(a)‘“enﬂ = 0q,w- Moreover, Lemma 4.7 and
Lemma 3.4 imply that this realization is both controllable and observable, hence it is minimal. O

Remark 4.12. Alternatively, (C (aY), ens1, el) is also a minimal realization of 3¢.

Proof of Theorem 4.5. If h € 04 is uniformly entire, then & has a Taylor—Taylor series at 0,

h3) = Y aws®,

a)E]Ff

with infinite radius of convergence, Rj,. By Popescu’s Cauchy—Hadamard radius of convergence formula,

— 2 —
= lim 5| 3 laul> = 4.2)
|wl|=n
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Let 3 := @, P),=n C"*" and set

A :=0@é P di‘/ﬁ%.r(w)ﬁ()eaé P aw);,

n=1 |w|=n n=1 |w|=n
=A(w);

where, as before, +/a,, is any fixed nth root of a,, € C. Then define,

n=1 |wl|=n

and,

(o)

c:=ayp EB@ @ ﬁenﬂ.

n=1 |wl|=n

Here, d" is the number of words in IFff of length n so that b, ¢ € J{(.
As before, A is a compact and jointly quasinilpotent realization of /. Indeed,

Allrow = VIIAA*|| = sup max [A(w)A(w)*|

n>0lw

= sup mlax d\ntla,|=d sup Vn? max 2\"/ law
n>1lwl=n
< dsup\/ - Z lae?.
|w|=n

This is bounded, by the radius of convergence formula, Equation (4.2), so that row(A) € %B(H)'*¢ and
hence, A € % (7)< Similarly, if A/N) denotes the Nth partial direct sum of A, then foreach 1 < j < d,

14; = ASN < 1A = AN < sup d¥f 5| D7 Jao P,
n>N

|w|=n
which converges to 0 as N — oo by the Popescu—Hadamard radius of convergence formula. Since each

A}N) is of finite rank, it follows that A € ¥ (3()? is a d—tuple of compact operators.
Moreover, and also as before, for any m € N so that n = |w| > m, Lemma 4.10 implies that

n—m+1

Z AYAY|| = sup max Z E; 2 lae |27m.

n>m|w|=n
lal=m

Hence,

IA

d sup \/_ m Z |aw)?.

>
nzm |w|n
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Again, this converges to 0 as m — co by the Popescu—Hadamard radius of convergence formula. That is,

p(A) = limsup " =0,

m—-oo

so that A € €(FH)4 is a jointly compact and quasinilpotent tuple of operators.

If, for each w € }Fﬁf, |w| = n € N, we define b, := ﬁe] and ¢, = ﬁe,ﬁl, it is easily checked
that (A(w), by, o) is a minimal realization of a 3%, and it follows that (A, b, ¢) is a compact and
quasinilpotent realization of /. Indeed, b*A% = b*c = ap, and by Lemma 4.9, for any a # 0,

. N .
b*A% = Z Z We]A(w)“enﬂ
n=0 |w|=n

la|

) (l’l2 le(ll . o \ni\
= Z W elT(a)) €n+l Ay
n=0 |w|=n D S

6tt,w

= a.

As before, compressions of compact operators are compact and the compression of a quasinilpotent
tuple of operators to a jointly semi-invariant subspace is quasinilpotent, so that 4 has a minimal compact
and quasinilpotent realization by the Kalman decomposition theorem, Theorem 3.12. The operator
d—tuples AXN) are all of finite rank, they are jointly nilpotent and the AN) converge to A in the row
operator norm. If Py denotes the orthogonal projection of HH onto the finite dimensional subspace H
on which A®Y) acts, then observe that

PN@ac=Pn \/ A%c = \/A(N);MCN = %A(N),CN,

where ¢y = Pyc. Indeed, each finite—dimensional subspace, H is clearly jointly A—reducing so that
this formula follows readily. Similarly, it easy to check that

PN@‘JA_*,b = @IJA_“V)*J)N’ bN = PNb,
and it follows that if (A, lv), ¢) is the minimal realization obtained from the Kalman decomposition
of (A, b,c), that compression of (A,I;,E‘) to the minimal subspace of (A(N),bN,cN) yields the
minimal Kalman realization of (A(N )b ~N»>cn). It follows that the minimal Kalman realizations of
(A(N ). b N> CN), which are all finite-rank and jointly nilpotent, converge to the minimal Kalman real-
ization of (A, b, c) in the sense that AN) — A in operator row-norm, by — b and cy — c. In
particular, we see that the minimal, jointly quasinilpotent and compact d—tuple, A € B ()9, obtained
from the Kalman decomposition of (A, b, ¢) is the operator row-norm limit of the sequence of min-
imal, finite—rank and jointly nilpotent d—tuples, AN), obtained from the Kalman decomposition of
(A(N),bN,CN). O

Note that a familiar NC £ has a jointly compact and quasinilpotent descriptor realization, (A, b, ¢),
and hence h € O¢ is uniformly entire, if and only if it has a jointly compact and quasinilpotent
FM realization (A’, B, C, D). Indeed this follows from the construction of an FM realization from a
descriptor realization and vice versa, as described in Equations (3.6) and (3.7).

Remark 4.13. The construction of this subsection can be extended to give realizations of any NC function
that is uniformly analytic in a uniformly open neighbourhood of 0. However, if the Taylor—Taylor series
of this NC function at 0 has finite radius of convergence, the resulting realization will not be jointly
quasinilpotent and it need not be compact.
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5. Meromorphic functions
5.1. Meromorphic functions of a single complex variable

Let f be a meromorphic function in C so that there are entire functions g, # with no common zeroes
and f = %. Since both g and /& have compact and quasinilpotent realizations, we obtain:

Theorem 5.1. Any meromorphic function has a compact FM realization which is at most a rank—2
perturbation of a compact, quasinilpotent realization.

Proof. If f is analytic in an open neighbourhood of 0, then this follows immediately from Theorem
4.3 and the Fornasini-Marchesini algorithm applied to f = g - h~!, see Subsection 3.3. If f has a pole
at 0, simply define g(z) := f(z — ¢), for some non-zero ¢ € C. It follows that g has such a compact
realization, and so f has a compact realization (centred at c). O

Conversely, if A € €(H) is compact and H is separable, then its resolvent function, R4(1) :=
(Al3¢ — A)~! is meromorphic on C \ {0}. That is, either o-(A) = {0}, in which case A is compact and
quasinilpotent, or, o-(A) = {0} U {1 j}ﬁ.\’: » N € N U {+oco}, where each 4; is a non-zero eigenvalue of
finite multiplicity, and we can arrange them as a sequence (A j);.\’: , so that 4;, |4;| is non-increasing,
and if N = +00, 1; — 0. One can then show that R4 (1) is a meromorphic, operator—valued function on
C \ {0} whose set of poles is {1 j}j.\’: - This is well known, however, for the convenience of the reader
and for lack of a convenient reference which contains the precise formulation and statement we desire,
we will prove this below. Since R4 (1) is meromorphic on C \ {0}, for a compact A, it easily follows
from this that if f ~ (A, b, ¢) for some b, ¢ € H, that f is meromorphic on the entire complex plane.

Theorem 5.2. Let A € €(H) be a compact linear operator on a separable, complex Hilbert space, H.
Then the resolvent function, Ra(1) = (A5 — A)~Y, is meromorphic on C\ {0}. If 0 # o (A) \ {0} =
{4; }5.":1, N € N U {+oo}, where each non-zero A; € o (A) is an eigenvalue of A of finite multiplicity,
then each Aj is a pole of finite order, mj, equal to the size of the largest Jordan block in the Jordan
normal form of Aj := AlranE;(a)- Here, E;(A) is the Riesz idempotent so that o(Aj) is equal to the
singleton, {1}, and Ran E ;(A) is finite—dimensional and A—invariant. If,

(o)

Ra() = ) Ca(d=2)"  Cpe B0,

n=—mj
is the Laurent series expansion of Ra about ; € o (A) \ {0}, then the negative coefficients are
Cfn,l = (A —/lj)nEj(A); 0<n< mj; — 1.

We will call the number, dim Ran E;(A), the algebraic multiplicity of the eigenvalue 4;. (It is the
algebraic multiplicity of A; for the finite—dimensional linear operator A; = A|ran Ej(A) .) This number is
an upper bound for the geometric multiplicity of A;, i.e. the number of eigenvectors of A corresponding
to this eigenvalue. Equivalently, the geometric multiplicity is equal to the number of Jordan blocks in
the Jordan normal form of A ;. Hence, m; < multye(A;) — multgeo(4;) + 1.

Proof. Let A; # 0 be an eigenvalue of A. Then R4 (A1) is analytic in a punctured disk of positive radius
about 4, so that 4; is an isolated singularity of R4, and R4 therefore has a Laurent series expansion
about 4,

Ra() = Y Cald=A))",  Cpe B(H).

n=—00

This converges absolutely and uniformly in operator-norm for all 0 < r < |1 — 4;| < R, for some fixed
0 < r < R < +4o0. By the Riesz—Dunford holomorphic functional calculus, choosing r < p < R, the
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residue can be computed as

1

C_i = —51§ (A — A)~'da = Ej(A),
27 p-0D(1;)

where p - dD(4;) is the simple, positively-oriented circular contour of radius p centred at A;. Here,
the Riesz idempotent, E;(A), is an idempotent operator so that Ran £;(A) and Ran/ — E;(A) are
invariant subspaces for A, and the spectrum of A; := Alran Ej(A)s is the singleton, {4;}, while the
spectrum of AJ+ = Alran1-E;(a) 18 0(A) \ {4;}. It follows that Ran £;(A) must be finite dimensional
as A; is necessarily compact, and 0 belongs to the spectrum of any compact operator on a separable,
non-finite—dimensional Hilbert space. Observe that for r < |4 — ;| < R,

(=AY - A) ' =T- (-2, -A)".

Hence, replacing R4 (1) in this expression by its Laurent series yields,

i (A1 = A)Cp(A=2,)" =1 - i Cu(A =)™

n=—o00 n=—o00

Equating coefficients gives, Vn # 0, (1,1 — A)C,, = —=C,,—1, or (A — A;I)C,, = C,,—1. Hence,
(A=24;D*Cy = (A= D E;(A) = Cp,

for all k& > 0. However, if A; = Al|rank;(a) as above, then since o"(A;) is the singleton, {4;}, the
spectrum of (A — A;1)|ranE;(a) = (A; — A;1) is {0}. Since dimRan E;(A) € N is finite, it follows that
A; — A;I is nilpotent with (A; — A;1)" = 0, for any n > m, the size of the largest Jordan block in A;.
(Indeed, it is upper triangularizable, with all eigenvalues on the diagonal equal to 0, hence it is unitarily
equivalent to a strictly upper triangular, hence nilpotent matrix.) In conclusion, C_, = O for all n > m;
and A; is a pole of order m; for R4. O

Theorem 5.3. Let f ~ (A, b, c), where A € € (H) is compact. Then f is a meromorphic function on C
which is analytic in an open neighbourhood of 0. If (A, b, ¢) is minimal, and if O # o (A)\{0} = {/lj}j.vzl,
N € N U {+00}, then the set of poles of f is equal to the set of points {z; = 1/4; }j.vzl. The size of the
largest Jordan block in the Jordan normal form of Aj = Al|Ran E,; (A) is an upper bound for the order of

the pole zj for f.

Proof. First, since f has a realization, it is analytic in an open neighbourhood of 0. Moreover, if z; # 0
is a pole of f, then A; = 1/z; must be a pole of the resolvent function, Ra(1) = (A — A)7!, as
otherwise R4 would be analytic in an open neighbourhood of A; and then f(z) = b*(I — zA) !¢ would
be analytic in an open neighbourhood of z;. Moreover, by the previous Theorem 5.2, if m  is the size of
the largest Jordan block in A, then in the Laurent series expansion of R4 (1) about A, all Laurent series
coeflicients, C_,, € B(H), vanishforn > m ;. Hence, if f hasapoleatz; = 1/4;, its order is at most m ;.

Conversely, given the minimal, compact realization, (A, b, ¢), of f, fix any eigenvalue 1y € o-(A) \
{0}. We claim that zy = 1/4¢ is a pole of f. (We can assume that A is not quasinilpotent as then f is
entire and the claim holds trivially.) Assume, to the contrary that f is analytic in an open neighbourhood
of z9, even though (7 — zA)~! has a pole at zg. If c(A) \ {0} is equal to the singleton, Ao, then we can
consider the ‘rescaled’ function f,(z) := f(rz), where r > 0 is chosen so that f, € O(D) is uniformly
bounded in the open complex unit disk, D, and so that 7~'zy € D. That is, & := f, € H® and h has the
minimal compact realization, (rA, b, ¢), where (I — er)_1 has a pole at r~lzp € D.

If o(A) \ {0} is not a singleton, let § > O be the finite distance from zy to the next closest pole
of (I — zA)~!. Choose a pole, z, of (I — zA)™! so that |z9 — 21| = &, and set w := 379 + ;21. Then,
the distance from zg to w is 6/4 and g(z) := f(z + w) is such that g is holomorphic and uniformly



Forum of Mathematics, Sigma 37

bounded in the open unit disk of radius 6/2. As in Subsection 3.4, one can show that g has the compact
realization, ((I — wA)™'A, b, (I = wA)~lc) =: (A’, b, ¢’). Indeed,

2(2) = f(z+w)=b"(I—(z+w)A) e =b* (I -wA)—zA) ¢
- b (1 - wA)‘lA)il (I-wA)lc.

‘We claim that this realization is also minimal. Indeed, to check that it is controllable, consider

Gu e = \/(1 —wA)~ U AT,
=0

It is readily checked, by induction, that

Carer = \/(wl —A)~ U, w:=wl
j=0

Then, for all 2 € C so that r, = |1 — w| < ||[(wl — A)~||7, since

A=) = 3 (0 =) (@l - 4)~9,
j=0

is a convergent geometric series, we obtain that

Garer 2 \/ (Al - A) e,

|- w|<ry

By operator-norm continuity and analyticity of the resolvent in the resolvent set, o(A)¢ = C\ o (A), of
A and by considering difference quotients, e "' (R4 (1 + €) — R4(2)), we obtain that

00

Garer 2 \/ (Agc — A)~ U,
=0
Aea(A)S; |1-w|<ry
Replacing w by w’ € 0(A)¢ so that |w — &’| = r,, repeating this argument, and using that o-(A)€ is
open and connected (since A is compact), shows that

Gu o D \/ (AI - A)~e.
Aeo(A)€

The Riesz—Dunford holomorphic functional calculus now implies that

(o]
Cue 2\ Alc=%ac =5,
j=0

sothat (A’, b’, ¢’) is controllable. A similar argument shows (A’, b’, ¢’) is observable and hence minimal.

Since g ~ (A’,b’,¢’) is holomorphic in a disk of positive radius centred at 0, we can again
consider h(z) := g(rz) so that (rA’,b’,¢’) is a minimal and compact realization of 2 € H* (D), and
wo :=r~1(z0 —w) € Dis a pole of (I — zrA’)~!. Concretely, since we chose |zg — w| = §/4, one can
choose r = ¢/2 so that |wo| = 1/2 and wo € D. Since h € H*, so is hp 4 = p(S*)q(S*)h, for any
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p.q € C[z], and it follows that if we define g, 4 (1) := A7 h;, , (A7), that

8p.a() = b p(rA))(Alsc —rA") 'q(rA))e,

is holomorphic in an open disk of some positive radius p > 0 centred at 79 = w ! Hence, by Cauchy’s
theorem,

1
27 Jp.op(zg) "7

’ 1
b p(rA’) — % (A5 —rA) Ldag(rA)) e’
p-0D(70)

2mi

= b p(rA’) Eq,(rA)q(rA)c’.

Minimality of the realization (rA’, b’, ¢’) now implies that E4 (rA”) = 0 which contradicts thatw =1
belongs to the spectrum of rA”. We conclude that zo = 4 !'is a pole of f. O

Corollary 5.4. Any two compact and minimal realizations for the same meromorphic function have
the same domains in C. Equivalently, if A € €(H) and A’ € €(H’) are two analytically equivalent
compact operators, then they have the same spectra.

If0# A€ 0(A) =0(A) and Ay = AlRanE,(a), where E (A) is the Riesz idempotent so that
o (Ap) = {4}, then the largest Jordan blocks in the Jordan normal forms of Ay and of A, = A’ |Ran E, (A7)
are of the same size, and dimRan E;(A) = dimRan E(A").

Proof. Only the final statement remains to be proven. Fix 0 # 19 € 0(A) = o(A”) and let mg,ng € N
be the order of the poles of R4(A) and Ra () at Ag. If f ~ (A,b,c) ~ (A’,b’,¢’), then mg is an
upper bound for the order of the pole of f at zop = 1/1¢ so that (z — z9)™ f(z) is analytic in an open
neighbourhood of zg.

For any p, ¢ € C|[z], if we define, as before,

Fp.q(2) = b*p(A)I - zA) ' q(A)e,
then

Foq(z) = b7 p(A)(T - zA) ' q(A))e,

by the identity theorem, since these two expressions agree in an open neighbourhood of 0. Also as
before, set g, 4 (1) = /l_lfp,q (17Y). Fixing an r > 0 so that (17 — A)~! is analytic in a punctured disk,
r’ - D(Ay), r < r’, Cauchy’s theorem implies that

1

0= =~ (/l - /10)m0g]7,q (/l)d/l
2ni Jr.ap(a0)

1
b g(A) —.55 (= 20)™ (U = A p(A)e
2mi r-0D(Ap)

=(A=2pI)""0E;; (A)

5 1
= bq(A) — yg (A= 0)™ (A - A)™ p(A))e.
2t Jr-am ()

=(A’=201)"M0 Eay (A7)

By minimality of the realization (A’, b’, ¢’), we conclude that (A" —Ap1)"™ E 4,(A”) = 0, so thatng < my.
By symmetry, mo < ng as well.
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A similar calculation shows that
b*p(A)E1y(A)g(A)c = b p(A")Eqy(A)q(A))C, (.1)

for all p,q € C[z]. Hence, if My = dimRan E,,(A) € N, Ran E,,(A) has a finite basis of the form
{E,lO(A)qj(A)c}in"l, for some gq; € C[z], 1 < j < My. Given any x” € RanE,,(A’), there exists
p € C[z] so thatx’ = E,,(A")p(A”)c’. Hence, setting x := E , (A)p(A)c, x = Zjlviol ajEy(A)gj(A)c
for some a; € C. By minimality of the realizations and Equation (5.1) above,

x’ = Z CL’jE,lO(A/)qj(A/)C,,

so that {E,l()(A’)qj(A’)c’}?i“l spans Ran E,,(A”), and Ny := dimRanE, (A") < M,. Again, by
symmetry, My = Np. ‘ ]

5.2. Uniformly meromorphic NC functions with analytic germs

Since a function of one complex variable, analytic in an open neighbourhood of 0, is meromorphic if
and only if it has a compact realization, this motivates the definition of “global" uniformly meromorphic
NC functions on CA*N)-d that are analytic at the origin, 0 € CM®xN)-d 45 all those NC functions that
admit jointly compact realizations, f ~ (A, b,c), A € %(ﬂ{)d . Moreover, since any uniformly entire
NC function has a jointly compact and quasinilpotent realization, it follows from the FM algorithm
of Subsection 3.3 that any NC rational expression in uniformly entire NC functions that is uniformly
analytic in a uniformly open neighbourhood of 0 will have a jointly compact realization (and this will
be a finite—rank perturbation of a jointly compact and quasinilpotent realization). This provides further
motivation for this definition/ interpretation.

Again, by the final paragraph of Section 3, a familiar NC function, f, has a jointly compact (and
minimal) FM realization if and only if it has a jointly compact (and minimal) descriptor realization, see
Equations (3.6) and (3.7).

Observe, by the Fornasini-Marchesini algorithm that the set, 0 , where € = € ()¢, of all uniformly
meromorphic functions with uniformly analytic germs at 0, is a ring so that if f € 6, and £(0) # 0,
then f! € @O% . We will eventually prove that @gg is a semifir, and hence has a universal skew field of
fractions, /%3"”0 . Since, by [39, Subsection 5.2, Corollary 5.4], elements of /%, ¢ c ) can be identified
with NC rational expressions in O, we will call elements of /ﬂgg global uniformly meromorphic NC
functions. In Subsection 6.1 and Theorem 6.4, we will prove that any f € % can be identified,
uniquely, with an NC function that is uniformly analytic on a uniformly open domain that is analytic—
Zariski dense on every level, C™) 4 of the NC universe for sufficiently large n € N. This justifies
calling .%gg the skew field of “global” uniformly meromorphic NC functions.

Theorem 5.5. Let f ~ (A, b, ¢) be a realization with A € € (H)?. For any fixed X € C">™d p e N,
the matrix—valued function gx(z) := f(zX) € C"" is meromorphic. The operator X ® A is compact
so that o(X ® A) \ {0} is either empty or equal to a discrete set of eigenvalues of finite algebraic
multiplicities, {A; };.V:l, N € N U {+co}, and the poles of gx are contained in set of points {zj};.vz1 where
zj = 1/A;. The order of the pole of Rxga(A) at A is an upper bound for the order of the pole of gx at z .

Proof. This follows from Theorem 5.2 as in the proof of Theorem 5.3. O

Theorem 5.6. The invertibility domains of minimal, jointly compact realizations of the same uniformly
meromorphic NC function, f, are unique and equal. That is, the linear pencils of analytically equivalent
A€ €(H) and A’ € G(H')? have equal invertibility domains. Moreover, given any X € CA>N)-d
the operator-valued meromorphic functions on C \ {0}, Rxga (1) and Rxga: (1), have the same poles
with the same orders.
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Proof. Let (A, b,c)and (A’,b’, ¢’) be any two minimal and jointly compact realizations for f. For any
P,q € C(3), consider

f.q(Z) =1, ® b*q(A)LA(Z) "I, ® p(A)c = I, ® b q(A) Lo (Z) "' 1, ® p(A')C,

for all Z € D(A) N D(A’). Equality in the above formula follows from the uniqueness of minimal
realizations, Theorem 3.6. Indeed, by multiplying Z with sufficiently small A € C so that L, (1Z)~!
and L4 (1Z)~! can be expanded as convergent geometric series, equality holds at 1Z by Theorem 3.6.
The identity theorem in several complex variables, and level-wise connectedness of Z(A) and 2 (A’)
(since A and A’ are compact d—tuples), then imply that equality holds for A = 1. Indeed, the invertibility
domain, Z(A), of any linear pencil with A € € = €(H)¢ is level-wise path-connected, since for any
X €D, (A)and0 £z € C,zX € D,(A)ifand only if 77! ¢ (X ® A), where X ® A € €(C" ® H).
Hence, since X ® A is compact and its spectrum is either {0}, or {0} U {/lj}j.\’:], N € NU {+oc0}, where
A; is a sequence of non-zero distinct eigenvalues (which converge to 0 if this sequence is infinite), we
can find a continuous path in 9,,(A) connecting X to 0 = (0, -+ ,0,), and D,,(A) is path-connected.

If X ¢ Dom f then by definition, X ¢ 2(A) and X ¢ D(A’). In this case, A = 1 is a pole of Rxga (1)
of order ¢ and a pole of Rxgar (1) of order m, where £,m € N. Hence, consider the matrix—valued
meromorphic function,

8pa() =2 f o (A7'X) =1, ® b*q(A) (AU, ® I - X ® A) "' I,, ® p(A)c
= 1,®b%q(A) AU, ®I-X®A) "I, ® p(A')c.
We also consider the possibility that X € 2(A) so that £ = 0, in which case Rxga is holomorphic
in an open neighbourhood of 1. Since both X ® A and X ® A’ are compact, g, 4 is a meromorphic

matrix—valued function which is analytic in a punctured open neighbourhood of 2 = 1. Hence, by the
Riesz—Dunford functional calculus, for sufficiently small > 0,

0=1,® b*q(A)51§ (1=, eI-X®A) ' dil, ® p(A)c
r-oD(1)

=(I,I-X®A) E| (X®A)
=L, @b " q(A) (I, @I - X®A) E{(X® A", ® p(A')c.
Since (A’, b’, ¢’) is a minimal realization, this implies
(I, eI-X®A) E(X®A') =0,

so that m < ¢, and by symmetry £ < m. Similarly, if X € 2(A) so that £ = 0, then X € D(A’) and vice
versa. m]

Theorem 5.7. Let f ~ (A, B, C, D) be familiar with A € € (H). Then, for any Y € D,,(A), and any
X e Clsmxsm)d £(,X 4 [0 ®Y) is a meromorphic matrix—valued function.

Proof. By Subsection 3.4, f ~y (A, B, C, D) has a matrix-centre realization about the point Y, so that,
for z in a sufficiently small disk centred at 0, zX + Iy ® Y belongs to 9Y(A), and

-1
LaX+L,®Y I, ®Y)"' =7 (z”ls ® I —A(X)) .

Since A € €(H)4, Theorem 3.19 and Equation (3.18) imply that A (X) takes values in € (C*" ® H).
It follows that L4 (zX)~! is a globally meromorphic operator—valued function of z. Since

fX+1,8Y)=1,8D + 1, ® CLs(zX) ' B(zX),
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the claim follows. m|

By Theorem 5.5 and Theorem 5.7 above, any uniformly meromorphic function with analytic germ
at 0, f € 0F, is globally defined’ in the sense that for any ¥ € Dom,, f and any X € Clsmxsm)-d,
f(Is ®Y + zX) is a meromorphic matrix—valued function of z. In fact, one can say more. Namely, let
X = (XM, ... X)) bead-tuple of n x n generic matrices, i.e. each X0 = (XL-(;))ISI"]'S" isannxn

matrix whose entries are the n> commuting complex variables, xff), 1<i,j<nIftf~(ADb,c)isa
minimal and jointly compact realization, then consider

d
La(X) = 1,,@1%—2)((‘)@/45
=1

= I ®Ij—c Z Z (Z)Etj ®A[ = LA(X([))
=11i,j=1

where E; ; are the standard matrix units of C™"_ In the theorem statement below, for any p € [1, +0),
let 7, = F/”p(iH)d, where 7,(H) & € (H) is the Schatten p—class of all bounded linear operators so
that tr|A[” < +oo. Given any A € J,(}H), one can define the Fredholm determinant, detp (I + A), of
I+ A, and detg(I + A) # 0if and only if I + A is invertible [54].

Theorem 5.8. If A € € = G(H)?, then the set of all (xw)) c cdn Sor which LA(x( )) is not

invertible is either: (i) empty, or (ii) an analytic—Zariski closed subset of codtmenszon 1. In parttcular

the invertibility domain, D(A), of L 4, is analytic—Zariski open and dense in C n? for everyn € N.
IfA e T, pe|[l,+c0), then h(x(f)) = detp LA(x(Z)) is entire, so that the non-invertibility set of

L A(x< )) is either: (i) empty, or, (ii) the analytic—Zariski closed hypersurface given by the variety of the
entire functwn h.

Proof. The first statement follows immediately from [56, Theorem 3] and the fact that r-B NxN)-d g,
for some sufficiently small » > 0, so that 9, (A) is not empty for any n € N. The second statement
regarding the Schatten p—classes follows from Theorem 3.3, Theorem 3.9 and Section 6 of [54], since

Li (“))—1 ® I3 — ZZ 2 OE; ;A

6=11i,j=1
andeach E; ; ® A¢ € 7,(C" @ H). O

Remark 5.9. In Subsection 3.1, we defined the domain of a familiar NC function, f, as the union of all
DO (A), where (A, b, c) is any realization of f. Here 29 (A) is the level-wise connected component
of 0 in the invertibility domain, 4. If A € € is a compact d—tuple, then it follows that Z(A) is level-
wise open and connected in matrix norm, as in the proof of Theorem 5.6, so that Z(A) = P (4),
and the previous theorem shows that 2(A) is level-wise analytic—Zariski dense in C®>™)-¢_ Moreover,
Theorem 5.6, shows that if (A,b,c) ~ f ~ (A’,b’, ") are two jointly compact realizations of f, then
D(A) = D(A’), so that Dom f = D (A) for any jointly compact and minimal realization, (A, b, ¢), of f.

6. Semifirs of familiar free power series and their universal skew fields

A ring, R, is a semifir or semi-free ideal ring [15, Section 2.3], if every finitely—generated left ideal in
R is a free left R—module of unique rank. Given a ring, R, a skew field, U, is the universal skew field of
fractions of R, if (i) R embeds into U, R < U, and U is generated as a field by the image of R, and (ii)
if A € R™" is any square matrix over R whose image under some homomorphism from R into a skew
field is invertible, then the image of A under the embedding R < U is invertible [15, Theorem 7.2.7].
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This is not the original definition of a universal skew field of fractions from [15], but it is equivalent.
Any semifir has a (necessarily unique) universal skew field of fractions. For example, the ring of all
rational or recognizable formal power series, Co<3 )}, is a semifir, and the free skew field, C<£3 ), is its
universal skew field of fractions [3].

Recently, Klep, Vinnikov, and Vol¢i¢ have developed a local theory of germs of uniformly analytic
NC functions in [39]. Let 6 denote the ring of uniformly analytic NC germs at 0 € CxM)-d Here, a
uniformly analytic germ at O is the evaluation equivalence class of all uniformly analytic NC functions
that agree in some uniformly open neighbourhood of 0. It follows from Lemma 3.2 that @y can be
identified with the ring of all familiar formal power series, i.e. with the ring of all NC functions with
operator realizations (A, b,c), A € %’(J—C)d. In [39], it is proven that @6‘ is a semifir and that its universal
skew field of fractions, ., the skew field of uniformly meromorphic germs at 0, can be constructed
by considering evaluation equivalence classes of formal rational expressions in elements of Oy [39,
Subsection 5.2, Corollary 5.4].

Our goal now is to construct sub-rings of formal power series that are sub-semifirs of 0/, and whose
universal skew fields of fractions are generated by their inclusion into @ In order to do this, we will
apply the following result of P.M. Cohn, [15, Proposition 2.9.19]:

Theorem (P.M. Cohn). Let & C C(3)) be any subring that contains C and inverses of all invertible
elements in C{3)), and which is closed under backward right or left shifts. Then X is a semifir. In
particular, Co<3 ) is a semifir.

Note that an element, f € C{(3)), is invertible if and only if it has non-vanishing constant term,
fo # 0. Here, given a free FPS, h € C((3)), we define its backward left shift, Lj.h, 1 <j<d, andits
backward right shift, R’J“.h, as the FPS:

Ly @) = ) hjws®, and (RiW)() = ) haj3®, where  h(3) = ) ha3®.

d d
w€eF{ w€F{

Remark 6.1. P.M. Cohn calls backward right shifts right transductions. The statement of [ 15, Proposition
2.9.19] does not include the claim regarding ‘left transductions’. However, since t : C{3)) — C{3)°P
is an isomorphism of C{(3)) onto its opposite ring (or an anti-isomorphism of C{(3))), and since
(Lj.h)t = R; h', this claim follows easily.

As discussed previously, any i € O has a descriptor operator-realization, i ~ (A, b, c) on some
Hilbert space, J{. Hence, to construct sub-semifirs of this ring, we can consider subsets of operator—
realizations that correspond to sub-rings of free FPS that contain the constants and are closed under
backward left or right free shifts. Namely, let Z C B (3)? x H x I be a subset of descriptor realizations.
In order that & correspond to a ring of formal power series, Oy(Z), i.e. in order that Oy () be closed
under summation and multiplication, we demand that & is closed under the descriptor algorithm
operations given in Equation (3.13) and Equation (3.14). Note that if f ~ (A, b,c) and g ~ (A’,b’, )
where (A, b, c) and (A’,b’,¢’) € R, then technically the realization given by Equation (3.13) for f + g
is (A*,b*,c"), where A* € B(H ® H)¢. However, assuming that J{ is separable, we can apply a
surjective isometry to obtain a unitarily equivalent realization for f + g on J{. In order to apply the
above theorem of P.M. Cohn, we also need (i) C € 0y(2#), which means that for any (A, b,c) € &,
b*c € C can be arbitrary, and (ii) if 1 € Oy(R) is such that h1~! € C{3)), which happens if and only if
ho = h(0) = b*c # 0, we want h~' € Oy(%), which means that % should be closed under the descriptor
operation of Equation (3.15), corresponding to inversion. That is, % needs to be closed under direct
sums and certain rank—two or rank—one perturbations in the sense of Equations (3.13-3.15). Finally, we
need that Oy () be closed under backward left or right shifts. Recall that if & € @ is any free FPS with

realization (A, b, ¢), and w € F¢ is any word, ., = b*A®c, so that

(L5h) ~ (A A%b,c), and  (RGh) ~ (A, b, Ajc).
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If the set, &, is closed under compressions to semi-invariant subspaces, then it follows that we can
further assume that any 4 € 0y(2#) has a minimal descriptor realization in . Hence, if we want Oy ()
to be invariant under backward left and right shifts, the vectors b, ¢ € J{ must be arbitrary. In particular,
this means that 2 is completely determined by its first co-ordinate, & := IT; (%), a subset of B(H)¢.

Motivated by the above discussion, we will consider subsets, £ C %(ﬂ{)d X H x H, of descriptor
operator realizations which have the following properties. First, we will assume that all but the first
component of & are completely arbitrary. That is, if & := II; (&) is projection onto the first co-
ordinate, then given any A € &, and any b, ¢ € H, the descriptor realization (A, b, c) € &, so that #
is completely determined by & € % (H)“. Moreover, we will further assume that & has the following
properties: (i) § is closed under direct sums, (ii) & is closed under arbitrary rank—one perturbations of
the form A; — A; — g;h* with arbitrary g € K4, h € K, (iii) & is invariant under joint similarity,
and (iv) & is closed under compressions to semi-invariant subspaces. The properties (i—iii) ensure that
& and hence Z are closed under the descriptor algorithm operations of addition, multiplication and
inversion given in Equations (3.13-3.15), up to unitary similarity, so that ©y(%) is a ring that contains
the inverses of all elements with non-vanishing constant terms. We will write @55’ = 0p(R) since X is
completely determined by its first co-ordinate, & = IT; (%) C B(H)<.

Lemma 6.2. If & C B(H)? has the three properties, (i) S is closed under direct sums, (ii) S is closed
under arbitrary rank-one perturbations of the form A «— A —gh* with g € H®C% and h € H arbitrary,
and (iii) § is closed under joint similarity, then @6? is a local ring. The (unique) maximal (two-sided)
ideal of this ring is the ideal of all h € @{f with vanishing constant term.

Proof. This follows as in [39, Lemma 5.1]. Certainly the set of all & € @59 which vanish at 0 is a two-
sided ideal, %. If % C 7, for another (left or right) ideal £, then any i € 7 \ % would have i(0) # 0.
By the FM algorithm, it follows that 7~! € @g ,sothat 1 € # and hence ¥ = @59 and _% is maximal.
Uniqueness also follows: If # is any maximal (left or right) ideal of OF, then # C . Otherwise
there would exist 4 € £ so that 2(0) # 0, and as before this implies £ is the entire ring. Hence, ¥ C %,
and by maximality, . = %. O

Moreover, if & = I1; () is assumed to have the above three properties, (i—iii), then it follows that
@{f is closed under backward left and right shifts and contains the constants, so that by Cohn’s theorem
above, @59 is a semifir, [ 15, Proposition 2.9.19].

Corollary 6.3. If & C B(H)? has the above properties (i)—(iii) then the local ring @69 is a semifir. The
embedding @(‘)‘9 — C{3)) is totally inert, hence honest. The universal skew field of @g is the subfield,
/%g) of M, generated by the inclusion @69 = 0.

In the above statement, an embedding of rings i : R < S is totally inert if given any U C §'*9,

V C 89 satisfying UV C i(R), there exists a P € GLy4(S) so that forany u € UP™ ' and 1 < j < d,
either u; € i(R) or v; = 0 for all v € PV [15, Section 2.9]. Any totally inert embedding is honest [15,
Section 5.4]. Here, the inner rank of a matrix A € R™" is the smallest m € N so that A = BC where
B € R™™ and C € R™", and A € R™" is full if its inner rank is n. An embedding, i : R <— S is
then honest, if every full A € R™ " is such that i(A) € $"*" is also full. We will not apply any of this
algebraic machinery directly. However, in [39, Subsection 5.2, Corollary 5.4], these results are used to
explicitly construct . as ‘local’ evaluation equivalence classes of NC rational expressions in elements

of the semifir O} = 65 where % := B(H).

Proof. The fact that @(f is a semifir follows from Cohn’s theorem above, [15, Proposition 2.9.19] and
Lemma 6.2 since @59 C C((3)) satisfies the statement of Cohn’s theorem by construction. The remaining
statements follow as in [39, Proposition 5.3, Section 5.2, Corollary 5.4]. O

If & also has property (iv), i.e. & is closed under compressions to semi-invariant subspaces, then
any f € @g has a minimal realization, f ~ (A, b, ¢), with A € &. Examples of subsets & € B(H)?
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with all of these four properties (i)—(iv) include € = €(H)¢ and I, = 9',,(9{)", where , (H)
denotes the Schatten p—class ideals of trace—class operators. Here, J,(J(), is the two-sided ideal
of all operators A € FB(H) so that tr|A|P < +co, for some p € [1,+c0). Similarly, the sets of all
d—tuples of ‘essentially’ normal, unitary or say self-adjoint operators, i.e. operators which are normal,
unitary or self-adjoint modulo compact perturbations, all have the properties (i—iii), and self-adjoint
realizations modulo compacts also have property (iv). As another example, the set of all Fredholm
operator d—tuples has properties (i—iii), but not (iv), since the compression of a Fredholm operator to a
semi-invariant subspace need not be Fredholm. In particular, since, as observed previously in Lemma
3.2, any h € Oy has an operator realization, and any h ~ (A, b, ¢) is uniformly analytic in a uniformly
open neighbourhood of 0, it follows that 6 = @g‘?” and My = /%66’3 , where & = B(H)? is the set of
all d—tuples of bounded linear operators on J{. Similarly, if # := % (H)?, where % () denotes the
two-sided ideal of finite-rank operators on J, then @Og = Cp<£3» and /%(‘? =C<£3».

6.1. Global uniformly meromorphic NC functions

Recall that by Theorem 5.1 and Theorem 5.3, any function of a single complex variable that is analytic
in a neighbourhood of the origin extends to a meromorphic function on C if and only if it has a compact
realization. More generally, any meromorphic function can be obtained as a rational expression in
mermorphic functions which are analytic in an open neighbourhood of 0. (Even simpler, they are ratios
of entire functions.) Moreover, we showed that any NC function is uniformly entire if and only if it has
a jointly compact and quasinilpotent realization. By the FM algorithm, it follows that any NC rational
expression in uniformly entire NC functions that is regular at O will have a realization that is a finite—rank
perturbation of a jointly compact and quasinilpotent realization, and hence will be compact. Motivated by
these observations, we defined the ring of global uniformly meromorphic NC functions that are analytic
at 0 as @O% , where € = € () is the set of all compact operator d—tuples. Since we have shown that
@gg is a semifir, it is now natural to define the set of all (global) uniformly meromorphic NC functions
to be ./%0%, the universal skew field of fractions of @gg, where C<£3) = /%(‘? c /%gg c /l{? = M. The
fact that ﬂgg is isomorphic to the skew subfield generated by @gg in / follows from the fact that the
embedding is totally inert and honest, as discussed above.

However, elements of .4 are local objects, i.e. they are uniformly meromorphic NC germs at 0.
Since /%gg C M itis not immediately obvious that we can view elements of /%gg as ‘globally—defined’
NC functions. In this section, we will show that this is indeed the case, and that any germ in the sub-skew
field %f , of M, can be identified, uniquely, with a globally defined NC function that is uniformly
analytic on its uniformly open NC domain.

In addition to @f and its universal skew field of fractions, ﬂgg , we will also consider the semifirs
generated by familiar NC functions with realizations whose component operators belong to the Schatten
p—classes. For p € [1, c0), recall that F,, denotes the set :71,(5{)‘1, where J, (H) is the Banach space
of Schatten p—class operators on H equipped with the Schatten p—norm. Here, recall that the Schatten
p—norm of an operator, A € B(H), is

IAll, = Vir|AlP,

where tr denotes the trace on % (3), and F,(HH) is the Banach space of all bounded linear operators
for which this norm is finite. Every A € 7, () is compact, elements of J7 () are called trace—class
operators and elements of 7, () are called Hilbert—-Schmidt operators. Each of the Schatten p—classes
is a two-sided ideal in B (J) that contains the two-sided ideal of all finite—rank operators. The Schatten
p—norms decrease monotonically. If 1 < g < p < 400, then

Al = [|Allg = 1Al = [[Allz o).
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so that 7, (H) < T,(H) for ¢ < p. By a classical inequality of H. Weyl, if A € J,(H) has

eigenvalues (A;), arranged as a sequence of non-increasing magnitude and repeated according to
algebraic multiplicity, then

[oe] (o)
Z|/lj|p <tr|AP =Zo-jp < +o00,
= j=1

where (o) are the singular values of A, i.e. the eigenvalues of |A|, again repeated according to algebraic
multiplicity, so that the eigenvalue sequence of A belongs to £ [62].

As shown in [39, Section 5.2, Corollary 5.4], %(‘)‘ can be constructed explicitly as the set of certain
local evaluation equivalence classes of NC rational expressions composed with elements of @y. Namely,
if r is a formal NC rational expression in k variables and g1, - - - , gx € Of, then the composite expression,
G :=1(g1, -, gr). is locally valid, if the set of points X € C"M) 4 at which it is defined, intersected
with r - BMM 4 js non-empty, for any r > 0. We will denote the set of all such NC rational expressions
evaluated in elements of aring, &, as C< 3 }» o %. We will say that any two such locally valid expressions
G :=1(g1, -+ ,8k),and F := q(f1,- -, fp) in CL3}» o Of, i.e. for g;, f; € O, are locally evaluation
equivalent (at 0), and write F ~¢ G, if there is a uniformly open neighbourhood, %, of 0, so that
G(X) =r(g1(X), -+, gk (X)) = q(fi(X), -+, fp(X)) = F(X), for all X € % at which both F and G
are defined. This is a well-defined equivalence relation, and the set of all equivalence classes of such
expressions can be identified with ./%(')‘ [39, Section 5.2, Corollary 5.4].

In the case where f € /%0% C My, C = % (H)4, we canidentify f with a unique NC function, defined
on a uniformly open and similarity—invariant NC subset of C1"™) 4 Dom f, so that Dom,, f is analytic—
Zariski dense and open in C¢ " for all sufficiently large n € N. First, if F = ¢(fi,--- , fx) € C£3» o @gg ,
we define the domain of F, Dom F, as the set of all X € C®>M) 4 ¢ which F(X) is defined. Such an
expression will be said to be valid, if it has a non-empty domain. We define a ‘global evaluation’ relation
on such (valid) expressions F, G € C<£3) O@f, by F ~ Gif F(X) = G(X) forall X € Dom FNDomG.

Theorem 6.4. If F,G € C<{3) o @f, then:

(i) If F is valid, then Dom F is uniformly open, joint similarity invariant and there exists an N € N so
that for eachn > N, Dom,, F is either (i) all of cdn’, or, (ii) the complement of an analytic—Zariski
closed set of codimension 1 in cdn,

(ii) F is valid if and only if it is locally valid.
(iit) If F, G are both valid, then F ~ G if and only if F ~¢ G.
(iv) The (global) evaluation relation is an equivalence relation on valid elements in C£3) o @gg .

Item (i) in the above statement implies, in particular, that if F € C<£3) o @(;g , then Dom,, F is
analytic—Zariski open and dense for all sufficiently large n. This implies, in particular, that Dom,, F is
Euclidean and hence matrix—norm dense in C"*™) 4 for all sufficiently large n.

This theorem shows that given any f € L, we can identify f uniquely with a (global) evaluation
equivalence class of valid elements of C<3) o OF

o » and hence we view f as a uniformly analytic NC
function on the domain,

Dom f := U Dom F, 6.1)
Fef,
FeC<3% o0F

defined by f(X) := F(X) if F € f and X € Dom F. In particular, Dom f satisfies item (i) of the above
theorem. That is, Dom,, f is analytic—Zariski open and dense for all sufficiently large n € N. The proof
of this theorem relies on several preliminary results.

Lemma 6.5. If F € C<3) o OF

o » then for any X € DomF, F(zX) is a globally meromorphic
matrix-valued function.
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Proof. If F € ME, then F = t(g1,-+ .gm) € C<3)» o OF with each g; € 6F and r € C<3».
Hence, since each g;(zX) is meromorphic by Theorem 5.5 and v € C<3}, it follows that F(zX) is
meromorphic. O

Proposition 6.6. Suppose that F,G € C<£3)» o @g, where 8 = 74, and § € B(H) is a two-sided
ideal containing all finite—rank operators. Then, for any Y € Dom,, F N Dom,, G, there exist matrix-
centre realizations, F ~y (A,B,C,D), G ~y (A’,B’,C’,D’) where Aj,A} QM O R 7,
1 < j £d. In particular, if § = € or § = I, then A takes values in € (C" ® H) or 7,(C" ® H),
respectively. If & = € and there exists an r > 0 so that F(X) = G(X) forall X € r - BMN4(y) then
F(X)=G(X) forall X € 2Y(A) n DY (A").

Proof. It follows from the FM algorithm for realizations about the matrix centre Y in Subsection 3.4,
and from Equation (3.18) of Theorem 3.19, that if F € C<£3) o @g with & = 74, and Y € Dom,,(F),
then F' ~y (A, B, C, D) has a matrix-centre realization about Y, with A ; taking values in cmime 7.
If & = &, then the invertibility domains, 2" (A) and @Y (A’) are necessarily level-wise connected
since A and A’ take values in compact operators. Indeed, if Y € Clmxm)-d and X € 95 (A), consider

m

X(z)=z2(X-1;,®Y)+I;®Y, for z € C. Then X(1) = X, and X(z) € DY, (A) if and only if
La(X(2) - 1;,0Y) =l ® I3 —2A(X - [, ®Y),

is invertible, i.e. if and only if z=! does not belong to the spectrum of A(X — I; ® Y). However,
AX-1;,0Y) € €(C" ® H) takes values in compact operators so that, assuming JH is separable,
oc(A(X - I, ®7)) is either {0}, or {0} U {/lj}j'v:p N € N U {oo}, where A; is a sequence of non-zero
eigenvalues of finite multiplicities which converge to 0 if N = +oo. It follows that we can define a
continuous path, y : [0, 1] — C, connecting O to 1, so that X (y(¢)) € DY, (A) for all t € [0, 1]. Hence
X = X (1) is path connected to Iy ® Y in DY (A), and DY (A) is path-connected. The final claim now
follows from the identity theorem in several complex variables. O

Proposition 6.7. Consider an NC function F := t(g1,--- ,gx) € C<3» 0 OF, with S = 79 and
I =9p(H)or F =C6(H). IfY € Dom,,(F), then F ~y (A, B,C, D) has a matrix—centre realization
about Y with Aj : C"™" — C™™ ® #. In particular, for any X € Clsmxsm)»d F(zX +I;,®Y) isa
meromorphic matrix—valued function. If 8§ = F, and 0 # {z; ;.V:l is the set of poles of F(zX + I3 ®Y)
then the sequence (1/z;), arranged in decreasing order of magnitude and repeated according to order,

is p—summable.

Proof. If F = t(g1,---.,8k), as above and Y € Dom,, F then by applying the FM algorithm to
realizations around a matrix centre, we see that F = v(gy,---,gr) has a matrix centre realization
aroundY, F ~y (A,B,C,D), whereeach A : Ccrmxm — C"™*"M @ ¢ takes values in compact operators,
by Theorem 3.19. For z € C \ {0},

-1
La(zX)' =771 (z_lls ®I- A(X)) = z_lRA(X)(z_l).

It follows that L4 (zX)~! is a meromorphic & (C** ® H)—valued function, and hence
F(zX+1,8Y) = Iy ® D + I3, ® C (I, ® Inc — A(zX)) ™' B(zX)

-1
= Ism ®D+1sm®C(Z_11sm®1f}{_A(X)) B(X)’

is a meromorphic matrix—valued function. If & = 7, then A(X) takes values in J,(C*" ® 3) by
Equation (3.18) of Theorem 3.19. Moreover if R4 (x)(1) has a pole of order ng at 49 # 0, it follows
that F has a pole of order at most ng at zg = /161. Since A(X) € 7,(C*™ ® H), the sequence (zj‘.l),
where z; is the sequence of poles of F repeated according to order, is a subsequence of the sequence of
eigenvalues of A(X), repeated according to algebraic multiplicity, and is therefore p—summable. O
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Theorem 6.8. If A; : C"™" — G(C" ® H), 1 < j < d is a d—tuple of completely bounded linear
maps, X = (XD, ... X DY isa d—tuple of smx sm generic matrices, X ) = (xfi.)), andY € Clmxm)-d
is fixed, then the set of all (xl.(?) c C4°m o that LA((xff)) — I; ®Y) is not invertible is either: (i)

all ode"‘2m2, (ii) empty, or (iii) an analytic subset of codimension 1. In particular, the sm level of the
invertibility domain, DY, (A), of La, is either empty or analytic—Zariski open and dense in cd-s'm?
Moreover, if Aj : C™"™ — F,(C" @ H) then h(x}?) := detp LA((fo)) —I; ®Y) is an entire

function so that the non-invertibility set of L4 ((xl(]f)) -I;® Y) is either: (i) all of(Cd'Szmz, (ii) empty,

or (iii) the analytic—Zariski closed hypersurface given by the variety of the entire function h.

Proof. The proof is exactly the same as that of Theorem 5.8, using the results of [56] and of [54] on
Fredholm determinants. m]

Proof of Theorem 6.4. Proof of (i): If F =t (f1,---, fp) € CL3p 0 @(‘)g is valid, then since 1 is obtained
by applying finitely many of the arithmetic operations of addition, multiplication and inversion to k
formal NC variables, since both addition and multiplication are jointly matrix—norm continuous and
inversion is matrix—norm continuous, and since each f; ~ (A(i), B, C;, D;), with A € €, can be
defined as a uniformly analytic NC function on a uniformly open and joint-similarity invariant NC
set that contains a uniformly open row-ball about 0 of positive radius, it follows that Dom F is also
a uniformly open and joint-similarity invariant NC set, and F is a uniformly analytic NC function on
Dom F. By Theorem 3.19 and the FM algorithm for realizations about a matrix centre, if ¥ € Dom,, F,
then F ~y (A, B,C, D), with A taking values in compact operators, and the invertibility domain of
La, 2" (A), is uniformly-open, joint similarity invariant and contained in Dom F. By Theorem 6.8,
9},/1(A), is analytic—Zariski open and dense in cdm’, Furthermore, since F' is valid, let N € N be the
minimal natural number so that Domy F # 0. Theorem 6.8 and the fact that F is NC then implies that
Dom,, F is the complement of an analytic—Zariski closed set of co-dimension 1, or all of cdn’ for any
n > N.In particular, Dom,, F is analytic—Zariski open and dense in cdn’ for anyn > N.

Proof of (ii): If F is locally valid then it is clearly valid. Conversely, if F is valid, then by (i), Dom,, F is
analytic—Zariski dense and open in C4"" for all sufficiently large n. In particular, Dom F N r - B0 -d
is not empty for any r > 0 so that F is locally valid.

Proof of (iii): If F, G are both valid (or equivalently, locally valid) then F ~ G necessarily implies that
F ~y G. Conversely, if F ~¢ G, then F(X) = G(X) for all X € Dom F N Dom G N %, where % is a
uniformly open neighbourhood of 0. Given any Y € % N Dom F N DomG, F ~y (A,B,C,D), G ~y
(A’,---), with A, A’ taking values in compact operators, and there is an r > 0 so that r - BA>™-d(y)
DY(A)NDY(A)NU C % nDomF NDomG. Since F(X) = G(X) for all X € r - BOXN-d(y),
Proposition 6.6 implies that F(X) = G(X) forall X € Y (A)N 2" (A’). Theorem 6.8 now implies that
DY (A) N DY (A’) is analytic—Zariski open and dense in Cdn for all sufficiently large n, and hence this
intersection is also matrix-norm dense in C"*™)4_That, is @Y (A) N @Y (A’) is a matrix—norm dense
subset of Dom FNDom G at any fixed level. Hence, since F(X) = G(X) forevery X € 2Y (A)n2Y (A"),
and F, G are uniformly continuous, it follows that F(X) = G(X) for all X € Dom F NDom G and F, G
are globally evaluation equivalent, F ~ G.

Proof of (iv): Since F ~ G if and only if F ~y G by (iii), and since ~q is an equivalence relation, it
follows immediately that ~ is also an equivalence relation. O

Remark 6.9. Classically, the definition of a meromorphic function is a local one. Namely, a function,
f, of several complex variables, is meromorphic on an open domain U C C<, if it is analytic on U
with the possible exception of an analytic hypersurface. Moreover, for every z € U, there is then a
neighbourhood of z, z € V, c U, so that f|y, is a quotient of two holomorphic functions on V. It is
then a result that on a contractible (even less is required) Stein domain, every meromorphic function
is the quotient of holomorphic functions on U. Our definition of an NC meromorphic function, in
this paper, is a global one. This raises the interesting question: What would be a satisfactory, ‘local’,
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definition of an NC meromorphic function? Every global NC meromorphic function, as we have defined
it, is defined at all levels of the NC universe, from a certain level onward, with the possible level-
wise exception of an analytic hypersurface. Moreover, these analytic hypersurfaces satisfy certain NC
regularity assumptions. However, it is not obvious that at every irreducible point such an NC function
agrees with an ‘NC uniformly meromorphic germ’ at this point.

6.2. Skew fields of uniformly meromorphic NC functions

In addition to € = € ()¢ and Ip =9, (304, recall our notations, B = B(H)¢ and F = F(H)4,
where & (JH) denotes the two-sided ideal of finite-rank operators on J{. Further recall that we can
identify Co<€3» with @(‘? and Oy with @(‘)%’ .

Theorem 6.10. Forany 1l < g < p < 400,

Co<3¥» €0, € 06," SO 6,
and

CL3Y G My C My S MY S M.
Proof. Since, for any 1 < g < p < +0o we have the inclusions,
FCI4CTI, CEC B,

the inclusions of the corresponding semifirs and of their universal skew fields is immediate.

It is clear that Co<3) = @5‘7 G @ST" since, if (A, b, ¢) ~ f is a minimal realization of any f € @9",
then if f € Cy<3), it would follow that f ~ (A’,b’,¢’) has a minimal and finite—~dimensional
realization. That is, A’ is finite-rank. However, it would then follow that A, A’ are pseudo—similar
by Theorem 3.6, which would imply that A has finite-rank, which is generally impossible. (One
can easily construct examples of compact and Schatten g—class minimal realizations that are not
finite—dimensional, see e.g. Example 3.10.)

Similarly, since we identify C<3) ~ .7, where & consists of all d—tuples of finite rank operators,

it follows that C<€3)» & /%qu . Indeed, take any f € @(‘;7‘1 that has a minimal and Schatten g—class
realization (A, b, ¢), where A is not finite—rank. If f € C<£3), then f € Cy<3}, since f is defined at
0, and f ¢ Cyp<3» by the previous argument.

Suppose that 1 < g < p < +oo and that

1
A1=diagﬁ, and AJ'ZO, ZS]Sd

Since % > 1, the sequence of diagonal values of A belongs to £” butnot £4. Hence A; € F, (H)\ T, (H)
so that A € 7, \ 9. Since A; is self-adjoint (and positive) and multiplicity—free, we can choose
b = ¢ = x, where x € H is any cyclic vector for A; and (A, b, ¢) is then a minimal realization of some

familiar f € @(‘;7”. Note that ||A;|| = ||Allcor < 1, so that for any n € N, the point
X :=(1,,0,,---,0,) € Dom f.

Since A is compact, the function

gV =2 ra ') =L, 0b" (A, @I -1, A) I, ®c,
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. . . Lo 7; 7, . o
is a meromorphic matrix—valued function in C. If O;” € O, then f also has a minimal realization

f~ (A, b, c") with A” € 7. But by Corollary 5.4 it follows that

(A \ {0} = (A \ {0} = {ﬁ}

which would imply that the eigenvalues of A; are g—summable, a contradiction. We conclude that
@0% - @gj P for g < p. A similar argument works for the strict inclusion @09” - @gg by considering
A, := diag m, which is compact but not in 77 (%) for any p € [1,+o0). Indeed, this diagonal
sequence converges to 0 but is not p—summable for any p > 1.

If f e @g"’ \@g", f ~ (A, b,c) is the above example, we claim also that f ¢ /%qu so that
/%(;% - %{;7 ? Indeed, if this f € / Tq , then since f can be identified with an NC rational expression

in elements of @g]‘ 7, it has a matrix-realization about some matrix point ¥ € Clmxm)-d jp jg domain,
f ~y (A,B,C,D), where Y can be chosen sufficiently close to 0 so that Y € Z(A). By Proposition
6.7, it follows that the matrix—valued function, g(z) := f(zY¥ +Y) has poles that, when inverted, and
arranged as a sequence repeated according to order, form a g—summable sequence. Also, since D(A)
and @Y (A) are uniformly open, we can assume, without loss in generality, that Y, is not nilpotent. Then,
since [ ~ (A, b, c),

1-2
g(d) = /llf(TY+Y) =1, ®b (U@l -Y1®A) ' I, ®c.

Since o (Y1 ® A1) = o(Y1) - 0(Ay) and o (Y7) # {0} by assumption, it follows that the eigenvalues of
A are g—summable, which is again, a contradiction. A similar argument shows /%(‘;7 rg /%gg .

We now prove the strict inclusion of @gg in O = @093 . For simplicity, first consider the case where
d = 1.1If f € O has a compact realization then f is a meromorphic function in C with no pole at 0
by Theorem 5.3. If it were true that @gg = O, then any analytic germ at 0, such as that of the function

f(2) = eﬁ, would have a compact realization and hence would agree, in an open neighbourhood of
0, with the analytic germ of a function that extends globally to a meromorphic function. This would
imply that f is itself, meromorphic, a contradiction. This proves that @6@”} ¢ Oy Similarly, by Lemma
6.5, this f ¢ /%gg as /%Og consists of meromorphic germs at 0 that extend analytically to global
meromorphic functions. A similar argument works for d > 1 taking, e.g. f(X) = exp(I — X;)~! or
f(X) =exp(I — X;X»)~! and applying Theorem 5.5 and Lemma 6.5. O

Schatten p—class skew fields.
By the Weierstrass factorization theorem any entire function, /, with zero sequence, (z;), repeated
according to order, can be expressed as a product,

oo N i
h(z) = /& 1_[ (1 - i) o) g (2) = Z ﬁ (6.2)
k=1 2k =/
If f € C[z] and all of the polynomials g = ¢ have the same degree, n, then the above product formula
for 4 is called a canonical product if n € N is the minimal natural number so that the product converges.
Given a canonical product, &, the genus of h is the maximum of n and the degree of f. A canonical
product, £, has genus, n € N, if and only if the sequence, (1/|z;]), where (z;) is the sequence of zeroes
of h, is n + l—summable. The order of an entire function, 4, is the infimum of all positive values, a, so
that |h(z)| < exp |z|¢, for sufficiently large |z|. By a theorem of Hadamard, given a canonical product,
h, genus(h) < order(h) < genus(h) + 1 [55, Theorem 5.1], [28]. Moreover, by [55, Theorem 2.1], if
order(h) = A, then the sequence (1/z;) is absolutely s—summable for any s > A.
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Consider an entire 2 € O(C) so that & ~ (A, b, c) has a minimal, compact and quasinilpotent
realization on a separable Hilbert space, H. Further suppose that A € J;(H), s € [1,+0), so that
he @(‘;Z‘. It follows from Theorem 5.3 and Proposition 6.7, that the zeroes of & (which are the poles of
h~1), are s—summable. Namely, if (zj);?';l is the sequence of zeroes of A, repeated according to order,
then the sequence (1/z;) belongs to £°.

Hence, suppose that (z;) is any sequence of complex values so that (1/z;) is absolutely s—summable
for some s € [1,+00), and let p be the infimum of all s € [1, c0) so that this sequence is absolutely
s—summable. It follows that the canonical product, i, with zeroes (z;), and f = 0, has genus | p], and
also that p < order(/). By Hadamard’s theorem,

genus(h) < p < order(h) < genus(h) + 1.

This suggests that in one-variable, the field, ./ Tp , could be equal to the field of meromorphic functions
in C generated by all entire functions of order at most p € [1, o). If this is true, it would also be
interesting to see whether uniformly entire NC functions with jointly quasinilpotent realizations in 7,
have ‘order of growth’ at most p in the NC universe.
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