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POLYNOMIALS WITH RANDOM COEFFICIENTS OVER
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ABSTRACT. Let d and n be natural numbers greater or equal to 2. Let
(a,van(x)) € Z[x] be a homogeneous polynomial in n variables of degree
d with integer coefficients a, where (-, -) denotes the inner product, and
Vin @ R" — RY denotes the Veronese embedding with N = ("*jfl).
Consider a variety V, in P"~*, defined by (@, va»(z)) = 0. In this paper,
we examine a set of integer vectors a € Z", defined by

AA; P)={acZ": P(a)=0, |lall < A},

where P € Z[x] is a non-singular form in N variables of degree k with
2 < k < C(n,d) for some constant C'(n,d) depending at most on n and
d. Suppose that P(a) = 0 has a nontrivial integer solution. We confirm
that the proportion of integer vectors a € Z% in 2A(A), whose associated
equation (a,van(x)) = 0 is everywhere locally soluble, converges to a
constant cp as A — oo. Moreover, for each place v of Q, if there exists
a non-zero b, € QY such that P(b,) = 0 and the variety Vb, in P"7*
admits a smooth Q,-point, the constant cp is positive.
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1. INTRODUCTION

In this article, we study the p-adic and real solubility for projective
varieties defined by forms with integer coefficients. Denote by f(x) €
Z[x1,x9,...,2,] a homogeneous polynomial of degree d and let us write
V c P*! for a projective variety defined by f(z) = 0. One may ask if
there exists ng := ng(d) € N such that whenever n > ng(d), the variety
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V' admits a Q,-point. The current knowledge is accessible to this type of
question. In particular, it is known by Wooley [32] that it suffices to take
no = d* (see also [6], [15], [21]). As a different approach concerning the
p-adic solubility for the variety V', the Ax—Kochen theorem [2] shows that a
homogeneous polynomial f(x) € Z[z1,...,z,) of degree d with n > d? + 1
has a solution in Q \ {0} for sufficiently large prime p with respect to d
(see also [8]). It is also known that if f(x) € Z[z1,z2,...,x,] is an abso-
lutely irreducible form of degree d over IF, with a prime p sufficiently large
in terms of degree d, it follows by applying the Lang—Weil estimate (see [22]
and [34, Theorem 3]) and the Hensel’s lemma that the equation f(x) = 0
has a solution in Q) \ {0}. As for the real solubility for the variety V', one
sees that if the degree d is odd, the variety V always admits a real point.
For the degree d even, to the best of the authors’ knowledge, it is not known
how to determine, in general, whether the variety V' has a real point or not.

One infers from the previous paragraph that if the number of variables n
is not large enough, the main difficulties for verifying the p-adic solubility for
the variety V occur from the case of small prime p. Nevertheless, thanks to
the density lemma introduced in [25, Lemma 20], we are capable of obtaining
some information about the p-adic solubility for the variety V even with
small primes p. In order to describe this information, we temporarily pause
and introduce some notation. Let n and d be natural numbers with d >
2. Let N := Ny, = (”+g_1). Let vg, : R" — RN denote the Veronese
embedding, defined by listing all the monomials of degree d in n variables
with the lexicographical ordering. Let (-,-) be the inner product on A™. We
denote by fq(x) := (a, vy, (x)) the homogeneous polynomial in n variables
of degree d with coefficients @ € Z". Define V. P* ! x AV to be the
subvariety given by fq(x) = 0. Let m: V — A be the projection onto the
second factor. We denote by Vg := 7~ 1(a). For A € R+, we define

(1.1) AA) :={acZV: ac[-A AV
The following quantity

#{aEQ((A): Va<]R>< 11 Zp)?é@}

loc L p prime
is the proportion of a € A(A) such that Vg is locally soluble, i.e. that admit
a real point and a p-adic point for all primes p. Thus, the behavior of
Qld?%(A) provides the information about p-adic solubility of the varieties V,
for a € A(A), even with small primes p. We also define ¢ (resp. ¢p) to
be the measure of a in [—1, 1]V (resp. in Zi)v ), whose associated variety Vg
admits a real point (resp. a p-adic point). By using the density lemmas
[25, Lemmas 20 and 21], Poonen and Voloch [26, Theorem 3.6] proved that
whenever n,d > 2, one has

(13) lim g% (4) = c,

A—oo
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where c is the product of ¢ and ¢, for all primes p.

In this paper, we investigate the proportion of a with locally soluble V,
in the type I thin set in the sense of Serre given by the vanishing locus
of P(t) € Z[t1,...,tn]. Here, we take P to be a non-singular form in N
variables of degree k > 2. We define

A(A; P) :={a € A(A) : P(a) =0}.
Analogous to the quantity g}i",;(A), we have the proportion of a in the thin
set with locally soluble V, defined as

#{aem(A;P):va<Rx 11 Zp>7é@}

1.4 P,loc A) = p prime

Let p,, denote the Haar measure on Z;V normalized to have total mass 1.

For given measurable sets S, C ZIJ,V and Soo C RY with the Haar measure
tp and the Lebesgue measure, we define

op(Sp) == Tli_}rgop_T(N_l)# {a (mod p")| @ € S, and P(a) =0 (mod p")}

and

_ 1 -1
UOO(SOO)*nl_lg:_(zn) Voo (1),

where Vi (n) is the volume of the subset of y € S, satisfying |P(y)| < 7.
Furthermore, for di, dy € N, we define C), 4(d1, d2) to be the rational number
such that

o di(n+di -1 dl(n+dy—1)!
Cualdid2) = G =) do!(n+d— 1)

Note that C, 4(di,d2) belongs to (0,1) and maximizes at (1,d — 1) and

(d—1,1); see Lemma 2.5. Our first main theorem shows that the proportion

ggfboc(A) converges to the product of “local proportions” as A — oc.

Theorem 1.1. Suppose that P(t) € Zlt1,...,tn] is a non-singular form
in N wariables of degree k with 2 < k < (1 — Crq(1,d —1))N — 1 and
(k—1)2F < N. Suppose that P(t) = 0 has a nontrivial integer solution. For
n,d > 2 such that

(n’ d) 7é (27 2)7 (27 3)7 (3’ 2)7 (37 3)
one has

. Pl .
Jim of14) = e,

where
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Remark 1. Since P(t) is a non-singular form in N variables of degree k with
(k —1)2¥ < N and P(t) = 0 has a nontrivial integer solution, the clas-
sical argument (see [5] and [28, the proof of Theorem 1.3]) reveals that the
quantity oo ([—1,1]V) - [, prime 9p(Zp) is convergent and is bounded above
and below by non-zero constants, respectively, depending on the polynomial
P(t). Then, on observing that

0 < o (T(VE)N-L, 1Y) < 001, 1) and 0 < o, (n(V(Q)NZY) < 0,(Z,),

we infer that the infinite product oo (7(V (R))N[—1,1]V) [, op(r(V(Qp) N
Zév ) in the numerator of ¢p converges to a non-negative constant.

In [9, Corollary 1.6], Browning and Heath-Brown obtained the same con-
stant for the case that P is a quadratic form of rank at least 5. The modicum
computation reveals that when P is a non-singular quadratic form (k = 2),
the conclusion of Theorem 1 holds for N > 5. Hence, we notice that the
conclusion of Theorem 1.1 coincides with [9, Corollary 1.6] for non-singular
quadratic forms. Furthermore, we emphasize that one could deal with P a
quadratic form of rank at least 5 and obtain the same result in [9, Corol-
lary 1.6], by using the argument described here. Additionally, we note that
the argument in this paper seems plausible to be generalized for obtaining
analogous results for thin sets defined by a system of non-singular forms.

Our second main theorem shows that under an additional condition on
the polynomial P defining the thin set, the product of local proportions is
strictly positive.

Theorem 1.2. In addition to the setup of Theorem 1.1, suppose that for
each place v of Q, there exists b, € QY \ {0} such that the variety Vi, in
P&:l admits a smooth Q,-point. Then, the constant cp is positive.

NOTATION

For a given vector v € RY we write the i-th coordinate of v by (v); or
v;. We use (-,-) for the inner product. We write 0 < & < X or € [0, X|*
to abbreviate the condition 0 < z1,...,zs < X. For a prime p and vectors
v € R", we use p"||v when one has p"|v; for all 1 < i < n but ph*! ¢ v
for some 1 < i < n. Throughout this paper, we use > and < to denote
Vinogradov’s well-known notation, and write e(z) for e2™*. We use A < B
when both A > B and A < B hold. We adopt the convention that when
€ appears in a statement, then the statement holds for each € > 0, with
implicit constants depending on e.
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2. PRELIMINARIES

Throughout this section, we fix a non-singular form P(t) € Z[t1,...,tN]
in NV variables of degree k > 2. We also assume that N > (k—1)2*. Let 9B be
a box in [-1,1]VNRN. For given A, B > 0and r € Z" with0 <r < B—1,
we define

N(A,B,B,7,P)=#{ac ABNZ"| P(a)=0, a=r (mod B)}.
The first lemma in this section provides the asymptotic formula for
N(A,B,B,r, P) as A — cc.

In advance of the statement of Lemma 2.1, we define v,(L) with L € Z
and p prime as the integer s such that p®||L.

Lemma 2.1. Suppose that B is a natural number. Then, for a given r € ZN
with 0 < r < B — 1 and for sufficiently large A > 0, there exists § > 0 such
that

N(A2, B, P) = [Ty [[o8" 7 45+ 4 0L
piB p|B
where

op 1= l]_jglop*l(Nfl)# {1 <a<p': Pla)=0 (mod pl)},

Uf”" = llim p i N=Dy {1 <a<p': Pla)=0 (modp"), a=r (mod p”p(B))}
—00

and

Oco i= 00o(B) = lim (277)_1Voo(17)
n—0-+

in which Voo (n) is the volume of the subset of y C B satisfying |P(y)| < 7.
In particular, the implicit constant in O(AN=F=9) depends on B and P(t).

We record this lemma without proof because it is readily obtained by
the previous results as follows. By repeating the argument of Birch in [5]
replaced with the variables  imposed on the congruence condition * =
r (mod B), we obtain an asymptotic formula for the number of integer
solutions © € [~A, A]Y of P(x) = 0 with the congruence condition = =
r (mod B) as A — oo. The main term of this asymptotic formula includes
the product of p-adic densities and the singular integral. By applying the
strategy proposed by Schmidt [29, 30] (see also a refined version [12, section
9]), the singular integral can be replaced by the real density oo. Fur-
thermore, we readily deduce by the coprimality between p and B that the

product of p-adic densities in the main term becomes Hp¢ MOp Hpe M af i
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Thus, this yields the asymptotic formula for N(A, B, B,r, P) as desired in
Lemma 2.1. For a detailed proof, see also [17, Lemma 4.4].

Lemma 2.2. Suppose that A and @Q are positive numbers with Q < A.
Then, for a given ¢ € ZN with 1 < ¢ < Q, we have

#{ac[-A, AN NZ"| P(a)=0 and a = c (mod Q)} < (A/Q)N7F,
where the implicit constant may depend on P(t).

Proof. By orthogonality, we have
#{ae[-A, AN ﬂZN‘ P(a) =0and a = ¢ (mod Q)}

- X der@y+epe

—A<Qy+c<A

(2.1)

By change of variable a = 3/QF, the last expression is seen to be

Qk
Q" /O S e(BP(y +c/Q))dB

—A<Qy+c<A
!
) < s [N eaPwe/Q)as
L<I<QM =1 _4<Qyte<a

leN

l
= s [ P+ 9w)ds,

1<I<QF -1 _ y< <A
N <Qy+e<

where g € Q[y] is a polynomial of degree at most k — 1.

On writing that S(8) = Y- 4cgyre<ca €(B(P(Y) + 9(y))), we claim that
whenever N > (k — 1)2*, one has

l
(2.3) - S(B)ds < (A/QNTF,
uniformly in [. Suppose that the inequality (2.3) holds. Then, on substitut-
ing (2.3) into the last expression of (2.2), it follows from (2.1) and (2.2) that
we complete the proof of Lemma 2.2.
It remains to verify the inequality (2.3). For a given [ € Z, we define the
major arcs 9! (H) by

m(H) = |J M(H qa),

0sa<g<H
(g,0)=1
where
l - . afo_H
mI(H,q,a)—{ﬁe[l—l’D- ‘5—<l‘1>‘q Sq(A/c»k}'

Furthermore, we define the minor arcs m! := [l — 1,1) \ 9.
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For simplicity, we put L = A/Q. Let 0 be a positive number with
§ < 2717% Define I € N to be the minimum number satisfying 2L >
(1/4)L*/2. We notice here that I = Oy, s(log L). By using those major and
minor arcs dissections of [I — 1,1), defined in the previous paragraph, we
deduce that

l

(2.4) S(ﬁ)dﬁ K 51+ 52+ 53,
-1

where

S = / 1S(8)|as

ML (LY)

I
S, — / S(B)|dB
2 ; gml(ziLé)\gml(Qi—lLé)’ ( )|

Sy = / 1S(8)]dB.
mi((1/4)L*/2)

We shall show that whenever N > (k — 1)2*, each of Si, Sy and S3 is
O(LN=F), which delivers the desired bound (2.3). We first obtain the upper
bound for S3. On noting that

SB= > eBPy)+9)

—A<Qy+c<A

= > el(B-(-1)P(y) + By(y)),

—A<Qy+c<A

and recalling that P(t) is a non-singular form, we infer by [23, Lemma 3.6]
with R=1, a1 = —(I-1), fi(z) = P(y), G(x) = Bg(y),dimV} =0,k =
N that

Sup 1S(B)| < LN—kN/((h=1)2)+e
Beml((1/4)Lk/2)

Hence, whenever N > (k — 1)2¥, one has
l
(2.5) Ss<  sup  |S(8)]- / 1d3 < LN,
Bem!((1/4)Lk/2) -1

Next, we derive the upper bound for S5. Note that mes(9!(H)) < H2L™*
and note again by [23, Lemma 3.6] that whenever N > (k — 1)2* one has

sup |S(6)| < LN(QiflL(s)fN/((k,l)Qk_l)Jre
Bem!(26-1L9)

< LN(2i—1L(5)—2+E ) (2i—1L(S)—1/((k—1)2k*1)'
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Hence, one has
Lo IS8 < mes L) s S(6)
gml(QzL5)\gml(2zflL6) 5€ml(2i—1L6)
< IN-Fk. (ZiL(s)e—l/((k—mk*l)
< LN7Fn,
foralli =1,2,...,I and with some 1 > 0. Therefore, we find by I = O(log L)
that Sy = O(Lka).

Lastly, we deduce the upper bound for Sj. For this, it is convenient to
define differencing operators Aj by

Ai(P(@):h) = P(@ + ) — P(a),

and so we define A; for j > 2 recursively by means of the relations

(2.6) Aj(P(x);hi,...,hj) = A(Aj_1(P(x); hy, ..., hj_1); hy).
For given variables y1), ... y*) € ZN we define

$1(y* 1,y ™)
= Ak—?(P(y(k_l)), y(1)7 s ay(k_Q)) - Ak—Q(P(y(k))a y(1)7 B y(k_Q))‘

Then, by applying the Cauchy-Schwarz inequality together with the classical
Weyl differencing argument, we deduce that

(27) S < LETIPN 3 S eBay®,y®)),

y(1)7,,,,y(k*2> y(k*w,y(k) €DL
where the variables yV, ..., y®*~2 run over [-2L,2L]" and
D =DM, y*)

is a box in [~2,2]" suitably defined through the classical Weyl differencing
argument in terms of yM, ... yh=2),
We denote by Y(8; D) the exponential sum over ¥V, ..., y*) on the right

hand side of (2.7). Obviously, we have
(2.8) Y(B:D)<  sup |Y(B;B)],

BC[-1,1]V

where B is over boxes in [~2,2]". For 8 € M (L?, ¢,a) and for a given box
B C [-2,2]V, we derive the upper bound for Y(3; B). To do this, we make
use of the classical argument of Birch [5, Section 5]. Hence, we shall be brief
in some steps.

Put a = 8 — (I —1) — a/q. Write y® = gz 4 2 (i =1,... k), where
1 < 20 < gand £ runs over boxes so that ||y < 2L withi=1,... k=2,
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and £* =D 2®) run over boxes so that y*~ Y, y*) € BL. Then, we have
(2.9)
VBB = Y (LoD, 2020 Dy (o, 20 s0),

1<z(D) .. 2(k)<q

where
T, zM, .. 2 = Z (g (=D 2y,
(), 2k
in which
¢2($(k—1)’ ;E(k’))
= ¢2(m(k_1), x®): M ,a:(k_Q))

= ¢1(qzF V) 4 20D ge®) 4 20): e 4 20 g2 4 2 (k=2))

Note that sup.cp 1~ |y-Ve(ags(xF—1), £k))| < qLF1al, since gpo(x®—1, x*)))
is a polynomial of degree k in ), ..., x®). Hence, if we define

I(; B) :/ / eladi(n (k—1) 777(k);,ﬂ,(l) .”’n(k—2)))dn,
[72,2](k—2)N 82

where dn = dn*Ddn®dn@ ... dn*=2) it follows by the classical argu-
ment in [5, Section 5] using multi-dimensional mean value theorem that

(2.10) T, 2z, .. 20— (L/)*NI(LFa) < By + Es,

where N
By = q(L/q)*NLF o

Ey = (L/g)*™".
Write
(2.11) S(q, a) = Z e(gd)l(z(kfl), z(k); z(l)’ o ,z(k72))),

1<z, 2(M <q 1
Then, on substituting (2.10) into (2.9), we obtain that
(2.12) Y(B;:B) = ¢ "V S(q, a)I(LFa; B)LMY + O(E()),

where E(f) = qu(El + E»). By the definition E; and F; together with the
fact that B € MI(L?, q,a), we deduce that

(2.13) E(B) < LFN-1H9,
Meanwhile, it follows from (2.7) together with (2.8) that
(2.14) &<LW?%W/ sup V(3B s
m(L%) BE[-1,1}N
Let us write

(2.15) = Y Y @"™S(g,a) "

ISqSL5 1<a<q
(g,0)=1
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Then, on noting that mes(9M!(L%)) <« L?~* and substituting (2.13) into
(2.12) and that into (2.14), we find that
(2.16)

S < LN - / ,  sup  [I(ag B)]zlfkdal + [N k+20-(1-9)
ot | <E2 BE[~11]

217k

where we have assumed that supgc(_y v [Y(8; B) 2

is a measurable function and we have used a change of variable a; = LFa.
We will prove the measurability for these functions at the end of the proof
of this lemma.

As the endgame, we shall use [23, Lemma 3.4] to obtain the upper bound
the functions &(L%) and I(a; : B). Recall the definition of Y(5;B). By
applying the Weyl’s differencing argument, we see that

an) YEB < 3| D B (P y* )

y(1)7vy<k71> y(k) GBIL

)

where By C [2,2]" is a box suitably defined through the classical Weyl
differencing argument in terms of y*~1). By [23, Lemma 3.4] with P =
L R=1,a1=8—(—1), fi =Py),dimV} =0 and x = N, we infer that
whenever 3 ¢ M (H) with H < L*~!, one has

(2.18) V(B;B) = V(B — (I — 1); B) < LFN+eg—N/(k=1),

Meanwhile, we note that if we temporarily assume that |5 — (I — 1)| <
(1/2)L7F/2 it follows that 9!(|8 — (I — 1)|L*, ¢, a) are disjoint over 0 < a <
q < |B— (I =1)|L* with (¢,a) = 1, and § is on the edge of MM (|3 — (I —
1)|L¥,1,0). Thus, one sees that 8 ¢ MM (H) with H = |3—(1—1)|L*~* for any
€ > 0. Hence, it follows by (2.18) that whenever |3 — (I — 1)| < (1/2)L~%/2,
one has

(2.19) V(B8; B) < LEN+e(|8 — (1 — 1)|LF)~N/ (=1,
First, we claim that for any a; > 0 one has
(2.20) I(on; B) < min{1, |ay |~/ (= Dte}

The argument for this is based on [5, Lemma 5.2]. The estimate I(ag; B) < 1
is trivial. To obtain the second bound, we may assume that || > 1. Taking
a=0and ¢ =1 in (2.12), we deduce from the definition of E; and Es that

(2.21) V(B; B) = I(L*a; BYL*N 4+ O((Joo|L* + 1) LFN 1),

with & = B—(I—1). Then, on writing L*a = a1, it follows by (2.21) together
with (2.19) that whenever 1 < |oy| < (1/2)L¥/2, one has

(2.22) I(al; B) < ’041|7N/(k71)L€ + |041‘L71.

On observing that I(ay; B) does not depend on L, by taking L = |oy |7/ (1)

the inequality (2.22) delivers (2.20).

and supgc(_y 1§ |I(LFa; B)

|21—k
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Recall the definition (2.11) of S(g,a). Next, we claim that whenever
(g,a) =1, one has

(2'23) S(q,a) < qu—N/(k:—l)-i-e'

By applying the Weyl’s differencing argument, we see that
(2.24)

T S oI R

1<z z(k—1)<q 1<2(F) <q

Meanwhile, note that for any ¢ > 0, one cannot find ¢’ € N,a’ € Z with
(¢,a")=1and 1 < ¢ < ¢!~ satisfying

(2.25) lda—qd| < q' "¢ 7"

Hence, by applying again [23, Lemma 3.4] with P = ¢, R = 1, aq =
a/q, f1 = P(y), dimV} =0, X = ¢1=9/(=1) and k = N, we infer that
whenever (g,a) = 1, one sees that the inequality (2.23) holds.

On substituting (2.23) into (2.15), we see that whenever N > (k — 1)2*

(2.26) S(L°) <« 1.

Hence, on substituting (2.20) into (2.16), one infers that S; = O(LN=F),
since 0 < 0 < 2717, We have shown thus far that Sy + S5+ S3 = O(LN=F),
which establishes (2.3) by (3.4).

We complete the proof of this lemma by confirming that the functions
91(8) = suppc 1 v [V(B: B)[* " and ga() := supgc_y yn [I(LFa; B)|* "
are measurable. It is enough to show that for any given k > 0, the set
{a € R:gi(a) > k} (i = 1,2) is open. Let ga(cw) > k. Then, there exists
B C [~1,1]N such that [I(L*a; B)[2 ™" > k. On recalling the definition of
I(-; B), one sees that there exists € > 0 such that whenever |a — ap| < € we
have |I(L*a; B)[2' ™" > k, which proves that the set {o € R : go(a) > k}
is open as desired. By applying the same argument, we see that ¢;(f5) is a

measurable function.
O

The following lemma provides an upper asymptotic estimate for the num-
ber of integer points in the variety cut by the polynomial P(t) € Z[t], that
reduce modulo p, for some sufficiently large p > M, to an [F,-point of an
another given variety Y C A" defined over Z.

Lemma 2.3. Let B be a compact region in RN having a finite measure,
and let Y be any closed subscheme of A]ZV of codimension r > 1. Let A and
M be positive real numbers. Suppose that r — 1 > k. Then, there exists
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Ag = Ap(P(t)) € Rog such that whenever A > Ay, we have
(2.27)

#{aeA‘BﬁZN

(i) a (mod p) € Y(F,) for some prime p > M
(17) P(a) =0
ANk

AN—T+1
S M FTlogh :

where the implicit constant may depend on B and Y.

In [4, Theorem 3.3], Bhargava provided an upper asymptotic estimate
that

#{ac ABN ZN’ a (mod p) € Y (F,) for some prime p > M}
(2.28) AN
< Mr—1log M

Furthermore, as alluded in [4, Remark 3.4], the bound in (2.28) can be
achieved for suitable choices of Y. Thus, this bound is essentially optimal.

In the proof of Lemma 2.3, we mainly adopt the argument in [4, Theorem
3.3] though, we freely admit that the bound in (2.27) seems not optimal
order of magnitude of the bound. Especially, one finds that the second term
is trivially obtained by that in (2.28). We are independently interested in a
sharper bound in (2.27) and expect that one might be able to improve this
bound. Nevertheless, since the strength of the upper asymptotic estimate
in Lemma 2.3 is enough for our purpose, we do not put our effort into
optimizing this upper bound in this paper.

+ AN7T+1 )

Proof of Lemma 2.3. We can and do assume that Y is irreducible. Oth-
erwise, we can take its irreducible components and add up the equation
(2.27) to deduce general cases. Since Y has codimension r, there exists
fiyeooy fr € Z[ty,...,tn] such that the vanishing locus V(fi,..., fr) con-
tains an irreducible component of codimension r containing Y. Indeed, we
can assume that Y equals to the irreducible component, as they have the
same underlying reduced subscheme, and we only consider Z or F,-points
of them. By [4, Lemma 3.1], the number of @ € AB NY(Z) is < AN,
(Note that AB NY(Z) equals to AB NZN NY(R)) Thus, it suffices to find
an upper bound of the size of the set by

(i) P(a) =0
#<{ae ABNZY| (i) a (mod p) € Y(F,) for some prime p > M
(1ii) a ¢ Y (Z)
Aka
S MFTlog M

We may assume that r > k 4 1, since r — 1 > k from the hypothesis in the
statement of Lemma 2.3. We shall find an upper bound of a slightly larger

+ AN—’I‘-I—I.
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set by
(i) a € ABNZY and P(a) =0
#< (a,p)|(ii) p > M a prime and a (mod p) € Y (F))
(2.29) (iii) a ¢ Y (Z)

AN—k
S M Tlog M

First, we count pairs (a,p) on the left hand side of (2.29) for each prime
p satisfying p < A; such primes arise only when A > M. Meanwhile, by
Lemma 2.2 we find that for a given ¢ € [1,p]", the number of integer
solutions @ € [—~A, A]N of P(a) = 0 with the congruence condition a =
¢ (mod p) is O((A/p)N=F). Then, since #Y (F,) = O(p"V "), we see that
the number of a € [—A, A]Y N ZY such that a (mod p) is in Y (F,) is
O(pN=")-O((A/p)N=F) = O(AN=F/p"=*). Thus the total number of desired
pairs (a,p) with p < A is at most

(i) a € ABNZY and P(a) =0
# < (a,p)|(i1) A>p> M a prime and a (mod p) € Y (F,)
(2.30) (iii) a ¢ Y(Z)

AN—k AN—k
< 2 o () -0 (rvormem)
Next, we count pairs (a,p) with p > A. It follows from (see the equation

(17) in the proof of [4, Theorem 3.3]) that
(2.31)

+ AN—T-‘rl )

(i) a € ABNZY and P(a) =0
# < (a,p)|(ii) p > A a prime and a (mod p) € Y (F,)
(iii) a ¢ Y (Z)
(i) a € ABNZN
< #< (a,p)|(ii) p > A a prime and a (mod p) € Y (F,) p < AN+,
(iii) a ¢ Y (Z)
Therefore, we find by (2.30) and (2.31) that the inequality (2.29) holds.

Hence, we complete the proof of Lemma 2.3. (]

Next, we will prove that most of fq(x) are irreducible. Let Y be a subset
of AYY defined to be

(2.32) Y:={ac Ag’ fa(®) is reducible over C} .

Our goal here is to show that Y is, in fact, an algebraic variety and that the
codimension of Y is strictly greater than a constant depending on n and d.
Here, we fix r := COdimAJZV Y. To show the claim, we record the following

two useful lemmas:
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Lemma 2.4. For any integers n > 3 and d > 3,
(n+d)(n+d-1) - <n+d>

d
Proof. We do this by induction on n. When n = 3, we have

n—1

3<3+4+d-2
3(3+d)(3+d—1)<(3+d)(3+d—1)(3+d—2)
2 2
B+d)(3+d—1) (B+d)(B+d-1)3B+d—-2) (n+d
2 < 32 _< d )

Suppose that the lemma is true for n. Then,
m+d+1)(n+d) (m+d+1)(n+d)(n+d—-1)(n—1)

n nn—1)(n+d-1)
(n+d)! (n+d+1)(n—1)
nld! nn+d—1)
2.33
(2:33) _(+d+1)! (n+1(n—1)
(n+ 1)l nn+d-1)
(n+d+1)!
< -
(n+1)la!
The last inequality follows from % <1 O

Lemma 2.5. Let n > 3 and d > 3 be integers. Suppose that di and do are
natural numbers with d = di + da. Let Cy, q(d1,d2) be a rational number
defined as

d(n+dy —1)!  d{(n+dy—1)!
Chra(dy,d2) =
aldy, ds) Alntd—1)  dln+d—1)
Then, for given n and d, the quantity C,, q attains the mazimum value when
(di,d2) = (1,d = 1) or (d1,d2) = (d — 1,1). Furthermore, its maximum is
strictly less than 1.

Proof. Without loss of generality, we assume that d; < dyo. We shall first
show that one has

(2.34) C'm[1(6l17 dy) < Cn,d(d1 —1,d2 +1).

In order to verify the inequality (2.34), we observe that whenever n > 3

one has
(n+d; —2)!

dq!
Equivalently, this is seen to be

(n+di =1 (n+d—2)! <
dy! (dy — 1) —

(n+dy—1)!

(n=1)- (ds + 1)!

<(n-—-1)-

(n+d2)!  (n+dy—1)!
(dg—l—l)' do! ’
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and thus
m+di—1)! (n+da—1)!  (n+d2)! (n+d;—2)!
2.35 < .
( ) dq! + do! - (dg + 1)' (dl — 1)'
Therefore, we find from (2.35) that
n+d-—1)! n+d-—1)!
wcn,d<d1, dy) < wcn,d(dl —1,dy+1).

This confirms the inequality (2.34). Then, by applying (2.34) iteratively, we
conclude that the quantity C), 4 attains the maximum value when (d;,d2) =
(1,d—1) or (d1,d2) = (d —1,1).

Next, we deduce by applying Lemma 2.4 that

d!n! dl(n+d—2)!
Cna(l,d—1) = mt+d—1)! " d=Dn+d—1)
dn! d
T hrd-1) Thrd-1
n+d d
(2.36) = (nzlrd) + nrd—1
(n—1)(n+d) d
m+d)(n+d—-1) n+d-1
. on—1 n d _q
n+d—1 n+d-1 ’
Therefore, this completes the proof of Lemma 2.5. U

Proposition 2.6. Recall the definition of Y C AN in (2.32). Then, Y is
an affine variety. Further, let v be the codimension of Y. Then, one has

r>(1—Cha(l,d—1))N — 1.
Proof. Let (a,vq,(x)) be areducible polynomial. Then, we write (a, vq,(x)) =
O (x)f@(x). Here, fM(x) and f@(x) are homogeneous whose degrees

are strictly less than d. Let d; = deg(f((z)) and t = ("Zdjf) Then,

(2.37) (@, vgn(@)) = (u1z{" + - wzd) (w12 + -+ Upgay ) T2)

=f)(x) :f&r)(w)

Let Y(4, 4,) C Y be a subset where (a,vqn(x)) seperates as (2.37). Com-
paring the coefficients in (2.37) for both sides, we attain a;’s as a poly-
nomial of uy,...,up. Now, let us write a; = gi(u1,...,Un(d, ). Con-
sider a map ¢, 4,) : Zlt1,---,tN] = Zlu, ..., up(d, )] sending t;
gi(u1, ..., Upr(d, dp))- Then, by the construction, Y4, 4,) = V(ker ¢4, 4,));
and so Y = |JY(q4, 4,) is an affine variety.

Now, we prove r > (1 — C,q4(1,d — 1))N — 1. We will instead find
the upper bound of the dimension of Y. Let M = max M (d;,dz2). Since
Zlt1, ..., tN]/ ker p(q, 4,) injects into Z[ui, ..., upr(d, dy)), dimY is less than
or equal to M. Hence, it suffices to show M < N — (1 - C, 4(1,d — 1))N.
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Note that we have M (di,dz) = Cqpn(di,d2)N < N — (1 —-C,q(1,d—1))N.
Indeed, we have

. n+d —1 n+dy—1

M(dl’dQ)—< n—1 )+( n—1 )
_(n+di—-1)!  (n+dy—1)
N (n — 1)‘d1‘ (n — 1)‘d2‘
_(n+d-1)! fdi(n+d 1) di(n+dy—1)!
dl(n—1)! \di!l(n+d—-1)!  dy!(n+d—1)!

Cn,dzl;1,d2)
=Cha(di,dog) N <N —-(1-Cpq(1,d—1))N
The latter inequality is by Lemma 2.5. Now, since dimY < M < N — (1 —

Ch,d(1,d—1))N, we have (1-C,, 4(1,d—1))N —1 < N —dimY = r, which
is desired. 0

Remark 2. Using the identity of Lemma 2.4 and Lemma 2.5, it is not difficult
to show that (1 —C,, 4(1,d —1))N — 1 is a positive integer. In fact, if d > 4,
the constant is strictly greater than 2.

Here, in order to justify the positivity, we need to show

1
1— — >C,yl,d—1),
N>C,d( )

or equivalently,

1
2. 1-Chq(l,d—1 -
(2.35) Cralid—1)> +
First of all, N = (n+2171) and by Lemma 2.4, we have
1 -2
(2.39) z

N tmtd-D)ntd-2)

(Note: In order to make it strictly greater than 2, i.e., (1-Cp q(1,d—1))N —
1 > 2, it suffices to show 1 — C,, 4(1,d — 1) > % i.e., we just need to vary
the factor of (2.39)). Hence, it suffices to bound the left-hand side of (2.38)
below by the right-hand side of (2.39). Using the representations in (2.36),

n—1 d n+d d
1_Cn,d(1ad_1)_ <n—|—d—1+n+d—1>_ ((n:lrd) +’I’L+d—1>

(n+d)(n+d—1)
_ n—1 1 — n—1
s (=)
® n-1 n(n — 2)
>n+d—1o’wn—nm+d—m>
. (n-Dd-1)+1 n—2
_(n+d—1)(n+d—2)>(n—|—d—1)(n+d—2)
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The last inequality is due to the fact that d > 3 (Here, if d > 4, the last
inequality gets us 1 — C)p, 4(1,d — 1) > %) The inequality (x) is true since
(n+d)(n+d—1)<(n+d)! n(n —2)
n—1 nldl (n—1)(n+d—2)

by applying (2.33) for n — 1.

3. PROOF OF THEOREM 1.1 AND THEOREM 1.2

In this section, we provide the proofs of Theorem 1.1 and 1.2. To ease
the notations, we denote by

Tho =m(V(R) N [-1,1]V
T, =n(V(Qp)) N ZI])V Vp prime.

We begin this section with a lemma on the measurability of the sets T, and
1.

Lemma 3.1. The sets Too € RY and T, C ZZ])V are measurable with the
Lebesgue measure and the Haar measure ji,, respectively.

Proof. This follows from a version of Tarski-Seidenberg—Macintyre theorem
which implies that T, and T, are semialgebraic sets (see [24, Theorem
3]). O

In advance of the proofs of Theorem 1.1 and Theorem 1.2, we provide
some definitions and observations. We consider the natural map

ot A ANNZN - [,V x [ z)

p prime

a
a'—><z,a,...,a,...>.

We sometimes use a different order of primes in the product ||
notational convenience.
Furthermore, for a given subset U of [—1,1]" x H Z]]DV and a given

p prime
polynomial P(t) € Zl[t1,...,tn], we define a quantity d(U, A; P) by
#{a € (@)~ (U)| P(a) =0}
#{a € [-A, AN NZN| P(a) =0}

Ly, for

p prime

(3.1) d(U, A; P) ==

We say that a subset of Z, is an open interval if it has the form {z €
Zyp| |x—alp < b} for some a € Zy, and b € R. Furthermore, by an open box I,
in Zi,v with a given prime p, we mean a Cartesian product of open intervals.

Suppose that 8 be an open box in [~1, 1]V NR¥. For a given set p of prime
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numbers, it follows that

d(sB X HI,, X HZQ,A;P)

pep pEP

#{ae (®4)~ (%xpgpl xpgzNM —0}
#{a € [~A AN NZN| P(a) = 0} '

We observe that the set (®4)~ <£B X H I, x H 7 ) can be viewed by a set
pep pEp

of integers in AB N ZY satisfying certain congruence conditions associated

with the radius and the center of the open intervals defining I,,. Thus, we

infer from the Chinese remainder theorem that there exists B € Z whose

prime divisors are in p, and r € Z~ such that

#{aGA%ﬂZN‘ P(a) =0, a =7 mod B}
) #{ac[-A AN NZN| P(a) =0}

d<%xHIprZ§DV,A;P
pep pép
Then, by applying Lemma 2.1, we obtain

<‘B><HI XHZN AP>
pep pEp

_ ﬁ Ipgp 0 - Tlpep UI?’T - 000 (B) + O(A™0)
e Ly 0p - 0oo([—1,1]N) + O(A79)

For a given measurable set S, C Z , recall the definition of 0,(Sy) in the

(3.2)

preamble to the statement of Theorem 1.1. We observe that af "= o,(Ip)
and oy, = 0,(Zy). Therefore, we find from (3.2) that

op(Ip) - 05 (B
09) (o TT 120 aip) = st

pep pép
Proof of Theorem 1.1. Recall that
Too = {a € [-1,1]" RN‘EinR"\{O}suchthatfa ) =0}
p—{aEZN‘EImEZ"\{O}suchthatfa )=0}.

On recalling the definition (3.1) of d(-, A; P), we infer that

gg’;OC(A):d(Toox 11 Tp,A;P>.

p prime

Thus, it suffices to show that

(3.4) j&d(Tm < 11 Tp,A;P> = cp.

p prime
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In order to verify that the equality (3.4) holds, we introduce

d(A, M) = <T xHTxHZp,AP>

p<M p>M

One sees by applying the triangle inequality that

(3.5)

. . B < 1 :
Lnéo‘d@o X H Ty, A; P> cp| < lim |di (A, M)| + lim [da(A, M),
P prime
where
di(A, M) = d(TOO < I T4 P> —d(A, M)

p prime

and

dg(A, M) = d(A, M) — Cp.
First, we analyze the quantity

lim |dy (A, M))].
A—oco

We readily see from the definition of d(A, M) that
|di (A, M)| = (T < T T x (H T,,) ,A;P).
p<M p=>M

Furthermore, we find that
(3.6)
‘dl (Av M)’

pgz X (pl:Lpr,A P)

<d<
(1) 3p > M s.t. fa(x) =0 has no solution in Z7
—A AN ZN P
{“6[ ATNET i) Pa) =0
<

= H#{ac [ A ANAZN| P(a) =0}

Meanwhile, for sufficiently large prime p, whenever fq () is irreducible over
F,, the Lang-Weil estimate [22] (see also [34, Theorem 3]) ensures the exis-
tence of a smooth point x € (IF,)" satisfying fq(x) = 0. Then, by Hensel’s
lemma, we have a point « in Q,, satisfying fq(x) = 0. Therefore, we conclude
from (3.6) that for sufficiently large M > 0, one has
(3.7)

|d1(A, M)

{a € A AN 7N (z) Ip > M s.t. fq(x) is reducible over Fp}
_ (73) P(a) =0

#{a € [-A, AN NZN| P(a) =0}
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We shall apply Lemma 2.3 with Y defined in (2.32). With this Y in mind,
we find from (3.7) that

(3.8)

|d1(A, M)

(i) @ (mod p) € Y (IF,) for some prime p > M}

) #{ae [—A, AN nzZN (ii) P(a) = 0

- #{a € [-A, A]NNZN| P(a) =0}

Note by the classical argument (see [5] and [28, the proof of Theorem 1.3])
that the fact that P(t) = 0 has a nontrivial integer solution implies that
Ooo([~1,1]V) - Hp 0p(Zy) =< 1. Then, one infers by Lemma 2.1 that

#{ae[-A AN NZN| P(a) =0} < ANF.

Proposition 2.6 together with the hypothesis in the statement of Theorem
1.1 that k£ < [(1 — Cp 4(1,d — 1)) N | reveals that the codimension 7 of Y is
strictly greater than k + 1. Hence, we find by applying Lemma 2.3 that

1
A M = 4 pAkertD
‘dl( Y )| << qu_k_l IOgM +
Therefore, we obtain
1
3.9 lim |di(A, M —_—
( ) AE;I;O’ 1( ’ )’<<M1n_k_1logM

Next, we turn to estimate limg_, o |d2(A, M)|. For simplicity, we tem-
porarily write

(3.10) Tim_|da(4, M)| = o(M).

One infers by (3.3) together with Lemma 3.1 that

Hng op(Tp) - 0oo(Too)
Hpep op(Zp) - 0oo([=1,1]N)’
and thus by the definition of cp, we discern that
(3.11) o(M) — 0,

as M — oo.
Hence, we conclude from (3.5), (3.9) and (3.10) that

lim |d| T T,,A; P | —
Ag%o‘ (oo>< H pr < > cp

p prime

do(A, M) =

(M).

S FTlogh ¥

By letting M — oo, we see from (3.11) that

Ahg;o‘d(Too < 11 Tp,A;P) —cp

p prime

:07

which gives (3.4). This completes the proof of Theorem 1.1. O
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Remark 3. By making use of Lemma 2.3, it seems possible to apply [19,
Theorem 2.5] in order to obtain the conclusion of Theorem 1.1. However, in
order to make this paper self-contained and for readers who are interested
in an explicit way for particular thin sets we are dealing with, we record the
procedure in full.

For the proof of Theorem 1.2, we require a proposition that plays an
important role in guaranteeing the positiveness of cp. In order to describe
this proposition, it is convenient to define Sy := w(V(R)). Also, for given
points b, € ZI]JV and by, € RY, we define

Boo(boo,n) = {a € RN} a; — (boo)i] <nmfor 1 <i< N}
By(by,n) = {a € Z)| |a; — (by)il, <nfor 1 <i < N},
for every prime p.

Proposition 3.2. Suppose that there exists b, € Z]])V \ {0} (resp. by €
RN\ {0}) such that the variety Vy, in ]P’&;l (resp. Voo, in PEY) admits a
smooth Qp-point (resp. R-point) for each prime p. Then, for each prime p,
there exists positive numbers 1, and N less than or equal to 1 such that

By(bp,mp) € T

Proof. By the existence of a smooth Q,-point in V3, there is an open neigh-
borhood of V' containing the smooth Q,-point such that the restriction of 7
(after base change to Q) to the neighborhood is a smooth map into a neigh-
borhood of AV containing b,. By [14, Theorem 10.5.1], this map induces a
topologically open map between Q,-points, and thus the image contains an
open ball B, (b, n,) for some n,. The proof for the real place is identical. [

Proof of Theorem 1.2. Recall the natural map
o4 [—AANNZN - 1,1V x ] 2z}

p prime

a
a— (Z,a,...,a,...).
Furthermore, we recall the definitions of So := 7(V(R)) and T}, := 7(V(Qp))N
Zév for all primes p.

Recall from the hypothesis in the statement of Theorem 1.2 that for each
place v of Q, there exists a non-zero b, € QY such that P(b,) = 0 and
the variety V3, in P! admits a smooth Q,-point. For v = p (p prime), we
assume that this b, is a Z,-point. Otherwise, by multiplying powers of p, we
can make it a Z,-point not changing the variety Vj,. One sees by applying
Proposition 3.2 that for each prime p there exist positive numbers 7, and
Noo less than 1 such that By, (by,n,) € T) and Bog(boo, 1s) € Soo. We choose
a sufficiently large number C := C(bs) > 0 such that B (bso/C,100/C) C
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[—1,1]~. Furthermore, on observing the relation that fp_,c(x) = (1/C) -
foo (x), we infer that Bog(bso/C, 1o /C) C Sso. Therefore, on noting that

Too = Seo N[—1,1]7.
one deduces that
Boo (b /C,1/C) C Tro.
Meanwhile, it follows by Theorem 1.1 that

and thus, we find that
(3.12)

. Ploc Hp<M op(Bp(bp,mp)) - szM 0p(Tp) - Too(Boo(boo /Cy 100 /C))
lim o, (A) > ~ ,
A—oo ’ Hp UP(ZP) : O-OO([_17 1] )
for any M > 0. Then, it suffices to show that the right-hand side in (3.12)

is greater than 0. We shall prove this by showing that there exists M > 0
such that

Hp<M op(Bp(bp,1p)) - 000 (Boo(boo/C 100/ C))

(3.13) s 0p(Zp) - 0o([—1,1]7) >0
and

11,200 0p(Tp)
(314 TpouoZ) "

First, we shall show that the inequality (3.13) holds. For a given B € N

and r € Z", we recall the definition of 05 " in the statement of Lemma 2.1.
Note that there exists B € NU {0} such that

(3.15) H op(Bp(bp,11p)) = H C’fybp-
p<M p<M

Furthermore, the p-adic densities o, (Zy), af ' and the real densities Ooo([—1,1V),
Oc0(Boo(boo/C,Mee/C)) are greater than 0 by the application of the Hensel’s
lemma and the implicit function theorem (see [28, the proof of Theorem 1.3]
or [10, Lemma 5.7]). Therefore, one sees from (3.15) that the inequality
(3.13) holds for any M > 0.

Next, we shall show that (3.14) holds. For any M; with M; > M, we find
from (3.3) with [M, M;) and [~1,1]" in place of p and B that
(3.16)

o, (T,
lim d([-1,1]" x I | T, x | | ZN. AP Hpe[M,Ml) »( p).
Ao P 11 M, M) 9 (Zy)
pE[M,My) pE[M, M) pe[M,My) YP\&p
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Meanwhile, we see that

d<[—1,1]N><< 11 Tp>c>< 11 ZNAP>

pE[M,M1) p¢MM1)
1) I p> M s.t. x) = 0 has no solution in Z”
(74) P(a) =0

<

#{a € [-A, AINNZN| P(a) =0}

Then, it follows by the same argument leading from (3.6) to (3.9) that
(3.17)

¢ 1
. N N Q.
Algn d<[—1,1] X ( | | Tp> X | | Z, ,A,P) < - T log M
pE[M, M) pE[M, M)

Thus, on noting that

d([—l, 1y

II ©»x [I ZNAP>

pE[M,My) pE[M,My)
= 1—d<[—1,1]N X ( 11 Tp> < ] Zﬁ,A;P),
pG[M,Ml) p%[M,M1)

we find from (3.17) that
. . N N 4.
(3.18) Algréod<[ LN x I T x H z) A,P) >1/2,
€[M,M) ¢[M, M)

for sufficiently large M > 0. Therefore, it follows from (3.16) and (3.18) that
for sufficiently large M > 0, one has

szM op(Tp)
szM op(Zp)
HpE[M M) op(Tp)
= lim
Mi=oo [Tperns,an) op(Zp)

= lim lim d<[—1,1]N>< II »x ]I ZNAP>>1/2.

M1 —00 A—00
PpE[M, M) pE[M, M)

Hence, the inequality (3.14) holds. By using the inequalities (3.13) and
(3.14), one finds that

Hp<M op(Bp(bp, mp)) - szM 0p(Tp) * Too(Boo(boo/C, 100/ C))
I1, 0p(Zp) - 0o ([-1,1]7)

and thus we conclude from (3.12) that

>0,
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