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Abstract
Using Phonet (Vásquez-Correa et al., 2019), a
neural network-based model, we generate vec-
tor representations of speech segments consist-
ing of phonological class probabilities and use
these representations to quantify segmental de-
viations in the English of native Hindi speakers
from American English (AE) and Indian En-
glish (IE) baselines, in order to explain how
these deviations impact perceptions of accent-
edness by native AE speakers. The primary
focus is on three AE phonemes and their re-
alizations in Hindi English (HE) and Indian
English: the labiovelar approximant /w/, often
produced as the labiodental approximant [V];
the alveolar stop /t/, commonly realized as the
retroflex stop [ú]; and the rhotic approximant /ô/,
rendered as the rhotic tap [R]. Multinomial logis-
tic regressions of Euclidean distances from HE
segments to AE/IE baselines on accent ratings
show that larger distances from AE baselines
increase the likelihood of perceiving stronger
accents while larger distances from IE base-
lines decrease the likelihood. Changes in the
probability distributions of contrastive phono-
logical classes are found to correlate with the
strength of the perceived accent. These results
offer valuable insights into the interplay be-
tween native phonology and the perception of
accented speech.

1 Introduction

The growing prevalence of English as a global lin-
gua franca has led to a diverse variety of Englishes
shaped by local linguistic and cultural influences.
Among these, Indian English occupies a unique
position, with distinct phonological characteristics
arising from substrate Indo-Aryan and Dravidian
languages (for more, see Wiltshire, 2020). These
characteristics often include systematic phonetic
differences, which are perceived as accented speech
by speakers of other varieties of English.

This study explores how phonetic variation in
Hindi English, i.e. the English of native Hindi

speakers, influences perceptions of accentedness by
native speakers of American English. We focus on
three American English phonemes: the labiovelar
approximant /w/, often produced as the labiodental
approximant [V] in Hindi English (Sailaja, 2009;
Wiltshire and Harnsberger, 2006; CIEFL, 1972);
the alveolar stop /t/, commonly realized as the
retroflex stop [ú] (Masica, 1991; Kachru, 1986); and
the rhotic approximant /ô/, rendered as the rhotic
tap [R] (Wiltshire, 2015; Krishnamurti, 2003; Ma-
sica, 1991). We use Phonet (Vásquez-Correa et al.,
2019), a neural network based on Gated Recurrent
Units (GRU) (Chung et al., 2014), to train a single
model on large speech corpora of both American
and Indian English to infer the classification prob-
abilities of phonological classes associated with
the phone segments of both Englishes. The result-
ing probability vectors are treated as representa-
tions of the phone segments in a joint vector space
spanning both Englishes. These representations are
used to examine the relationship between perceived
accent and the Hindi English segments’ proximity
to American and Indian English baselines in the
joint vector space. The segments [V], [ú], and [R] are
produced uniformly in similar contexts across the
varieties of Indian English spoken in the Indian sub-
continent (Wiltshire, 2020), including the English
of native speakers of Hindi and other Indo-Aryan
languages (Fuchs, 2019; Sirsa and Redford, 2013;
Wiltshire and Harnsberger, 2006), which facilitates
the use of Indian English baselines to study varia-
tions in accent perception driven by these segments
in Hindi English speaker productions. Quantifying
the degree of accentedness using explainable proba-
bility vector representations could also facilitate an
empirical validation of theories of second language
speech learning, in particular the Speech Learn-
ing Model (SLM/SLM-r; Flege and Bohn 2021)
and the Perceptual Assimilation Model (PAM; Best
1995); the joint vector space of the trained Phonet
model could be surmised as a perceptual space of



segment representations to test theories of speech
learning, with distances/similarities between the
representations serving as indicators of how sec-
ond language learners might assimilate the pho-
netic categories of the language being learned into
their own native categories.

2 Related Work

There are a number of studies that investigate ac-
cent classification and native language identifica-
tion using corpora of spoken English from the In-
dian sub-continent, employing both handcrafted
feature-based and neural network-based methods.
These studies have used a variety of inputs such
as MFCC-based features, prosodic features, for-
mant frequencies, and raw spectrogram-based fea-
tures with a range of classification models (Guntur
et al., 2019; Krishna and Krishnan, 2014; Cheng
et al., 2013; Sharma et al., 2024; China Bhanja
et al., 2022; Siddhant et al., 2017; Jiao et al., 2016).
Feature-based approaches offer explainable results
at the expense of hand-crafting time- and resource-
intensive features, and neural network approaches
are black-box mechanisms capable of automati-
cally deducing key features from the data input.
The use of Phonet in this study leverages the neu-
ral network’s ability to automatically convert key
aspects of the spectral speech input into explain-
able vector representations of speech segments, in
order to facilitate an explainable framework of how
accent perception relates to gradient phonetic vari-
ation.

Other computational methods have been instru-
mental in capturing gradient phonetic variation
which, unlike Phonet, have relied on traditional
machine-learning approaches. For example, Yuan
and Liberman (2009) introduced a method for cap-
turing nuanced variations, such as degrees of /l/-
darkness in American English, using log probabil-
ity scores from forced alignments instead of cat-
egorical phone labels. This method, extended in
later work (Yuan and Liberman, 2011), demon-
strated both categorical distinctions and gradient
degrees of /l/-darkness across contexts. Support
Vector Machines have been used to classify r-
full and r-less tokens in English using MFCCs
(McLarty et al., 2019). Random forest classifi-
cation has also been employed to model sociopho-
netic variables (Villarreal et al., 2020), estimating
variable realizations by comparing acoustic fea-
tures with canonical pronunciations.

The approaches listed so far rely on segment-
level features to analyze phonetic variation. Ap-
proaches that model phonological class probabili-
ties as done in Phonet broaden the scope of anal-
ysis from individual segments to entire segment
groups defined by the phonological classes. Prob-
abilities of classes such as [continuant] and [sono-
rant] can be calculated to distinguish among stops,
fricatives, and approximants in a gradient-based
analysis, complementing traditional acoustic mea-
sures as shown in Tang et al. (2023). Such ap-
proaches have also been effective at measuring the
degree of lenition (Wayland et al., 2023).

3 Methods

This section provides an overview of the Phonet
model, its architecture, training methodology, and
the datasets used for training. Additionally, the
dataset consisting of the English of native Hindi
speakers with accent annotations is described.

3.1 Phonet model
Phonet is a GRU-based neural network that esti-
mates the posterior probabilities of the occurrence
of phonological classes from speech signals. The
signal is chunked into half-second segments, fol-
lowing which the log energy signal across 33 tri-
angular filters along the Mel scale is calculated
for each 25-ms window in the chunk. These log-
energy feature sequences are processed by two
bi-directional GRUs and a time-distributed dense
layer, followed by separate dense layers for classi-
fying each phonological class in a multi-task learn-
ing setup to calculate the probabilities of the classes
associated with the input feature sequence. The
probabilities are averaged across the frames to give
a unique vector of the probabilities of phonological
classes for each phone segment. The bi-directional
GRU captures co-articulation effects by incorporat-
ing information from the previous and subsequent
segments.

3.2 Phonological classes
Phonemes are grouped into phonological classes
based on their shared phonetic features. One com-
mon distinction is between [+consonantal] and [-
consonantal] phonemes. Consonantal phonemes,
such as stops, fricatives, affricates, nasals, and liq-
uids, involve constriction of the articulators in the
vocal tract and are labeled [+consonantal]. In con-
trast, vowel and glide phonemes are typically la-
beled [-consonantal] because they do not involve
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the same level of constriction. An in-depth guide to
phonological classes can be found in Hayes (2011).

For the American and Hindi English phonemes
in this study, the labiovelar approximant /w/ is de-
fined by the classes [+sonorant, +continuant, +ap-
proximant, +voice, +round, +labial, +dorsal +high,
+back, +tense], while the labiodental approximant
/V/ is defined by [+sonorant, +continuant, +approxi-
mant, +voice, -round, +labial, +labiodental, -dorsal,
-high, -back]. The alveolar /t/ is [+consonantal,
+coronal, +anterior], but the retroflex /ú/ is [+con-
sonantal, +coronal, -anterior]. Finally, the approxi-
mant /ô/ is [-consonantal, +sonorant, +continuant,
+approximant, -tap, +voice, +coronal, +distributed],
while the tap /R/ is [+consonantal, +sonorant, +con-
tinunant, +approximant, +tap, +voice, +coronal,
-distributed, +anterior]. The classes that contrast
the /w/-/V/, /t/-/ú/, and /ô/-/R/ pairs are of particular
interest for analyzing against accent ratings.

3.3 Training datasets
To train models on American English and Indian
English speech data, we use the English language
datasets of the Mozilla Common Voice Speech
Corpus (Ardila et al., 2020) and select datasets
tagged with United States English and India
and South Asia accent tags. Data from the
Librispeech-100 corpus (Panayotov et al., 2015),
the L2-ARCTIC non-native English speech corpus
(Zhao et al., 2018), and the Indic Text-To-Speech
(TTS) corpus (Baby et al., 2016) are used to source
additional data in both Englishes. Only the English
data from native Hindi speakers is selected from the
L2-ARCTIC and Indic TTS datasets; however, the
Mozilla Common Voice corpus does not include the
speaker’s native language tag for Englishes from
the Indian sub-continent and all the data with the
India and South Asia accent tag from this cor-
pus is consequently used, forming the bulk of the
training set for the Indian English data. A total
of approximately 150 hours of American English
and 120 hours of Indian English data are used for
training, which includes all the Indian English data
available and a correspondingly balanced subset of
American English data with a similar number of
hours.

3.4 Hindi English dataset with accent ratings
The CSLU FAE (Foreign Accented English) Re-
lease 1.2 dataset (Lander, 2007) contains contin-
uous speech in English by speakers of 22 lan-
guages, including samples from native Hindi speak-

ers. The corpus consists of telephone-quality utter-
ances with information about perceptual judgments
of the accents in the utterances. The speakers were
asked to speak about themselves in English for 20
seconds. Three native speakers of American En-
glish independently listened to each utterance and
judged the speakers’ accents on a 4-point scale:
1-negligible/no accent, 2-mild accent, 3-strong ac-
cent and 4-very strong accent. To facilitate inves-
tigation of the drivers of accent perception rela-
tive to the no/negligible accent baseline, the mini-
mum accent rating of the three speakers is taken as
the aggregate rating for each recording. The very
strong accent rating is subsequently merged into
the strong one, given only one recording is tagged
with that rating after applying the aggregate mea-
sure. Table 1 shows the distributions of the three
accents across the recordings of native Hindi speak-
ers, and Table 2 shows the distribution of the target
Hindi English phone segments by accent rating and
word position. We refer to this subset of the CSLU
FAE dataset containing native Hindi speakers as
the Hindi English dataset in subsequent sections.

Accent Rating No. Recordings
No/Negligible 17
Mild 194
Strong 137
Total 348

Table 1: Distribution of accent ratings in the Hindi En-
glish dataset using a minimum aggregate of the ratings
of three independent raters.

Initial Medial Final
No/Negligible 29 31 44
Mild 294 346 376
Strong 246 264 256

(a) Distribution of [V]

Initial Medial Final
No/Negligible 23 50 86
Mild 138 569 957
Strong 120 374 643

(b) Distribution of [ú]

Initial Medial Final
No/Negligible 12 15 14
Mild 115 173 179
Strong 76 121 157

(c) Distribution of [R]

Table 2: Distribution of target segments in the Hindi
English dataset by word position and accent rating.



3.5 MFA pre-processing

The Montreal Forced Aligner (MFA) tool
(McAuliffe et al., 2017) is used to force-align the
audio and transcripts of the training and Hindi En-
glish datasets, with the resulting TextGrid files used
to label the phonological classes of each audio
frame during Phonet training, in conjunction with
the mapping of phone segments to phonological
classes described in section 3.6. The transcripts
are transcribed into IPA segments using the pre-
trained MFA grapheme-to-phoneme (G2P) models
and existing pronunciation dictionaries for Ameri-
can and Indian English (McAuliffe and Sondereg-
ger, 2023a,b, 2024a,c). Custom acoustic models
for American and Indian English are trained to
avoid potentially noisy output from the existing
pre-trained model (McAuliffe and Sonderegger,
2024b), given that this model is trained on a va-
riety of world Englishes.

3.6 Phonet training and inference

To learn the phonological classes associated with
phone segments during training, and to generate
probability distributions over the classes for seg-
ments during inference, a mapping between the IPA
segments in the MFA pronunciation dictionaries
and phonological classes is created for both Ameri-
can and Indian English phone sets. This mapping is
created at the phonetic level, given that the learning
of speech sounds in a second language occurs at
the level of position-sensitive allophones and not
at the phonemic level (Flege, 1995; Kohler, 1981).

A single Phonet model is trained on the
combined American and Indian English training
datasets to estimate the classification probabilities
of phonological classes for segments of both lan-
guages in a joint vector space. The model can be
said to incorporate the acoustic properties of both
languages in its parameter weights; this means that,
given a phone segment in the Hindi English data,
the model can estimate whether the phonological
class probabilities of that segment tend towards
American English or Indian English baselines, or
contain elements of both Englishes.

To facilitate joint training, the phoneset to phono-
logical class mappings of the two Englishes are
merged into a single mapping, shown in Table 6
in the Appendix. The training and Hindi English
datasets are force-aligned using the custom acous-
tic models described in Section 3.5. An 80-20 train-
test split is used for training; the range of accuracy

and F1 scores across the phonological classes can
be found in Table 5 in the Appendix. The model
is trained for a maximum of 30 epochs with early
stopping, using the Adam optimizer (Kingma and
Ba, 2014) with a categorical cross-entropy loss
function. Model hyperparameters include a size of
128 for the bidirectional GRU and hidden layer and
a batch size of 16.

3.7 Statistical Analyses

In the vector space of phonological class proba-
bilities defined by the Phonet model, Euclidean
distances are calculated between instances of the
target Hindi English phone segments and the cen-
troids of all instances of the baseline segments in
the American and Indian English training data. The
baselines consist of 500 recordings randomly sam-
pled from each of the American and Indian En-
glish training datasets. The distances are regressed
on the accent ratings using a multinomial logistic
regression, taking the no/negligible rating as the
reference level. The general hypotheses are that,
relative to a no/negligible accent rating, the odds
of a mild or strong accent should increase with in-
creasing distance from the American English base-
line and decrease with increasing distance from the
Indian English baseline. Interactions of distance
with word position are also investigated, given that
variations in the categorization of a speech seg-
ment can be driven by the position of the segment
in the word sequence (Dmitrieva, 2019). Two-way
ANOVA tests are conducted to analyze the effect
of accent rating and word position on each of the
class probabilities of the Hindi English target seg-
ments. Significant differences would be expected
for phonological classes that are contrastive be-
tween the baseline American English and target
Hindi English segments, and the direction of the
difference should correlate with differences in ac-
cent strength, suggesting that the class probabili-
ties have an impact on the strength of the accent
perceived. We report results only for those phono-
logical classes which show significant main effects
of accent ratings, or interaction effects of accent
ratings with word position, on the probabilities.

4 Results

Throughout this section, the terms AE and IE are
used to refer to the American English and Indian
English baselines respectively, with HE used to re-
fer to the Hindi English dataset with accent ratings.
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Figure 1: Left: Coefficient plots of multinomial logistic regression on accent ratings with reference level set
to no/negligible accent, for the labiodental approximant [V] in the Hindi English data. The interaction effect of
Euclidean distance from AE [w] baseline with word position is significant, as is the main effect of distance from the
AE baseline. Center, Right: Interaction plots of dorsal and approximant probabilities of the labiodental approximant
[V] in the Hindi English data by accent rating and initial word position (AE=American English; IE=Indian English).

Figure 2: Left: Coefficient plots of multinomial logistic regression on accent ratings with reference level set to
no/negligible accent, for the retroflex [ú] in the Hindi English data. The main effects of Euclidean distance from
AE/IE baselines are significant, with increasing distance translating to higher/lower odds of strong accent perception.
Center, Right: Distributions of anterior and coronal probabilities of retroflex [ú] in the Hindi English data by word
position (AE=American English; IE=Indian English).



Figure 3: Distribution of tap, anterior, and distributed probabilities of rhotic tap [R] in the Hindi English data by
accent rating and word position. The differences in distributions across the accent ratings of all classes taken
together suggest that speakers with the strong accent are producing the rhotic tap [R] and those with no/negligible
accent the rhotic approximant [ô].

Segment Accent Effect β-coef. p-val
[V] Mild AE Dist. 1.069 .0144

AE*Medial -1.833 .007
AE*Final -1.844 .0038

Strong AE Dist. 1.334 .0027
AE*Medial -1.843 .008
AE*Final -2.146 .00093

[ú] Mild Medial Pos. 0.654 .0153
Final Pos. 0.727 .0045

Strong AE Dist. 1.339 .0446
IE Dist. -2.22 .0013
Final Pos. 0.510 .0497

[R] Mild AE Dist. 3.567 9.2e-07
IE Dist. -3.041 1e-06

Strong AE Dist. 4.618 5.6e-09
IE Dist. -3.179 6.1e-07

Table 3: Log-odds coefficients (β-coef) of selected
variables with accent rating as dependent, taking the
no/negligible accent as reference level. Only signifi-
cant effects are reported (p< .05). Positive log-odds
coefficients suggest increased likelihood of the accent
rating per unit increase in the regressor, relative to the
reference accent. Negative coefficients suggest a de-
creased likelihood. (AE=American English; IE=Indian
English).

4.1 Labiodental approximant [V]

Figure 1 shows the coefficient plot of the multi-
nomial logistic regression model described in Sec-
tion 3.7, and Table 3 includes the β-coefficients
for significant regressors with associated p-values.
Interaction effects between distance from AE base-
line and word position are significant both word
medially and word finally. The main effect of dis-

tance from AE baseline is also significant. This
amounts to higher odds of accent perception both
word initially and medially for both mild and strong
accent ratings: for every unit increase in Euclidean
distance from the AE baseline, the corresponding
increase in the sum of the log-odds coefficients
across main and interaction effects is higher word-
initially and medially than word finally. There are
no main nor interaction effects with distance from
the IE [V] baseline, suggesting that accent percep-
tion is driven by listeners’ unmet expectations of
perceiving the labiovelar approximant [w].

Looking at the two-way ANOVA tests, the in-
teraction effects of accent rating and word po-
sition on dorsal and approximant probabilities
are significant (dorsal: F4,1877=3.121, p=.0143;
approximant:F4,1877=3.899, p=.0037). Tukey post-
hoc tests reveal significant differences in aver-
age dorsal probabilities word-initially between the
no/negligible and strong accent ratings (p=.02),
as well as significant differences in average ap-
proximant probabilities word-initially between the
no/negligible and mild and strong accent ratings
(mild: p=.0263; strong: p=.0315). The interaction
plots are shown in Figure 1 for both phonolog-
ical classes. The plots show that the dorsal and
approximant probabilities decrease with increasing
accent strength in word initial position, suggesting
that speakers with stronger accents are using the
[V] instead of the [w] word-initially.



4.2 Retroflex stop [ú]

Starting with the logistic regression, the results
indicate that there are no significant interaction
effects between distances from baselines and word
position on accent ratings for the retroflex stop [ú].
There are significant main effects of distance from
baselines for the strong accent rating (Table 3),
with larger distance from AE/IE baseline resulting
in higher/lower odds of the strong accent. Word
position of the retroflex [ú] is significant medially
and finally with the odds of perceiving an accent
higher in those positions.

The two-way ANOVA tests show signifi-
cant main effects of word position on both
anterior (F2,2951=5.327, p=.00491) and coronal
(F2,2951=25.980, p=6.6e-12) probabilities. Tukey
post-hoc tests show lower average anterior proba-
bilities word finally than in both initial (p=.02) and
medial (p=.0397) positions, with word final coro-
nal probabilities also lower than in initial (p<.001)
and medial (p<.001) positions, as the probability
distributions in Figure 2 show. However, there
are no significant interaction effects word-finally
between accent ratings and word position on the
probabilities of either phonological class, nor are
there significant main effects of accent ratings on
the probabilities, suggesting that the anterior and
coronal probabilities have no association with the
strength of the accent rating for the retroflex [ú].

4.3 Rhotic tap [R]

Results for the rhotic tap [R] indicate that there
are no interaction effects in the logistic re-
gression between distances from baselines and
word position. Significant main effects are ob-
served for distance from baselines (Table 3), with
larger distance from AE/IE baselines resulting in
higher/lower odds of accent perception. The two-
way ANOVA tests show significant main effects of
accent ratings on anterior (F2,853=26.08, p=1.02e-
11), distributed (F2,853=4.056, p=.0176) and tap
(F2,853=5.798, p=.00316) probabilities, and signif-
icant main effects of word position on tap proba-
bilities (F2,853=4.369, p=.01295). Tukey post-hoc
tests reveal significant differences in average ante-
rior probabilities between all accent rating pairs,
with the largest differences between the strong and
no/negligible (p<.001) and mild and no/negligible
(p<.001) ratings. Differences in average distributed
probabilities between strong and mild accent rat-
ings are also significant (p=.03). Differences in

tap probabilities between mild and no/negligible
ratings are significant (p=.005) as well as between
final and medial positions (p=.0093). These distri-
butions are shown in Figure 3. Given that the tap,
anterior and distributed classes between the tap [R]
and approximant [ô] rhotics are contrastive, when
taken together the higher anterior and tap probabil-
ities and lower distributed probabilities for strong
and mild accents relative to the no/negligible ac-
cent could indicate that speakers in the HE dataset
vary between the tap [R] and the approximant [ô] in
their productions, with strongly accented speakers
tending towards the rhotic tap.

5 Discussion

5.1 Alignment with theories of second
language speech learning

The results empirically show that instances of the
Hindi English segments that are farther from the
American (Indian) English baselines are associated
with higher (lower) odds of an accent. These results
align with predictions from contemporary theoreti-
cal models of cross-language speech learning, such
as the Perceptual Assimilation Model (PAM; Best,
1995) and its extension (PAM-L2; Best and Tyler,
2007), which state that a second language learner’s
ability to perceptually distinguish speech categories
in the language being learned (L2) depends on the
categories’ perceived similarity to the closest cate-
gories in the speaker’s native language (L1). The
Speech Learning Model (SLM; Flege, 1995) posits
that learners at the initial stages of language learn-
ing subconsciously map L2 categories to their most
similar L1 categories, and new L2 categories are
eventually created in the learners’ mental repre-
sentations independent of their L1 categories as
learners are exposed to more input distributions in
the L2.

The existence of the labiovelar approximant [V],
retroflex stop [ú], and rhotic tap [R] in the English
of L1 Hindi speakers could be the result of trans-
fer effects from learners’ L1 language (Sharma,
2017; Kachru, 1986) or learners’ exposure to pro-
ductions from other speakers of Hindi English or
Indian English (Sirsa and Redford, 2013). The
transfer hypothesis is supported by the existence
of the phonemic categories /V/, /ú/ and /R/ in Hindi,
which also lacks the /w/, /t/ and /ô/ phonemes from
General American English (Ohala, 1999; Masica,
1991; Giegerich, 1992). The realizations of the /w/,
/t/ and /ô/ categories as [V], [ú] and [R] respectively in



Figure 4: Coefficient plots of multinomial logistic re-
gression on accent ratings with reference level set to
no/negligible accent, for the rhotic tap [R]. The main
effects of Euclidean distance from AE/IE baselines are
significant (AE=American English; IE=Indian English).

the Hindi English data are supported by the Single-
Category assimilation model from PAM/PAM-L2,
which predicts poor discrimination of the Amer-
ican English categories when they are perceived
by learners to be similar to their L1 Hindi cate-
gories. The SLM also predicts the realization of
the L1 Hindi categories in speech in place of the
American English categories once learners subcon-
sciously map the American English categories to
their most similar L1 Hindi categories. To get an
approximate similarity measure, the cosine sim-
ilarities between the baseline American English
categories and the L1 Hindi categories in the Hindi
English data are computed in the joint vector space
of the Phonet model, using their probability vec-
tor representations. Only the set of speakers with
a strong accent rating is used for the calculation,
given that speakers with no/negligible or mild ac-
cents may be producing American English-like cat-
egories in their speech in line with the SLM hypoth-
esis described. The cosine similarities between the
category pairs are strong ([w]-[V]: µ=0.70, σ=0.14;
[t]-[ú]: µ=0.81, σ=0.12; [ô]-[R]: µ=0.74, σ=0.07),
which supports the predictions of the PAM/PAM-
L2 and SLM models.

Also consistent with the SLM model is the find-
ing that the perceived degree of accentedness varies
depending on the position of the segment within
the word, as the mapping of L2 to L1 sounds occurs
at the level of position-sensitive allophones. For
example, larger distances from the American En-

glish labiovelar approximant [w] baseline are more
prominent word-initially, and the retroflex [ú] seg-
ment has a greater impact on accentedness percep-
tion word-medially and finally, possibly because
the category /t/ is realized in American English as
retroflex [ú] primarily in word-initial positions and
particularly before the rhotic approximant [ô] as in
’try’ (Polka, 1991).

The retroflex [ú] segments in word-final position
in the Hindi English data have lower anterior and
coronal probabilities than in initial and medial po-
sitions, suggesting a higher degree of retroflexion
word-finally. The lack of significant effects of ac-
cent ratings on anterior and coronal probabilities,
together with the significant effect of word-final
position on accent strength and the high degree of
word-final retroflexion suggest that while the pro-
duction of the retroflex [ú] segment is significant,
there may be other acoustic differences between
the [t]/[ú] segments that are more salient to the per-
ception of accentedness. This finding lines up with
research showing that American English speakers
have difficulty distinguishing retroflex from dental
stops in Hindi (Pruitt et al., 2006; Polka, 1991),
suggesting a lack of sensitivity to retroflexion.

The significant difference in average dor-
sal and approximant probabilities between the
no/negligible and strong accents for the labiodental
approximant [V] segments in the data suggests that
English speakers of Hindi realize the segment as
a labial sound without the accompanying tongue
back approximation toward the velum. Moreover,
the constriction at the lips is too narrow to achieve
the typical resonance of an approximant. For the
rhotic tap [R] segment, higher anterior and tap prob-
abilities for mild and strong accents indicate a for-
ward articulation consistent with a tap rather than
the retracted, posterior articulation of the Ameri-
can English [ô]. Lower distributed probabilities for
mild and strong accents suggest a reduced tongue
contact spread, characteristic of the localized artic-
ulation of the tap and contrasting with the broader
tongue configuration typical of the approximant
[ô].

5.2 Investigating Phonet’s probability-based
representations for accent classification

We investigate whether the phonological class prob-
ability vectors generated by Phonet for the seg-
ments in this study can differentiate among ac-
cent ratings relative to two baseline representations:
the log Mel-filterbank (MFCC) transformations de-



scribed in Section 3.1 that serve as input to the
Phonet model, and pre-trained embeddings from
the final transformer layer of the WavLM architec-
ture, using the wavlm-large model (Chen et al.,
2022). The MFCC and WavLM representations are
derived for the target Hindi English segments in
this study by averaging across all frames for the
segment. We run two types of accent classifica-
tion models that take the representations as input:
a linear support vector classifier (SVC) with L2
regularization, with a grid search determining the
optimal regularization parameter for each model,
and a neural network classifier (NNet) with a single
dense layer of size 512 that uses a ReLU activation,
followed by a softmax classification layer. The net-
work is trained using cross-entropy loss with the
Adam optimizer and a dropout value of 0.5. The
Phonet probabilities, like the MFCC representa-
tions, are log-transformed. An 80-20 train-test split
is used with results averaged across three seeds.

F-score
Segment Features SVC NNet

[V] MFCC 51.28 51.74
Phonet 45.93 52.43

WavLM 62.14 68.34
[ú] MFCC 50.19 47.64

Phonet 49.96 52.44
WavLM 69.96 79.3

[R] MFCC 52.56 57.41
Phonet 52.39 55.65

WavLM 61.37 67.24

Table 4: F-scores from support vector (SVC) and neural
network (NNet) accent classifiers using features from
different segment representations as input. Results are
averaged across three seeds.

The results in Table 4 show that the WavLM
representations, as expected, discriminate the ac-
cent ratings best across all segments and classifier
types. The nonlinear neural network classifiers
trained using Phonet representations show notice-
able improvements in the F-score compared to the
linear SVC classifiers, and the improvements are
seen across all segments. The improvement is par-
ticularly visible with the labiodental approximant
[V]: the biased linear SVC classifier does worse
with Phonet representations compared with MFCC-
based ones whereas the nonlinear neural network
classifier shows comparable performance between
the two representations. The MFCC-based neural
network classifiers, in contrast, only show improve-
ment over the linear SVC classifiers for the rhotic
tap [R] segment, with worse results for the retroflex
[ú] segment possibly due to overfitting. These find-

ings indicate that the Phonet-based representations
may be richer than the MFCC-based ones in the
sense that they contain more non-linear relation-
ships and interactions that can be unlocked by more
complex models; however, they do not rival the
pre-trained WavLM representations which contain
more information to better discriminate accents, at
the cost of reduced explainability.

6 Conclusion and Future Directions

This study demonstrates the use of a neural net-
work model, Phonet, to capture gradient phonetic
variation which reveals nuanced patterns of L2 mis-
pronunciation that align with and extend second-
language speech theories. These findings align
with theoretical models of second language speech
learning such as the Perceptual Assimilation Model
and the Speech Learning Model, particularly in
demonstrating the influence of L1 phonological
systems on L2 production and the positional sensi-
tivity of speech articulation. The study highlights
how gradient phonetic variation offers deeper in-
sights into the articulatory and perceptual mecha-
nisms underlying accentedness, bridging theoret-
ical predictions and empirical observations. Be-
yond validating second-language speech models,
this approach unveils fine-grained articulatory de-
tails, advancing our understanding of L2 speech
learning and providing a robust foundation for fu-
ture research in cross-language speech perception
and production.

Future research could explore observed pat-
terns of L2 English mispronunciation and posi-
tional sensitivity for other L1 languages using
neural network-based vector representations to
see if generalizations are present. Analyzing co-
articulatory effects and dynamic speech variations
could further bridge theoretical models and real-
world speech patterns, offering deeper insights into
second-language acquisition.
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Phonological Class Accuracy F1 score
syllabic 91.07 91.23
consonantal 91.55 91.59
long 86.69 88.8
sonorant 93.68 93.68
continuant 92.50 92.50
delayed release 91.98 92.57
approximant 92.86 92.9
tap 97.31 98.33
nasal 91.83 92.98
voice 93.2 93.2
spread glottis 95.66 96.81
labial 87.65 88.8
round 90.4 92.42
dental 96.15 97.33
coronal 88.65 89.02
anterior 88.08 88.79
distributed 87.56 90.31
strident 95.11 95.52
lateral 92.9 94.8
dorsal 90.97 91.01
high 87.56 88.61
low 91.37 92.41
front 90.26 90.99
back 90.33 92.01
tense 86.84 90.98
constr glottis 99.99 99.99

Table 5: Accuracy and F1 scores for classification of phonological classes by the Phonet model.



Phonological Class Phone List
syllabic a aj aw a: e: ej i i: o: ow æ 5 A A: 6 6: Oj @ Ä E E: 3 3: Ç I 0 0: U
consonantal b bj c ch cw d Ã dj d” f fj h j k kh kw l m mj m

"
n n

"
p ph pj pw s

t Ù th tj tw t” v vj z ç ð N ã é éw g gw ł ł
"

M ñ R Rj R̃ S ú új úw L Z V P T
long a: A: 6: i: E: 3: e: o: 0:
sonorant a a: aj aw 5 æ A A: 6 6: E E: 3 3: Ç e: ej I i i: o: ow Oj 0 0: U @ Ä

l ł ł
"

L j R Rj R̃ ô m m
"

mj M N ñ n
"

n V w
continuant a a: aj aw 5 æ A A: 6 6: E E: 3 3: Ç e: ej I i i: o: ow Oj 0 0: U @ Ä

ð T f fj j R R̃ Rj ô S Z v vj ç l ł ł
"

L h s z V w
delayed release f fj S Z ç v vj Ù Ã h s z ð T
approximant a a: aj aw 5 æ A A: 6 6: E E: 3 3: Ç e: ej I i i: o: ow Oj 0 0: U @ Ä

j R̃ R Rj ô l ł
"

ł L V w
tap R R̃ Rj

nasal m mj m
"

M n n
"

N ñ
voice a a: aj aw 5 æ A A: 6 6: E E: 3 3: Ç e: ej I i i: o: ow Oj 0 0: U @ Ä

ð d dj ã d” R R̃ Rj ô j é éw Z Ã v vj m mj m
"

M n N n
"

ñ b bj l ł
"

L gw g z V w
spread glottis h
labial p pj ph pw f fj v vj V M mj m m

"
b bj

round 6 6: ow o: Oj 0 0: U
dental t” d” ð T
coronal c ch cw ç R R̃ Rj ô S Z Ã Ù ú új úw t th tw tj t” n

"
n ñ L d ã d” dj l ł ł

"
s z T ð

anterior R R̃ Rj t tw th tj t” d dj d” n
"

n l ł ł
"

s z T ð
distributed c ç ch cwé éw Ù Ã S Z ô L ñ T ð
strident s z Ù Ã S Z
lateral l ł ł

"
L

dorsal a a: aj aw 5 æ A A: 6 6: E E: 3 3: Ç e: ej I i i: o: ow Oj 0 0: U @ Ä
c ch cw ç k kw g gw N ñ ł ł

"
L w

high I i i: 0 0: U c ch cw ç k kw g gw L N ñ w
low a a: aj aw A A: 6 6: æ
front æ E E: Ii i: c ch cw ç e: ej j é éw ñ L
back A A: 6 6: 3 3: Ç o: ow Oj U ł ł

"
w

tense e: ej i i: 0 0: o: ow @ Ä j w
constr. glottis P

Table 6: Mapping between MFA phonesets and Hayes’ phonological classes for Phonet modeling.
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