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ABSTRACT

Spin projected AUHF and AUMPn (n = 2, 2.5, 3) methods are used to calculate vertical core exci-
tation energies. These methods are applied to a set of symmetrical molecules with equivalent
atoms. We assess the role of core localisation, SCF orbital relaxation, pair correlation, and different
relativistic corrections on the accuracy and reliability of the results. Additionally, we explore the lim-
itations of using core-hole reference determinants and address some complications that may arise

in perturbative calculations.
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1. Introduction

High resolution X-ray spectroscopy is widely used to
obtain insights into the electronic and geometric struc-
ture of condensed and gaseous matter [1-8]. Advances
in experimental techniques, such as X-ray photoelec-
tron spectroscopy (XPS), X-ray absorption spectroscopy
(XAS), and inner-shell electron energy loss spectroscopy
(ISEELS), have facilitated analysis of atom-specific core-
level ionisations and excitations, both of which provide
information relevant for ‘molecular fingerprinting’ and
probing the photophysics of materials [9-11]. Recent
endeavors for exploring ultrafast processes under X-ray
radiation have revealed key information on the chemical

reactivity and dynamics of many compounds, includ-
ing transition metal catalysts, semiconductor thin films,
battery materials, and organic molecules, by enabling
observable evolution of electronic excited states [12-16].
For a particular system of interest, the unique spectro-
scopic signatures of an inner-shell photodetachment or
excitation is dependent on the nature of the core-hole
state, its sensitivity to the local environment, and the
electronic structure of the final states.

Growing research in X-ray science has led to the
increasing availability of high resolution experimental
data. This has motivated the development of theoreti-
cal and computational approaches for simulating X-ray
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spectroscopy [17]. Thus, in corroboration with experi-
ment, the identification of chemical shifts and potential
mechanisms for ultra-fast reactivity drives the need for
accurate and predictive models. Assessing the accuracy
of ab initio methods for modelling X-ray spectroscopy
requires the consideration of modern-day experimen-
tal precision in spectral measurements. For example, the
use of X-ray beams of high coherence and brilliance can
reduce uncertainties in peak fitting by improving the
signal-to-noise ratio and energy resolution, which allows
for more distinguishable spectral features [18-23]. As
such, the overall resolution obtained in experiments such
as XAS and XPS is most often 1 eV or less [7,24-27].

Detailed accounts of many successful ab initio meth-
ods for modelling excitations and ionisations of core elec-
trons are present in the literature [28-36]. Early studies
on core-ionisations of small molecules utilised the differ-
ence of self-consistent-field solutions (ASCF) obtained
with the Roothaan-Hartree-Fock (HF) method [37-41].
Developed around the same time, Slater’s Xa method
[42] gave reasonable results for optical transitions by
X-ray absorption in molecules and solids. Slater’s Xa
became the progenitor of transition potential and tran-
sition operator methods through its use of fractional
orbital occupation numbers [43-53].

Methods based on Kohn-Sham density functional
theory (DFT), modified extensions of time-dependent
density functional theory (TD-DFT), and variations of
the static-exchange (STEX) method have shown via-
bility for accurate, low-cost computation of core spec-
tra [54-70]. More recent examples of single deter-
minant DFT methods include the restricted open-
shell Kohn-Sham (ROKS) approach [71,72] and the
direct application of ionisation potential (IP) corrected
exchange correlation functionals [73-75]. State-of-the-
art, systematically improvable approximations based on
many-body response theories offer highly accurate inten-
sities and energies for assignments of X-ray spectra.
Under this description spans variations of the GW
approximation [76-83], the algebraic diagrammatic con-
struction [84-89] (ADC), delta-based coupled cluster
(ACC) [90-93], the class of equation-of-motion coupled
cluster (EOM-CC) methods [94-100], and related propa-
gator methods [101,102]. Methods for combining ASCF
with quasiparticle corrections for orbital eigenvalues
have been tested recently [103,104]. Other wavefunction
theories used to study X-ray spectroscopy include mul-
tireference configuration interaction [105-108] (MRCI),
Monte Carlo configuration interaction [109] (MCCI),
excited state mean field (ESMF) theory [110,111], non-
orthogonal configuration interaction [112-114] (NOCI),

restricted open configuration interaction with sin-
gles [115-117] (ROCIS), and multiconfigurational self-
consistent field (MCSCF) methods [118-122].

For most post-SCF calculations, core-excited states are
accessed by limiting the excitation space of substituted
determinants or by employing the core-valence separa-
tion (CVS) approximation [84,123-125]. Weak electro-
static interactions between core and valence electrons
justify the exclusion of certain types of configurations
or Coulomb repulsion integrals, resulting in very minor
effects on K-edge excitation energies for light atoms
[126]. Due to the nuclear proximity of core electrons,
scalar relativistic and perturbative spin-orbit treatments
are typically performed [127-131]. Additionally, rela-
tivistic multicomponent methods have been applied to
core-excitations [132-137].

The formation of a core-hole is accompanied by a
significant reorganisation of the atomic or molecular
electronic structure. In quantum chemistry, this par-
ticular effect can be characterised by orbital relaxation
(ORX). It is known that ASCF with HF is able to cap-
ture ORX effects for core-level transitions when the core
orbital is localised on one atom [138-142]. However,
when molecular symmetry is present, core orbitals are
delocalised over equivalent atoms as symmetry adapted
linear combinations. One prototypical example is the
(1s04)™"! or (1s0,4)! hole-state of N. The reorganisa-
tion or relaxation energy is then representative of the
screening potential induced by the charge distribution
of valence electrons in the presence of a vacant core
[143,144]. Picturing this case as a simple two-site point
charge model, the screened interaction energy of a delo-
calised core-hole is half of what it would be with a
localised core-hole. ASCF calculations for ionisations in
diatomics from either 6, or o, produce only about half
of the ORX energy [145], but when the core orbitals are
strongly localised (i.e. as a 1s orbital on either atom), most
of the ORX energy is recovered. It follows that the ORX
energy is inversely proportional to the number of equiva-
lent atomic sites that the core-hole orbitals are delocalised
over [142]. If one chooses not to abandon orbital sym-
metry, correlation energy contributions describing pair
interactions involving the delocalised core-holes must be
incorporated.

By using many-body perturbation theory (MBPT) to
construct a response function [146] that contains infor-
mation about the hole state, one will find that fluctuation
potential/self-energy expressions contain terms corre-
sponding to correlation that will become competitive,
energetically, with terms for relaxation when symmetry is
present [138,141,145,147]. With localisation, the position



of the core-hole is inherently correlated with the coor-
dinates of the redistributed electron charge density that
contributes to the screening potential, and thus, the ‘con-
cepts of relaxation and correlation become inseparable’
[148,149]. The accurate performance of ASCF calcula-
tions on local core-holes is a direct result of effectively
mixing ORX and correlation effects [145].

We have merely stated simple, historically established
ideas on the physical effects that must be incorporated
in theoretical models for understanding molecular X-
ray physics. Considering the advancements and appli-
cations described above, there remains an outstanding
need to further develop models for core-level transitions
that provide reliable results with reasonable and tolerable
computational scaling. In most circumstances, the afore-
mentioned classes of methods can achieve sub-electron-
volt accuracy with respect to experiment, especially for
systems with second-row p-block elements. More specif-
ically, CI and CC methods indeed offer highly accurate
K-edge results, but require iterative diagonalisation and
solution of amplitude equations. For example, the size ofa
CI-like matrix is controlled by the combinatorial number
of determinants generated from the defined active space.
Practical CC and EOM-CC approximations for (core)
excited states can scale between O(N®)-O(N®) [100].
To elude the curse of dimensionality and the increas-
ingly high time and space complexities that accompany
these methods, one may turn to alternatives with low-
order polynomial scaling. In particular, if only mainline
core-level X-ray transitions dominated by one particle or
one particle-hole pair are sought, a single determinant
SCF method may be preferred, especially for large sys-
tems. At mean-field cost, one can take the approach of
explicit orbital optimisation of two reference determi-
nants to model ORX [150]. On a related note, one can
adopt a variational coupled cluster ansatz that also scales
O(N*), with N basis functions, to include infinite order
relaxation effects [151]. Similarly, correlation effects can
be added systematically with MBPT(n) to nth order. A
large portion of the electron correlation energy can be
recovered with second-order perturbation theory. This
usually requires an initial integral transformation to the
molecular orbital basis that scales O(N?), which remains
quite affordable.

Following this notion, the goal of this work is test
and evaluate protocols in this domain with established
electronic structure frameworks [152]. In this study, we
opt for a spin-conserving composition of both SCF and
Moller—Plesset (MP) perturbation theory with scalar rel-
ativistic corrections. The performance of these methods
on the computation vertical K-edge excitation energies is
assessed.
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2. Methods

Spin-projected UHF and UMP#n (n = 2, 2.5, 3) calcula-
tions are performed with different basis sets, pseudopo-
tentials, and relativistic corrections. A protocol for orbital
index restrictions according to specified thresholds for
suppressing errors due to small denominators is applied.
This section is composed of self-contained explanations
of the component theoretical and computational proce-
dures employed herein.

2.1. Spin projection

For generating an initial SCF wavefunction, HF is
selected as a fundamental, parameter-free starting point
in order to mitigate delocalisation errors, self-interaction
errors, and the task of curating density functional approx-
imations [153-157]. The maximum overlap method
[158-164] (MOM) is used to locate a non-Aufbau, unre-
stricted Hartree-Fock (UHF) solution representing a
core-hole state. To obtain a representative excited state
SCF solution, a core orbital is rotated into the virtual
space in accordance with the desired transition. Each iter-
ation is then anchored to the initial guess via a projection
operator and the orbital ordering is sorted by an overlap
metric [161]. This method avoids variational collapse to
the ground state, although other efficient algorithms are
also applicable [51,72,165,166]. The excited state singlet
is ideally a linear combination of open-shell configura-
tions since the promotion of either an up-spin & or down-
spin f electron from the same core orbital to some virtual
orbital is equally probable. Since the chosen model is
constrained to a single determinant framework, the core-
hole UHF solution will suffer from artificial spin contam-
ination as a consequence of breaking spin-symmetry in
exchange for a lower energy [167-170].

To obtain correct spin-state energetics starting from a
broken-symmetry solution, one can employ projection-
after-variation techniques. One such method is approx-
imate projection (AP) [171-173]. A limitation of AP is
that calculation of additional (s+ 1) spin states (them-
selves susceptible to spin contamination) is required if
more than one contaminant is present — highlighting an
insufficiency in the two-state model. Another drawback
is that AP alone does not correct the wavefunction.

Furthermore, a UHF wavefunction after a single anni-
hilation may exhibit an anomalous increase [174] in the
value of the total spin-squared expectation value (S?)
away from its true s(s + 1) eigenvalue or, in some circum-
stances, (S2) can even become negative [175]. As such, it
may become necessary to remove multiple contaminants
of higher spin. Determining the weighted contributions
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from higher spin states will require information about
higher moments m of (S?) - the values of (S*™). To
initiate spin purification of the broken-symmetry UHF
solution, the wavefunction must be corrected.

Projected HF (PHF) wavefunctions are constructed
by re-coupling intrinsic electronic spin using projection
operator [176-179] or group-theoretical [180-184] tech-
niques. PHF wavefunctions are multiconfigurational spin
eigenfunctions and include the necessary nondynami-
cal correlation in the many-electron system. Here, we
employ Lowdin’s spin projection operator O

_ S?—s(s+1)
O _gk(k+ 1) —s(s+ 1)

(1)

where k is the spin of the target spin state and s is the
spin of the higher state to project out. The operator Oy
can resolve a vector in Hilbert space into its component
along the axis for k spin via orthogonal projection [185].
In addition to its commutation with the spin-free non-
relativistic Hamiltonian H, this projector satisfies charac-
teristic properties of idempotency and completeness. Oy
can be written as a product of annihilation operators A,

82 —k(k+1)

A= G W) — Kk + D)

(2)

which are not idempotent [186]. Applying all possible
annihilators for obtaining the entire manifold of configu-
ration state functions (CSF) is analogous to performing
full CI (FCI), so truncation becomes computationally
necessary.

The many-electron total spin-squared operator [187]
is then

N!

_N(N-9 _
21N =2)!

— TP

i>j

8?2 = (3)

where ¢ is the number of unique two-index spin trans-
position generators P;; of the symmetric group Sy con-
taining N particles [188]. Application of Oy on some
reference wavefunction ¥, gives a CSF @y that is a lin-
ear combination of Slater determinants D; that span the
subspace of basis vectors with M}, quantum numbers

|0x) = D ¢ 1Dy) (4)
J

such that
S%\®k) = k(k + 1) | D). (5)

The configuration weights {c;} are sometimes referred
to as the Sanibel coefficients [189]. The PHF wavefunc-
tion, its energy, and spin properties should correspond

to an electronic state of a particular multiplicity. The
solution of the PHF equations constitutes a variation-
after-projection (VAP) approach if the projected wave-
function is itself variationally optimised prior to pro-
jection [190,191]. This kind of approach is a hallmark
of the extended Hartree-Fock (EHF) method [178,192].
Projection-after-variation (PAV) assumes one optimises
a UHF determinant and subsequently performs spin-
projection. This is known as projected UHF or PUHF
[193-195] which falls under the category of EHF schemes
[196]. We take advantage of the robustness of modern
SCF solvers and fast convergence of single reference SCF
densities to optimise UHF wavefunctions for subsequent
spin projection. Importantly, the PUHF model does not
include dynamical correlation contributions.

2.2. Projected Hartree-Fock and Mgller-Plesset
theory

To introduce information about electron-electron cor-
relations, we treat many-body interactions perturba-
tively via Mealler-Plesset partitioning [197] of H into
the zeroth-order Hamiltonian Hjp and perturbation
operator V:

H="Ho+V. (6)

At second order, a minimal description of pair correlation
corrections to the HF energy is brought about through
connected doubles substitution operators Xé‘b. The set

of X,;‘b correlators are said to have isolated effects in that
there is no coupling between double substitutions. In the
context of core-hole states, the second-order (OO| |VV)
terms allow for pairwise core-core, core-valence, and
valence-valence Coulomb and exchange interactions.
This works parallels earlier computational studies
demonstrating that AMP2 can be used to obtain core
electron binding energies with high efficiency [198,199].
On this note, Brumboiu and Fransson have performed
MP2 energy decomposition analysis for core IPs [200].
Their findings indicate very large energy contributions
from core-valence corrections with delocalised symme-
try orbitals (see Fig. 7 of Ref. [200]). This is significant in
regards to the SCF picture of an ionisation of a delocalised
core orbital because, in a sense, one is removing only ‘half
the core electron density. In Nj, for example, the ORX
energy of a core-ionised state formed by a detatchment
of 1s6, must be complemented by the correlation ener-
gies that describe pair-removal and pair correlations that
involve both 1s0, and 1so, - quantities that ASCF lacks.
This reasoning translates to core-excitations as well. Take
a single orbital rotation of 1soy and 2pmy. ASCF does
not have the very large core-valence corrections involving



1so, ! or the remaining occupied 1so,. Another inter-
esting point in the study of Brumboiu and Fransson is
the large contributions of opposite spin af and same
spin BB terms in the core-valence MP2 corrections for
the ionisation of a delocalised a core orbital. An ear-
lier work by Kosugi [201] also signifies the occurrence of
large core-valance exchange integrals for core-hole states
in diatomics (see Table 2 of Ref. [201]). The physical basis
of this observation along with the considerable f# ORX
discourages the use of spin-component-scaled MP meth-
ods. The spin polarisation in the final state can result in
a high degree of spin contamination in the UHF refer-
ence, which is a cause for severe errors in the UMPn series
[202]. We propose, quite simply, that PUMP2 and PUHF
can be chosen to remedy spin-symmetry breaking.

Because MP2 typically overestimates the pair correla-
tion energy, MP3 is said to offer a more realistic descrip-
tion of that energy [203]. It may be reasonable to suggest
roughly extrapolating the perturbation series by adding
some fraction of the third-order correction to the second-
order total energy. Methods that rely on the arithmetic
mean of second- and third-order corrections have shown
promising results for modelling non-covalent interac-
tions, [204,205] reactivity, [206] and spectroscopy [207].
Since we are concerned with excitation gaps, we desire
more direct information about total energies through
APUHE APUMP2, and APUMP3.

In this paper, we adopt the formulations for spin pro-
jection outlined by Schlegel [208]. The energy for some
projected reference wavefunction ¥ is given by

(O HIOY) @)
(OkY1OkY)
Since
[H,Ok] =0, (8)
the following matrix elements are equivalent:
(PIOTHONY) _ (O#IHION)

(P) O O 1) (O |OLY)

To formulate projected energy expressions, Léwdin sug-
gested that expectation values be evaluated for a compos-
ite Hamiltonian [178,196]

Q= O HO, (10)
which can be reduced to
Ok HO, = HO, (11)
because

Or =00 O = 0. (12)
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The projected energy is then

(O H [Or'?)
(O P10 YP)

_ (YITHO|Y)
ERNTTTOR T (13)

The PUHF energy expression using a zeroth-order wave-
function ¥ is

_ (Pol HOk [¥o)

Erunr = =y 100%0) (14)

To incorporate systematic, order-by-order correlation
effects, a projection operator [209] that spans the sub-
space of substituted determinants wg is inserted in
Equation (14)

Q=>" lyg) (gl (15)
q

This secondary orthogonal space couples to the primary
model space represented by a HF wavefunction. This pro-
vides CI-like matrix elements in the perturbative expan-
sion pertinent to nth order wavefunction and energy
corrections.

Using Q, we resolve the identity:

Yol H O |¥
EPUHFZZ( ol |Wq)(Wq| k | 0>‘

16
(Wl Or¥o) (16)

q

By Brillouin’s theorem, (¥o| H |y{') = 0 and since 'H
contains at most two-electron operators, only
(ol le,?) elements are needed. Expanding
Equation (16) gives

Epunr = (Wo| Ho |Wo)

iy (Pol VIy®) (w1 Ok [¥o)
oy (PolOx¥o)
a<b

(17)

Determination of Epyyr is straightforward since ¥y can
be readily computed a with a known set of single-particle
basis functions. The projected wavefunction with the Q
basis is:

lyq) (wql Ok o)

18
(Pol OxPo) 18

Ok 1¥o) = [¥0) + D
q

= |¥o) + [¥) . (19)

The correction to the UHF wavefunction from spin pro-
jection is then

%=
i<j
a<b

") (Wil | Ok Wo)
(PolOx¥o)

(20)
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However, for the nth order projected energy, the wave-
function corrections up to ¥,_; will involve substitu-
tions beyond singles { and doubles wgb due to the

evaluation of (S?) by modified Slater-Condon rules
[210,211].
The projected UMPn energy is
(Pol HOx |Wo + W1 + ... + Pu1)

E _ . (21
PUMPn (Pol| O |Wo+ Y91 +... +¥,—1) (21)

Since Ok and 'H to commute, we get

Epumen = (Wol Ho [Wo) +
q

(T0|V|Wq) (Wq|ok
N [Wo+ W1+ ...+ Pua1)
(Yol Ok |Wo +¥1 + ... + Pu1)

(22)

Similarly, we have expressions for Epyppz and Epypps:

Epump2 = | (Wol Ok |Wo) (Yol Ho [P0 + ¥1)
+ D (Yol Oklyg) (wglV %o + 1) | /
q
(Wol Ok |'Wo + ¥1) (23)
Epymps = | (ol Ok [¥o) (Yol Ho [Po + ¥1 + ¥2)

+ D (Yol Oklyg) (wglV ¥ + ¥1 + ¥2) |/
q

(Wo| Ok |Wo + V1 + ). (24)

Equations (23) and (24) are advantageous since one can
directly control the number of A operators

Typically, spin purification is achieved after applying
Aks1 and Ag,,, but projection of s> 3 spins may still
be necessary [212]. If there is only one spin contami-
nant, the approximation Oy &~ Aj holds and y4 would
contain only y/ and af wgb excitations. For each Ag,

there is an instance of S2. Thus, m projections requires
matrix elements for (S2™) that involve ¥y, wgb, and

higher excitations in Equation (22). The less-sparse S
matrix for more than one annihilator reaches a spatial
complexity of ~ O*V*. This approach is not very prac-
tical beyond MP2. In Equations (23) and (24), one only
needs (Wo| S2 |wq) where yg runs over y! and w,-‘}b, but
at the cost of computing (yy| H |¥»—1) with y; going
up to quadruples for PUMP2 and hextuples for PUMP3
[208].

In either forms of Epyppy, the computation of S
and ‘H matrix elements is similar to that of a FCI
approach. Approximations to the spin projected ener-
gies can be made via Gram-Schmidt orthogonalisation
of perturbative corrections ¥,,.

_ Po(¥alPo)

(Po|Po)
The contributions of spin projection and configurations
already contained in ¥y are removed from the spin-
projection correction of the UHF reference ¥ to avoid

double counting. We require, for annihilating m higher
spins s,

lpn = Tn (25)

S?—(s+m)(s+m+1)
(Wol S2|Wo) — (s + m)(s + m + 1)

to ensure intermediate normalisation: (¥y|.Ast,, Vo) =
1 [213]. Here, we see that O is not directly applied
to each W,,. Rather, P, are found using the overlaps of
(Wnl¥o).

For the limit as the set of W, and its corrections
¥, approaches the exact wavefunction ¥, the projected
energy is

As-}—m = (26)

Epumpn = (Wol H |Wo + Wo+ W1 + P14 - - 4+ ¥p—1)
= (Yol H|¥ + Y1+ -+ Pu1)
+ (Yol H |'¥o)

« 1— (¥ + Y +...+ P |¥)
(Wo| o)

(27)
The projected energies can be written in terms of UMP#n
energies combined with projected wavefunction correc-
tion terms
Epumpn = Eumpn
+ 0Epunr
y 1— (Y1 4+ +...+ P |¥)
(Wo|Wo)

(28)
where
S (Pol VIwi?) (wPIS? ¥o)
pusr = 2 (Wl S? o) — (s + m)(s +m+1)

i<j
a<b

(29)

is obtained from Equation (17). The expressions for this
estimation at second and third order are

= 1 — (¥|P)
Epympz =~ Eumpz + 0Epunr | ———— (30)
(Po|¥o)



and

- 1 — (¥ + ¥2| o)
Epumps =~ Eumps + JEpunE —
( (Wol¥o) )

(31)

The approximation to PUMP3, in the Q space of
singles, doubles, and quadruples, conventionally scales
as O(M®) for M basis with the additional overhead
of generating (S?) for each annihilation. Results for
UMP4 also accompany those for projected third order,
but with the omission of wgfc terms [214]. Contri-
butions from three-body correlations would otherwise
present a steep cost of O(M’). In this work, we make
use of implementations based on Equations (17), (30),
and (31).

2.3. Relativistic corrections

Scalar relativistic effects for C, N, O, and F atoms are
included as a post hoc correction to AHF and AMP exci-
tation energies. We examine two procedures. The first is
based on the relativistic shift in the ionisation potential
for a two-electron atom defined by Bethe and Salpeter
[215].

B =a? 52+ 10h - 2209 @)

- ?3(5(3](1'12))] - B (32)

Expectation values in Ej for atomic number Z > 2 are
available in works by Perekis, Silverman, and Scherr
[216,217]. A different correction scheme for C, N, O, and
F was developed by Chong and coworkers [218-220],
leading to the following formula

Crei = -A—Ifr (33)

where the correction Cyy (in eV) is found with A =
2.198 x 1077, B=2.178, and the calculated non-
relativistic core IP Iy, (in eV). The corrections of Perekis
Cperekis for atomic ions isoelectronic to helium lack
valence screening present in molecules. The values of
Cperekis are then larger than those of Ccpong by a fac-
tor of ~ 2. In lieu of performing ASCF calculations for
Equation (33), we abide by this heuristic. The relativistic
corrections used in this work for C, N, O, and F are 0.1,
0.2, 0.4, 0.7 eV under Cperekis and 0.05, 0.1, 0.2, 0.35 eV
under Cchong, respectively.
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2.4. Denominator control

The MP2 energy denominator with a core-hole reference
(€i + €j — €4 — €p) may become very small. The addition
of a core-hole orbital €, with a large negative eigenvalue
with a lower-lying occupied valence ¢; may nearly can-
cel the addition of another valence ¢; with a high-lying
virtual €5 that possesses a large, positive eigenvalue. Sim-
ilarly, a core-hole ¢, plus another negative, high-energy
core orbital €; combined with a valence orbital ¢; plus
a low-lying virtual ¢, can lead to a very small denomi-
nator. In these cases, identical atoms can lead to greater
instances of coupling between core-holes and occupied
cores. Also, basis sets with many polarisation functions
of high angular momentum can result in high energy vir-
tual orbitals with eigenvalues similar in magnitude but
opposite in sign to the core-orbitals. These small denom-
inators introduce numerical instabilities in the pertur-
bation series [90,96,200]. A recent protocol by Dreuw
and Fransson [221], suggests a denominator threshold
of 0.1 a.u. for freezing orbital indices for correlation. We
adopt this threshold 71, and switch on a tighter (0.02 a.u.)
threshhold 7 when the frozen orbital window with 7z
still exceeds 5% of the total orbital count.

3. Results
3.1. Computational details

Vertical K-edge excitation energies wx for symmetry-
allowed transitions are computed using AUHF and
AUMPa (n = 2, 2.5, 3) with and without spin projec-
tion for various combinations of basis sets. Relativistic
corrections for C, N, O, and F are added to the indi-
vidual energy differences. The Pople and Dunning basis
sets are taken from the Basis Set Exchange [222]. Multi-
electron Wood-Boring (MWB2) effective core potentials
(ECP) on non-target atoms sans hydrogen are used for
core-localisation. The basis sets for second-row atoms are
also 1s uncontracted (u) for a more optimal core orbital.
Redundant functions in the core-uncontracted Dunning
basis are removed.

An assortment of symmetrical molecules with equiv-
alent atoms listed in Table 1 were taken from the
Chong-Gritsenko-Baerends (CGB) dataset [247] and
the NIST CCCBDB [248]. Optimised geometries with
CCSD(T)/aug-cc-pVTZ are reported in a prior publica-
tion [249] and in the CCCBDB. The structure for OF;
was optimised locally at the same level of theory. All
molecules in the test set are closed shell except O,.

All calculations were performed with a development
version of Gaussian [250]. For calculations without ECPs,
integral symmetry with Abelian groups is used.
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Table 1. Set of symmetrical molecules and experimental core-excitation energies at the C, N, O, and F K-edge.

CK-Edge Exp. N K-Edge Exp. 0 K-Edge Exp. F K-Edge Exp.
CHy 285.9[223] N; 400.9 [224] 03 (0=0-0) 529.1[225] Fy 682.2 [226]
CHa 284.7 [223] cis-Diazene 398.41227] H20; 533.0[228] CaFs 690.7 [229]
CoHg 286.9 [223] GN, 398.9 [230] o, 5354 [231] CF,0 689.2 [232]
GN; 286.3 [230] Hydrazine 401.5[233] 0, 530.8 [234] CH,CF, 690.3 [229]
Cyclopropane 287.7 [235] Urea 402.0 [236] cis-CHaCF2 £89.3 [229]
CaFs 290.1 [229] N3_ (N=N=N) 399.6[227] OF; 683.8[237]
Furan (C-0) 286.6 [238] Tetrazine 398.8 [239,240] NF3 687.4[241]
Allene (C=C=0() 285.4[242]
Cyclobutane 287.4[235]
G 285.9[223,243]
Acetone ((-C=0) 288.4 [244]
Pyridine (C-N) 285.3 [240]
Tetrazine 285.2 [239]
Benzene 285.2 [245]
Pyrrole (C-NH) 286.3 [246]
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Figure 1. Mean absolute errors (eV) of UHF and PUHF for various basis set combinations.?
3Results obtained with tight threshold z7, relativistic correction B {Ccnung)- and with outlier cases removed.
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Figure 2. Mean absolute errors (eV) of UMP2 and PUMP?2 for various basis set combinations.?
3Results obtained with tight threshold z7, relativistic correction B {Ccnung)- and with outlier cases removed.



3.2. APUHF and APUMPn

The mean absolute error (MAE) and root-mean-square
error (RMSE) between calculated wx values and experi-
mental values are reported. Histograms with the MAE for
APUHF and APUMPn using Cchong are provided in this
section as Figures 1-4. Detailed information about the
overall data, (SUHF) and the measure of errors are avail-
able in the Supplementary Material. Spin contamination
is removed from core-excited states after annihilation of
spin states up to s+ 3 or s + 4.

The performance of AUHF and APUHF is shown in
Figure 1. In all standard ASCF methods, there is a stark
difference of ~10 eV in the MAE between basis sets
with and without core localisation by ECP. The results
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the standard contracted basis sets. A notable decrease
in MAE occurs when going from (u)6-311G(d) to (u)6-
311+G(2df) and from (u)cc-pVTZ to (u)aug-cc-pVTZ -
owing to the increased variational flexibility in the SCF
solutions. Localised core AUHF and APUHF calcula-
tions offer a MAE ~0.5-1.0 eV and RMSE ~1 eV. No
significant differences between results with contracted or
uncontracted basis sets are observed for this data set.
We observe that APUHF+ECP energies are equal to or
slightly higher than AUHF+ECP. This may be due to the
non-variational nature of the correction to the excited
state Eypr, the quality of the SCF+ECP solution, or the
annihilation of a lower energy triplet configuration from
the open-shell singlet wavefunction — a consequence of

.. : the symmetry dilemma [167].
for APUHF are similar to AUHF without ECPs across y
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Figure 3. Mean absolute errors (V) of UMP3 and PUMP3 for various basis set combinations.?
3Results obtained with tight threshold t7, relativistic correction B (Ccnong). and with outlier cases removed.
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Figure 4. Mean absolute errors (eV) of UMP2.5 and PUMP2.5 for various basis set combinations.?
3Results obtained with tight threshold t7, relativistic correction B (Ccnong). and with outlier cases removed.
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In Figure 2, we show results for AUMP2 and
APUMP2. We find that second-order energies under-
estimate experiment by generally ~1-5 eV (see Sup-
plementary Material). This is expected, as the two-
body corrections in MP2 typically exaggerate the cor-
relation effects. The absolute errors for AUMP2+ECP
and APUMP2+4ECP are slightly lower, more varied,
and less uniform than the same results without ECPs.
Signed errors in AUMP2+ECP and APUMP2+ECP
data still indicate a general overestimation with respect to
experiment. Uncontracting the 1s basis function in this
dataset appears to slightly increase the absolute devia-
tion from experiment, except for (u)cc-pvtz+ECP where
it decreases considerably.

Figure 3 shows results for AUMP3 and APUMP3.
The third order wx values generally overestimate experi-
ment. For calculations on delocalised cores, the MAE and
RMSE can reach up to ~4 eV and ~5 eV respectively.

The MAE for APUMP3/6-311G(d) that is about two
times smaller than the others in its class appears coin-
cidental since the results for other 6-311G(d) varients
are generally within 1 eV of larger basis set combina-
tions. The errors for AUMP3+ECP and APUMP3+ECP
are generally equal to or lower than their second-order
counterparts. The behaviour of uncontracted versus con-
tracted results in this dataset is inconsistent: slightly
higher in some cases and slightly lower in others. The
energies of both the second- and third-order methods
coupled with ECPs are essentially lower than those with-
out across all considered basis sets.

The results for AUMP2.5 and APUMP2.5 are fea-
tured in Figure 4. For the retention of molecular
symmetry, the inclusion of 50% third-order correc-
tions ameliorates some of the deficiencies of MP2 and
MP3 energies by providing wx values approximately
halfway between. Cancellation of errors becomes less

Table 2. Measure of errors w.r.t. experiment for symmetry-allowed vertical K-edge excitation ener-
gies (eV) computed without spin projection using different combinations of the 6-311 4 G(2df)

basis set.2b,

(St soe UMP2 UMP3 UMP2.5

6-311 + G(2df)° 1.043

Tr-A-MAE 10.4 (10.4) 2.0(2.0) 37(3.5) 1.0(1.0)
1-A-MAE 10.4 (10.5) 19(1.8) 42(4.0) 16(1.4)
1r-A-RMSE 10.8 (10.8) 23(23) 41(4.0) 14(13)
7,-A-RMSE 10.8 (10.9) 23(2.1) 48(4.6) 23(20)
17-B-MAE 103 (10.3) 21(2.1) 35(3.4) 0.9(0.8)
1,-B-MAE 103 (10.3) 2.0(1.9) 41(38) 15(1.2)
77-B-RMSE 10.6 (10.6) 24(2.5) 40(3.8) 1.201.2)
7,-B-RMSE 10.6 (10.7) 24(22) 47 (4.5) 22(1.9)
6-311 + G(2df) &ECP? 1139

r-A-MAE 0.7 (0.6) 1.0(1.0) 0.9 (0.8) 0.8(0.8)
1-A-MAE 0.6 (0.5) 14(13) 0.9 (0.9) 1.1(1.0)
17-A-RMSE 0.8(0.7) 1301.2) 1.0(1.0) 1.0(1.0)
11-A-RMSE 0.8 (0.6) 1.7(1.6) 1.1(1.1) 14(13)
17-B-MAE 0.7 (0.6) 1.0(0.9) 0.9 (0.9) 0.8(0.8)
7,-B-MAE 0.6 (0.5) 13012) 0.9 (0.8) 1.0(0.9)
7r-B-RMSE 0.9(0.7) 1.2(1.1) 1.0(1.0) 1.0(1.0)
7,-B-RMSE 0.7 (0.6) 1.6(1.5) 1.1(1.1) 13(12)
u6-311 + G(2df)4 1.039

Tr-A-MAE 10.2(10.2) 24(24) 34(3.2) 0.8(0.8)
1-A-MAE 10.2(103) 22(2.1) 40(3.8) 14(12)
17-A-RMSE 10.6 (10.6) 28(28) 3.8(3.7) 1.1(1.1)
7,-A-RMSE 106 (10.7) 26(24) 46(4.4) 22(1.9)
7r-B-MAE 10.1 (10.1) 2.6(2.6) 32(3.0) 0.8(0.7)
7,-B-MAE 10.1 (10.2) 23(22) 3.8(3.6) 13(12)
77-B-RMSE 105 (10.5) 29(29) 37(3.5) 1.1(1.0)
7,-B-RMSE 105 (10.6) 27(2.5) 45(43) 21(1.7)
u6-311 + G(2df) & ECP 1.140

Tr-A-MAE 0.5(0.4) 16(1.6) 1.1(1.0) 13013)
1-A-MAE 0.5(0.4) 16(1.6) 1.1(1.1) 13013)
1r-A-RMSE 0.7 (0.5) 22(22) 14(1.4) 1.8(1.8)
7,-A-RMSE 0.7 (0.5) 22(22) 14(1.4) 1.8(1.8)
7r-B-MAE 05 (0.5) 1.5(1.5) 1.0(1.0) 12012)
1,-B-MAE 05 (0.5) 1.5(1.5) 1.1(1.0) 12012)
77-B-RMSE 0.8 (0.6) 21(2.1) 14(1.4) 1.701.7)
7,-B-RMSE 0.8 (0.6) 21(2.1) 14(1.4) 1.701.7)

2Entries in parenthesis are statistics for the dataset excluding two species with multireference character. °]MAE and
RMSE with relativistic correction A (Cperexis) and B (Ccnong)- CAverage excited state <85HF} for singlets. 90ne outlier

excluded for 7 and/or 1;.



fortuitous here as ECP calculations are generally higher
than the delocalised core dataset. The projected ener-
gies are typically lower across all bases except ucc-
pVTZAECP in the core-localised set and 6-3114+G(2df)
in the delocalised set. What is noteworthy is the good
cost-performance of (u)6-3114+G(2df) (Tables 6-7) and
(u)cc-pVTZ (Tables 8-9) without breaking orbital sym-
metries. The method statistics for these basis sets are
depicted in Tables 2-5. The overall data suggests no
cost-benefit preference for the larger diffuse Dunning
basis sets. In benzene, for example, the dimensions of M
basis reaches beyond 400 with (u)aug-cc-pVTZ. Addi-
tional results for (u)6-311G(d) and (u)aug-cc-pVTZ can
be viewed in the Supplementary Material. Finally, there
appears to be very little difference in the effect of Cpepekis
versus Ccpong except for the F 1s results. For the F K-edge,
Cperekis is nearly a half of an eV larger than Ccpong. The
smaller corrections by Chong are probably more realistic
for molecules.
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The first core-excitation, particularly those to orbitals
of  character, do not typically require spatially expansive
basis functions. Higher transitions to Rydberg orbitals,
aptly described in a one-electron picture, would require
at least doubly augmented diffuse functions to yield
accurate energies [254]. Demonstrative calculations for
the first few core-level transitions in Ny are featured in
Table 10. APUMP2.5 produces viable results for these
states.

4. Discussion

When applied to K-edge ionisations and excitations, the
Pople basis sets augmented with additional polarisa-
tion and diffuse functions are known to offer a balance
between accuracy and computational cost [255,256].
This observation is further substantiated in this work.
The optimal performance u6-3114+G(2df) is exempli-
fied for APUMP2.5 results with symmetry retained.

Table 3. Measure of errors w.r.t. experiment for symmetry-allowed vertical K-edge excitation ener-
gies (eV) computed with spin projection using different combinations of the 6-311 + G(2df) basis

setab

(Some) s PUHF PUMP2 PUMP3 PUMP2.5
6— 311+ G(2df)° 1.043
Tr-A-MAE 10.4(10.4) 2.0(2.0) 3.7(3.5) 1.0(1.0)
1-A-MAE 10.4(10.5) 19(1.8) 42(3.9) 1.6 (1.4)
1r-A-RMSE 10.8(10.8) 23(23) 41(4.0) 14(1.3)
7,-A-RMSE 10.8(10.9) 23(20) 4.8 (4.6) 23(2.0)
17-B-MAE 103 (10.2) 21(22) 35(3.4) 0.9(0.8)
1,-B-MAE 103(103) 2.0(1.9) 40(3.8) 1401.2)
77-B-RMSE 106 (10.6) 24(25) 40(3.8) 1.201.2)
7,-B-RMSE 106(10.7) 24(22) 47 (4.5) 22(1.8)
6-311 + G(2df) &ECP? 1139
r-A-MAE 0.6 (0.5) 13(13) 1.0(1.0) 1.0(1.0)
1-A-MAE 0.7 (0.6) 1.0(1.0) 0.8(0.8) 0.8(0.8)
1r-A-RMSE 0.7 (0.6) 16(1.6) 1.201.2) 1.3(1.3)
71-A-RMSE 0.8(0.7) 13013) 1.0 (1.0) 1.1(1.0)
17-B-MAE 0.6 (0.5) 12(12) 0.9(0.9) 1.0 (0.9)
1,-B-MAE 0.7 (0.6) 1.0(0.9) 0.8(0.8) 0.8(0.8)
7r-B-RMSE 0.7 (0.6) 15(1.5) 1.201.2) 1.201.2)
7,-B-RMSE 039(0.7) 12(12) 1.0 (1.0) 1.0 (1.0)
u6-311 4 G(2df)" 1.039
Tr-A-MAE 102(10.2) 25(2.5) 34(32) 0.8(0.7)
1-A-MAE 102(10.3) 22(2.1) 3.9(3.7) 14(1.1)
17-A-RMSE 10.6(10.6) 28(28) 3.8(3.7) 1.101.1)
11-A-RMSE 10.6(10.7) 26(24) 46(4.4) 22(1.8)
17-B-MAE 10.1(10.1) 26(26) 32(3.1) 0.7 (0.6)
7,-B-MAE 10.1(10.1) 23(22) 3.8(3.6) 1.3(1.0)
7r-B-RMSE 104 (10.5) 3.0(3.0) 3.6 (3.5) 1.0 (1.0)
7,-B-RMSE 10.5(10.5) 27(2.5) 45(4.3) 21(1.7)
u6-311 + G(2df) & ECP 1.140
Tr-A-MAE 0.7 (0.6) 12(12) 0.9(0.8) 1.0(1.0)
1-A-MAE 0.7 (0.6) 0.9(0.8) 0.9(0.8) 1.0(1.0)
1r-A-RMSE 1.0(0.8) 1.8(1.8) 1.101.1) 14(1.4)
7,-A-RMSE 0.9(0.8) 1.1(1.1) 1.1(1.1) 1.5(1.5)
7r-B-MAE 0.8(0.7) 1.1(1.1) 0.9(0.8) 1.0 (0.9)
1,-B-MAE 0.8(0.7) 0.9(0.8) 0.9(0.8) 1.0 (1.0)
77-B-RMSE 1.0(0.9) 1.7(1.8) 1.1(1.1) 14(1.4)
7,-B-RMSE 1.0(0.9) 1.1(1.1) 1.101.1) 14(1.4)

2Entries in parenthesis are statistics for the dataset excluding two species with multireference character. °]MAE and
RMSE with relativistic correction A (Cperexis) and B (Ccnong)- CAverage excited state <85HF} for singlets. 90ne outlier

excluded for 77 and/or 1.
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Table 4. Measure of errors w.r.t. experiment for symmetry-allowed vertical K-edge excitation ener-
gies (eV) computed without spin projection using different combinations of the cc-pVTZ basis

setab
(Sou)soe UHF UMP2 UMP3 UMP2.5

cc-pVTZ¢ 1.038

Tr-A-MAE 10.5(10.6) 22(2.1) 3.7(3.5) 1.0(0.8)
1-A-MAE 10.5(10.5) 2.1(2.0) 4.3(4.0) 1.7(15)
17-A-RMSE 10.9(11.0) 26(2.5) 41(3.9) 16(13)
11-A-RMSE 10.9(10.9) 26(2.4) 5.0(4.7) 27(23)
17-B-MAE 10.4(105) 23(2.3) 35(3.3) 1.0(0.8)
7,-B-MAE 10.4(10.4) 22(2.1) 41(3.9) 16(1.4)
7r-B-RMSE 10.7 (10.8) 2.8(2.7) 39(3.7) 1.5(1.2)
7,-B-RMSE 107 (10.7) 2.7(2.5) 49(4.5) 26(22)
cc-pVTZ & ECPY 1.138

Tr-A-MAE 0.7 (0.6) 24(24) 1.9(2.0) 22(22)
1-A-MAE 0.7 (0.6) 24(24) 2.0(2.0) 22(22)
17-A-RMSE 0.9 (0.8) 27(2.7) 22(2.2) 24(24)
11-A-RMSE 0.9 (0.8) 27(2.7) 22(2.2) 25(2.5)
17-B-MAE 0.6 (0.6) 23(2.2) 1.8(1.8) 2.0(2.0)
7,-B-MAE 0.6 (0.6) 23(2.6) 1.8(1.8) 21(2.1)
7r-B-RMSE 0.9(0.8) 25(2.5) 21(2.1) 23(23)
7,-B-RMSE 0.9(0.8) 23(2.6) 21(2.1) 23(23)
ucc—p\ﬂzd 1.039

Tr-A-MAE 10.5(10.6) 23(2.3) 3.7(3.5) 1.0(0.8)
1-A-MAE 10.5(10.6) 23(2.2) 43(4.1) 16(1.5)
17-A-RMSE 11.0(11.1) 2.8(2.7) 4.2(4.0) 1.7(14)
11-A-RMSE 11.0(11.1) 2.7(2.5) 5.1(5.0) 27(2.5)
17-B-MAE 10.4(105) 25(24) 35(3.3) 1.0(0.8)
7,-B-MAE 10.4(105) 24(2.3) 41(3.9) 16(1.4)
7r-B-RMSE 10.8(10.9) 2.9(2.8) 41(3.9) 16(1.3)
7,-B-RMSE 10.8(10.9) 2.8(2.6) 49(4.8) 26(24)
ucc-pVTZ & Ecpd 1.137

Tr-A-MAE 0.6 (0.5) 16(1.6) 1.9(1.9) 1.701.7)
1-A-MAE 0.6 (0.5) 16(1.6) 1.9(2.0) 1.701.7)
17-A-RMSE 0.8(0.7) 2.1(2.1) 22(2.2) 2.0(2.1)
7,-A-RMSE 0.8(0.7) 22(2.2) 23(23) 21(22)
7r-B-MAE 0.6 (0.5) 15(1.5) 1.7(1.8) 1.5(1.5)
7,-B-MAE 0.6 (0.5) 1.6(1.5) 1.8(1.8) 16(1.6)
77-B-RMSE 0.9(0.8) 2.0(2.0) 21(2.1) 1.9(1.9)
7,-B-RMSE 0.9(0.8) 2.1(2.1) 22(2.2) 2.0(2.0)

2Entries in parenthesis are statistics for the dataset excluding two species with multireference character. °]MAE and
RMSE with relativistic correction A (Cperexis) and B (Ccnong)- CAverage excited state <86HF} for singlets. 90ne outlier

excluded for 77 and/or 1.

Core-localised APUHF results are sufficient with (u)6-
3114+G(2df)+ECP. Other basis sets designed for improved
core orbitals could have be chosen [257]. Instead, we
sought to examine the effect of decontracting standard
basis sets.

The APUMP2.5 method for estimating vertical excita-
tion energies can reach sub-electron-volt accuracy when
orbital symmetry is preserved. This result is very use-
ful since spin, ORX, and quasi-extrapolated correlation
corrections are accounted for in the model. The valid-
ity of ASCF is also once again apparent for when one
adopts a localised picture of core orbitals. To ensure that
energies correspond to states with good spin quantum
numbers, spin projection is necessary if the UHF wave-
function breaks symmetry. For chemical species with
ground state multireference character, such as C; and O3,
single determinant ASCF methods are normally inade-
quate. In this study, notable deviations of APUHF from
experiment for these molecules is observed. However,

other single configuration methods can be applied to the
core excited states of O3, since the multireference charac-
ter of the ground state may not necessarily translate into
the core excited state [258]. Additionally, when molecules
undergo an adiabatic transition, the vertical wy values
will normally be larger than what is observed. In the
assortment of molecules selected, allene and CO, expe-
rience Jahn-Teller/Renner-Teller distortions, [259,260]
so vertical wy values for the principle transition are
also expected to be less accurate. Transitions associated
with fine vibrational structure in core spectra are not
accounted for either.

The mixed portrait of ORX and correlation inherent
in a localised core-hole reference makes ASCF a satisfac-
tory approach, especially for molecules with nonequiv-
alent, asymmetrical atomic sites. The parallel approach
of delegating the labor of modelling ORX to ASCF and
separately recovering correlations through n = 2, 3 or
2.5 order MP perturbation theory is also a theoretically
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Table 5. Measure of errors w.r.t. experiment for symmetry-allowed vertical K-edge excitation ener-
gies (eV) computed with spin projection using different combinations of the cc-pVTZ basis set.>P

(Some)seoe PUHF PUMP2 PUMP3 PUMP2.5
cc-pVTZ¢ 1.038
17-A-MAE 10.5 (10.6) 2.2(2.0) 3.6(3.4) 1.0 (0.8)
71-A-MAE 10.5 (10.5) 2.1(2.0) 43(4.0) 1.7 (1.4)
17-A-RMSE 10.9 (11.0) 26(2.5) 4.1(3.8) 1.6(1.2)
7;-A-RMSE 10.9 (10.9) 26(24) 5.0(4.7) 27(2.3)
t7-B-MAE 10.4 (10.4) 24(23) 3.5(3.3) 0.9(0.7)
7;-B-MAE 10.4 (10.3) 2.2(2.0) 4.1(3.8) 1.5(1.3)
t7-B-RMSE 10.7 (10.8) 28(2.7) 3.9(3.7) 1.5(1.1)
7-B-RMSE 10.7 (10.7) 2.7(2.5) 49(4.5) 26(2.2)
cc-pVTZ & ECPY 1.138
t7-A-MAE 0.7(0.7) 2.0(2.0) 1.6(1.6) 1.8(1.8)
71-A-MAE 0.7(0.7) 2.0(2.0) 1.6(1.7) 1.8(1.8)
17-A-RMSE 1.0 (0.8) 23(23) 1.9(1.9) 2.1(2.1)
7;-A-RMSE 1.0 (0.8) 23(24) 1.9(2.0) 21(2.2)
t7-B-MAE 0.8(0.7) 19(2.2) 1.5(1.5) 1.7 (1.7)
7;-B-MAE 0.8(0.7) 1.9(1.9) 1.5(1.5) 1.7 (1.7)
t7-B-RMSE 1.0 (0.9) 19(2.2) 1.8(1.8) 2.0(20
7-B-RMSE 1.0 (0.9) 2.2(2.2) 1.8(1.8) 2.0(2.0)
ucc—p\ﬂzd 1.039
17-A-MAE 10.5 (10.6) 24(23) 3.6(3.4) 1.0 (0.8)
71-A-MAE 10.5 (10.6) 23(22) 4.2(4.0) 1.6 (1.4)
17-A-RMSE 109 (11.1) 28(2.7) 4.2(4.0) 1.7 (1.3)
7;-A-RMSE 11.0(11.1) 2.7(2.5) 5.1(5.0) 27(2.4)
t7-B-MAE 10.4 (10.4) 25(24) 3.5(3.3) 1.0 (0.8)
11-B-MAE 10.4 (10.4) 24(23) 41(3.9) 1.5(1.3)
t7-B-RMSE 10.8 (10.9) 29(2.8) 41(3.9) 1.6(1.3)
7-B-RMSE 10.8 (10.9) 2.8(26) 5.0(4.8) 26(2.3)
ucc-pVTZ & ECPY 1.137
t7-A-MAE 0.8(0.7) 2.0(2.0) 1.6(1.6) 1.8(1.8)
11-A-MAE 0.8(0.7) 2.0(2.0) 1.6(1.6) 1.8(1.8)
t7-A-RMSE 1.0 (0.9) 23(23) 1.9(1.9) 2.1(2.1)
7;-A-RMSE 1.0 (0.9) 24(24) 2.0(2.0) 2.2(2.2)
t7-B-MAE 0.8(0.7) 1.8(1.8) 1.4(1.8) 1.6 (1.6)
7;-B-MAE 0.8(0.7) 1.9(1.9) 1.5(1.5) 1.7 (1.7)
t7-B-RMSE 1.1(0.9) 2.2(2.2) 1.4(1.8) 2.0(2.0)
7-B-RMSE 1.1(0.9) 2.2(2.2) 1.9(1.9) 2.0(2.1)

2Entries in parenthesis are statistics for the dataset excluding two species with multireference character. °]MAE and
RMSE with relativistic correction A (Cperexis) and B (Ccnong)- CAverage excited state <85HF} for singlets. 90ne outlier

excluded for 77 and/or 1.

sound model for symmetrical molecules. Preserving the
orbital symmetry and applying the latter method would
assist with spectral assignments. One can also break sym-
metry, use ASCE and rely on visual inspection of the
orbitals involved if the spatial character of said orbitals
are known a priori. In both approaches, spin projection
is necessary for obtaining an approximately right answer
for the right reason.

Although the quantum chemistry problem is estab-
lished clearly and addressed quite well with the meth-
ods introduced, there are numerical complications and
idiosyncrasies that accompany the use of single determi-
nant core-hole with perturbation theory. The issues are
delineated as follows:

(1) The PUHF and PUMPsn variants employed here
involve PAV, so the projected energies and wave-
functions do not necessarily correspond to a proper
eigenstate of . Alternatively, VAP spin projection

(2)

methods can be applied for locating PUHF station-
ary states along with extensions thereof to include
dynamic correlation [261,262].

The monodeterminantal non-Aufbau reference is
not an excited state wavefunction that transforms
under the proper molecular electronic symmetry
operations. It is an SCF solution that can only pro-
vide a representative charge density that, in prin-
ciple, corresponds to a single target non-Aufbau
configuration. With solutions found with guided
SCEF solvers (e.g. MOM), there is no guarantee the
particle-hole pair orbitals will resemble the ones of
the ground state. The SCF orbital optimisation pro-
cess will attempt to converge any solution given the
overlap metric or level-shifting directive. The core-
hole solution may then give a meaningful energy
with respect to the ground state, but its core-hole
and/or newly occupied valence orbitals may be dis-
torted. A deformed core-hole density can lead to



14 A.Y.ZAMANI AND H. P. HRATCHIAN

Table 6. Vertical K-edge excitation energies (eV) using u6-311+G(2df) without spin projection.?

Molecule K-Edge UHF UMP2 UMP3 UMP2.5 Exp.

N3 N 409.7 3976 4035 400.5 400.9 [224]
cis-Diazene N 407.6 396.1 400.5 398.3 398.4[227]
CHa C 2934 2839 2873 2856 285.9[223]
CyHy C 2925 2836 285.7 284.7 284.7 [223]
CHg C 294.8 2855 2879 286.7 286.9 [223]
F2 F 694.1 678.3 684.8 681.5 682.2 [226]
03 (0=0-0) 0 540.0 525.7 5336 5296 529.1 [225]
H, 0, 0 5438 5294 5356 5325 533.0[228]
(€0)) 0 546.5 5318 540.0 5359 535.41231]
[0}} 0 542.0 526.8 534.2 530.5 530.8[234]
GN; C 2936 286.2 2878 287.0 286.3[230]
Nz N 409.8 3931 4035 398.3 398.9 [230]
Cyclopropane C 2954 2859 288.7 287.3 287.7 [235]
CyFg C 2979 293.2 294.2 293.7 290.1 [229]
CaFs F 708.6 685.1 697.2 691.2 690.7 [229]
CF,0 F 701.0 688.2 694.7 691.4 689.2 [232]
CH,CF, F 7015 687.8 694.4 691.1 690.3 [229]
cis-CHaCFy F 7009 685.3 692.4 688.9 689.3 [229]
Hydrazine N 4114 399.0 404.0 4015 401.5[233]
Furan (C-0) C 2953 2853 289.0 287.2 286.6 [238]
OF2 F 696.6 680.1 688.9 684.5 683.8 [237]
Urea N 4119 400.4 406.0 403.2 402.0 [236]
Ny (N=N=N) N 4103 3944 405.5 399.9 399.6 [227]
Allene (C=C=() C 286.8 286.6 286.5 286.6 285.4[242]
Cyclobutane C 299.3 286.0 2884 287.2 287.4[235]
G C 2954 2843 2921 288.2 285.9[223,243]
Acetone ((-C=0) C 295.8 286.0 2893 2876 288.4[244]
Pyridine (C—N) C 294.4 2838 288.0 285.9 285.3[240]
Tetrazine C 295.0 284.2 289.0 286.6 285.2[239]
Tetrazine N 4131 396.6 4041 4003 398.8[239,240]
Benzene C 2976 283.2 286.9 285.0 285.2 [245]
Pyrrole (C-NH) C 295.2 284.7 288.7 286.7 286.3 [246]
NF3 F 700.6 684.3 692.7 688.5 687.4[241]

?Results using 77 and Cchong-

Table 7. Vertical K-edge excitation energies (eV) using u6-311+G(2df) with spin projection.?

Molecule K-Edge PUHF PUMP2 PUMP3 PUMP2.5 Exp.

N2 N 410.0 397.9 403.8 400.8 400.9 [224]
cis-Diazene N 407.9 396.3 400.8 398.5 398.4[227]
CH2 C 2935 284.0 287.4 285.7 285.9[223]
CoHa C 292.6 283.7 285.9 284.8 284.7 [223]
CoHe C 2947 285.4 287.8 286.6 286.9 [223]
Fa F 694.7 678.9 685.4 682.2 682.2 [226]
03 (0=0-0) 0 539.9 525.5 533.4 529.4 529.1[225]
H,0; 0 5443 530.0 536.1 533.0 533.0[228]
03 0 546.5 531.8 540.0 535.9 535.4[231]
0))] 0 541.9 526.7 534.2 530.5 530.8[234]
CN; C 292.9 285.5 287.1 286.3 286.3 [230]
CN; N 409.7 393.0 403.4 398.2 398.9 [230]
Cyclopropane C 2953 285.8 288.6 287.2 287.7 [235]
CoFs C 298.2 293.5 2945 294.0 290.1[229]
CoFs F 708.4 685.0 697.1 691.0 690.7 [229]
CF0 F 700.9 688.0 694.5 691.2 689.2 [232]
CHyCF F 701.3 687.5 694.2 690.8 690.3 [229]
cis-CH,CF; F 700.8 685.2 692.2 688.7 689.3 [229]
Hydrazine N 4114 398.9 403.9 401.4 401.5[233]
Furan (C-0) C 2953 285.3 289.0 287.1 286.6 [238]
0OF, F 696.8 680.2 689.0 684.6 683.8 [237]
Urea N 4119 400.4 406.0 403.2 402.0 [236]
Ny (N=N=N) N 410.2 394.2 405.3 399.8 399.6 [227]
Allene (C=C=C() C 286.4 286.2 286.1 286.1 285.4[242]
Cyclobutane C 299.2 285.9 288.3 287.1 287.4[235]
G C 295.6 284.5 292.3 288.4 285.9[223,243]
Acetone (C(-C=0) C 295.7 285.9 289.2 287.5 288.4[244]
Pyridine (C-N) C 2941 283.5 287.7 285.6 285.3 [240]
Tetrazine C 295.0 284.2 289.0 286.6 285.2[239]
Tetrazine N 4129 396.4 403.9 400.2 398.8[239,240]
Benzene C 297.4 283.0 286.7 284.8 285.2 [245]
Pyrrole (C-NH) C 295.2 284.6 288.7 286.7 286.3 [246]
NF3 F 700.7 684.4 692.8 688.6 687.4 [241]

?Results using 77 and Cchong-
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Table 8. Vertical K-edge excitation energies (eV) using ucc-pVTZ without spin projection.?

Molecule K-Edge UHF UMP2 UMP3 UMP2.5 Exp.
Nz N 409.7 3976 403.4 400.5 400.9 [224]
cis-Diazene N 407.6 396.1 400.5 398.3 398.4[227]
GHy C 2934 284.0 2873 285.7 285.9[223]
CaHa C 2924 283.7 285.8 284.7 284.7 [223]
CHg C 295.5 286.2 288.6 2874 286.9 [223]
3 F 694.2 678.5 684.8 681.6 682.2 [226]
03 (0=0-0) 0 5401 5258 5335 529.7 529.1 [225]
H, 0, 0 5438 5296 5356 5326 533.0[228]
(€0)) 0 546.5 5318 5401 5359 535.41231]
(07} 0 542.0 526.9 534.2 530.5 530.8[234]
GN; C 2936 286.0 2876 286.8 286.3[230]
GN; N 409.8 394.7 404.8 399.7 398.9 [230]
Cyclopropane C 296.1 286.3 2893 287.8 287.7 [235]
CyFg C 2979 2949 296.4 2956 290.1 [229]
CyFg F 708.6 683.9 695.8 689.9 690.7 [229]
CR0 F 701.2 688.6 694.5 691.6 689.2 [232]
CH,CF, F 701.6 686.8 693.5 690.2 690.3 [229]
cis-CH, CF, F 7009 685.3 692.3 688.8 689.3 [229]
Hydrazine N M1.7 399.2 4043 401.7 401.5[233]
Furan (C-0) C 2953 2853 289.0 2871 286.6 [238]
OF; F 696.7 680.3 688.9 684.6 683.8 [237]
Urea N 425 402.7 407.8 4053 402.0 [236]
Ny (N=N=N) N 4103 3948 405.1 400.0 399.6 [227]
Allene (C=C=() C 286.9 286.7 286.6 286.6 285.4[242]
Cyclobutane C 300.3 286.6 2893 287.9 287.4[235]
G C 2954 284.4 2921 288.2 285.9[223,243]
Acetone ((-C=0) C 296.5 2858 289.2 287.5 288.4[244]
Pyridine (C—N) C 294.4 283.7 2879 285.8 285.3[240]
Tetrazine C 295.0 2836 2884 286.0 285.2[239]
Tetrazine N 4131 399.2 406.3 402.7 398.8[239,240]
Benzene C 297.5 283.2 287.0 2851 285.2 [245]
Pyrrole (C-NH) C 295.3 284.6 288.6 286.6 286.3 [246]
NF3 F 705.4 684.5 696.6 690.5 687.4[241]

?Results using 77 and Cchong-

poor AMP energies and loss of an intuitive molec-
ular orbital picture. We encounter this problem with
many molecules for calculations using some basis
sets in tandem with ECPs. At times, these ‘excited-
state” solutions can only converge with basis set pro-
jections from other calculations. This situation can
give rise to multiple SCF solutions with similar ener-
gies that are difficult to distinguish by orbital shape
and occupation. Nonetheless, ASCF + ECP results
still yield viable estimates of core-excitation energies.
The use of the MWB2 ECPs seems to interfere with
the correlation consistency of the Dunning basis, so
different pseudopotentials could prove to be more
viable [263]. Another possibility is to apply the
Edmiston-Ruedenberg [264] or Boys [265] locali-
sation to break the core orbital symmetry. Locali-
sation lacks the advantage ECPs have for reducing
the number of non-target occupied core orbitals that
may contribute to occurrence of small denominators
and the number of occupied orbitals included in the
correlation window.

The convergence behaviour of the MP series is
mainly understood for ground state references. For
references other than the ground state, it is less pre-
dictable [266,267]. The most prominent errors in the

perturbative calculations with core-hole references
comes from (a) divergence in MP3 and (b) different
orbital correlation windows between the ground and
excited states due to index freezing. Orbitals indices
are only frozen in the core excited-state to miti-
gate the small denominators. Divergence at third-
order may be avoided, but the correlation correc-
tions are not summed over the same indices of the
ground state. This leads to an imbalanced treatment
of correlation. These errors are most pronounced
in the wxy computed with AMP3 and AMP2.5 as
the third-order correction is not stable. Often, the
presence of basis sets with higher angular momen-
tum functions or nearly degenerate orbitals even-
tually lead to a greater amount of frozen indices.
The tighter threshold 77 reduces this amount and
improves the energies but, in some cases, ~ 40 —
60% of the orbital window remains frozen. This
problem doesn’t appear to scale with the size of the
molecule, as benzene with uaug-cc-pVTZ required
just two orbitals to be removed at 7;. With the
approach taken here, it is unclear how to main-
tain a 1:1 mapping between ground and excited SCF
orbitals when significant relaxation that occurs. To
aid in identifying orbitals to correlate, perhaps a
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Table 9. Vertical K-edge excitation energies (eV) using ucc-pVTZ with spin projection.?

Molecule K-Edge UHF UMP2 UMP3 UMP2.5 Exp.
N; N 4100 397.9 403.7 4008 400.9 [224]
cis-Diazene N 407.9 396.4 400.7 398.5 398.4[227]
GH; C 2935 284.1 287.4 285.8 285.9[223]
CoHa C 2925 283.8 2859 2848 284.7 [223]
CoHg C 295.4 286.1 2885 287.3 286.9 [223]
2 F 694.8 679.1 685.4 682.3 682.2 [226]
03 (0=0-0) 0 539.9 525.6 5333 529.5 529.1[225]
H,0, 0 5443 530.1 536.1 533.1 533.0[228]
0, 0 5465 531.8 540.0 5359 535.4[231]
0z 0 5420 526.8 5342 530.5 530.8 [234]
GN, C 2929 285.2 286.8 286.0 286.3 [230]
GN, N 409.9 3947 404.8 399.8 398.9 [230]
Cyclopropane C 296.0 286.2 289.2 287.7 287.7 [235]
CFy C 298.2 295.2 296.7 296.0 290.1[229]
CFy F 708.4 683.7 695.6 689.6 690.7 [229]
CF,0 F 701.0 688.5 694.4 691.4 689.2[232]
CH,CF, F 7015 686.7 693.3 690.0 690.3 [229]
cis-CH,CFy F 700.7 685.1 692.0 688.6 689.3 [229]
Hydrazine N 4116 399.2 404.2 401.7 401.5[233]
Furan (C-0) C 2953 2853 289.0 287.1 286.6 [238]
OF, F 696.9 680.5 689.1 684.8 683.8[237]
Urea N 4125 402.8 407.9 4053 402.0 [236]
Ny (N=N=N) N 410.2 3947 405.0 399.8 399.6 [227]
Allene (C=C=0Q) C 286.4 286.2 286.2 286.2 285.4[242]
Cyclobutane C 300.2 286.5 289.2 287.8 287.4[235]
G C 295.6 284.6 2923 288.4 285.9[223,243]
Acetone (C-C =0) C 296.4 285.7 289.1 287.4 288.4 [244]
Pyridine (C-N) C 2940 2833 287.5 2854 285.3 [240]
Tetrazine C 295.1 283.6 288.4 286.0 285.2[239]
Tetrazine N 413.0 399.0 406.1 4026 398.8[239,240]
Benzene C 297.3 283.0 286.8 2849 285.2 [245]
Pyrrole (C-NH) C 295.2 2845 2885 286.5 286.3 [246]
NF3 F 705.3 684.5 696.6 690.5 687.4[241]
?Results using 77 and Cchong-
Table 10. Core-level valence and Rydberg transitions (eV) of N.2
State Excitation PUHF PUMP2 PUMP3 PUMP2.5 Exp.f Expd
Ty (1sa5 1) (2pmg)’ 410.0° 397.8 403.6 400.9 400.9 400.8
36 (1sa; 1) (3s0g)’ 415.7 400.9 4108 406.0 406.2 405.6
Ty (1554 ") (3p7y)’ 416.6 401.8 411.8 407.0 407.1 406.5
Tzt (1sa, ") (3pay)’ 416.8 402.0 412.1 407.2 4073 406.7
“Edge IP 419.1 404.6 4144 409.7 409.9 409.5

3udaug-cc-pVTZ, Ctnong: full orbital window. bp-projected from ucc-pVTZ. “Ref. [251] 9Refs. [252,253]

reduced set of compact, local virtual orbitals can be
found and passed to the ground and excited state MP
calculations.

In the context of CC and MP calculations, thor-
ough assessments of related schemes show how con-
tributions from amplitudes involving the virtual core
orbital can be modulated to resolve the ‘dangerous’
denominator problem [92,93,100]. For example, Arias-
Martinez et al. demonstrate that ACCSD results with
configuration-based denominator control can become
competitive with ASCF [93]. Theses schemes also exhibit
more stable convergence behaviour with basis sets of
increasing cardinal number. Thus, for post-SCF meth-
ods, such protocols are likely preferred over filtering
correlation terms based on simple denominator-sum

thresholds.

Conventional implementations of projected MP can
be cost-prohibitive for very large molecules. Density-
fitting or resolution of the identity methods could be used
to accelerate the evaluation of UMPn contributions to the
projected energy [268,269]. Although the methods are
well-grounded for single reference molecules, the results
in this study have proven to be very sensitive to calcula-
tion setup details such as the choice and quality of the
reference determinant and protocols for incorporating
perturbative corrections.

5. Conclusions

Vertical core-excitation energies at the C, N, O, and F
K-edge are obtained with APUHF and APUMPn for a
set of symmetrical molecules with equivalent atoms. The



methods employed inherit old quantum chemistry con-
cepts for modelling the electronic structure of core-holes.
The historical foundations of the validity and efficiency of
ASCEF with core-localisation is reaffirmed. Second-order
Moller-Plesset perturbation theory recovers a large frac-
tion of the missing correlation in ASCF for molecules
with equivalent atomic sites. Averaged corrections from
PUMP2 and PUMP3 combined with PUHE for a select
assortment of basis sets, provides the best performance
when molecular symmetry is present.

The results are heavily influenced by the quality of
the SCF solutions and the number of indices removed to
avoid divergences in the MP energies. The effect of the
scalar relativistic corrections incorporated in this work
on the overall statistics do not vary between corrections
schemes except in F 1s excitations. The relativistic IP
shift in the two-electron atomic model is too high for
F and atoms with higher Z. For the K-edge wx values
computed here, Ccnong is preferred. A more complete
relativistic description of molecules with heavier atoms
is also needed. Additionally, single reference A-based
approaches would require proper addition of spin-orbit
effects to be applicable to L-edge calculations due to
degeneracy and multiplet structure of the final states
[71,132].

Nevertheless, for an excitation defined by a canon-
ical particle-hole pair, the quantitative performance of
APMP2.5 or APUHF limits the need for significant
empirical shifting. Step-wise reproduction and assign-
ment of spectra is achievable provided transition dipole
strengths are obtained using the projected UHF or PUMP
density corrections. Data from each calculation could
be concatenated to generate the spectra up to the IP.
Auger cascading and shake-related processes involve the
correlated, physical motion of two- or many- electrons
not described in single configuration mean-field theory.
One must then turn to more accurate methods that con-
tain information on the two-particle density matrix and
Feynman-Dyson amplitudes for computing energies and
transition strengths [270,271].
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