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Key Points 15 

● Effects of diffuse electron precipitation on Pedersen and Hall conductance and 16 
conductivity are simulated for two major geomagnetic storms 17 

● Simulated ionospheric conductance agrees well with conductance inferred from 18 
incoherent scatter radar data when there is diffuse aurora 19 

● Simulated storm-time electric intensity followed general trends of measured electric 20 
intensity from Poker Flat when there is diffuse aurora   21 
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Abstract 22 

We investigated the effects of storm-time diffuse auroral electron precipitation on ionospheric 23 
Pedersen and Hall conductivity and conductance during the CME-driven St. Patrick’s Day 24 
storms of 2013 (min Dst = –131 nT) and 2015 (min Dst = –233 nT). These storms were 25 
simulated using the magnetically and electrically self-consistent RCM-E model with STET 26 
modifications, alongside the B3C auroral transport code to compute ionospheric conductivities 27 
and height-integrated conductance. The simulation results were validated against conductance 28 
inferred from Poker Flat Incoherent Scatter Radar (PFISR) and Millstone Hill Incoherent Scatter 29 
Radar (MHISR) measurements. Our simulations show that the magnetic latitude and local time 30 
distribution of Pedersen and Hall auroral conductance correlates strongly with diffuse electron 31 
precipitation flux, with the plasmapause marking the low-latitude boundary of conductance. 32 
Simulated Pedersen/Hall conductance agrees reasonably well with PFISR measurements at 65.9° 33 
MLAT during diffuse auroral precipitation. During the intense 2015 storm, diffuse aurora 34 
extended down to 52.5° MLAT, with simulated conductance agreeing within a factor of two with 35 
MHISR observations. Discrete auroral arcs observed during both storms enhanced PFISR 36 
conductance by tens of siemens, though these enhancements were not captured by the model. 37 
Additionally, the simulated electric intensity showed development of sub-auroral polarization 38 
streams (SAPS) and dawn SAPS features and followed the general trend of Poker Flat electric 39 
intensity at 65.9° MLAT during diffuse aurora, despite being updated every 5 minutes. The 40 
overall agreement between simulated ionospheric conductance and electric intensity with 41 
observations highlights the model’s capability during diffuse auroral precipitation. 42 

 43 

1 Introduction 44 

Quantifying ionospheric conductance on a global scale has been challenging because direct 45 

determination of Hall and Pedersen conductance requires measurements of electron density 46 

altitude profiles (e.g., Kosch et al., 1998). Ground-based incoherent scatter radars (ISRs) can 47 

provide direct single-point conductivity profile measurements (Brekke et al., 1974) with an 48 

assumed neutral composition model. However, they provide very limited spatial coverage since 49 

there are a small number of ISRs.  50 

Because electron precipitation can significantly alter ionospheric conductivity and 51 

conductance during magnetic disturbances, auroral ionospheric conductance is often inferred from 52 

measurements of electron precipitating particle flux. The Robinson et al., (1987) relations or 53 

transport codes (e.g., Solomon, 1993; Strickland et al., 1993) are often utilized in these 54 

calculations. In-situ measurements such as from DMSP and NOAA satellites provide energy 55 
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spectral distributions with improved latitudinal coverage compared to ISR data across the auroral 56 

oval but with limited local time. On the other hand, auroral imagers such as Polar/UVI (Torr et al., 57 

1995), IMAGE/FUV (Mende et al., 2000), and TIMED/GUVI (Paxton et al., 1999) offer global or 58 

regional coverage, but typically assume Maxwellian distributions which can be an 59 

oversimplification of the actual distributions. Various statistical conductance models have been 60 

developed from in-situ and/or imaging data: Wallis & Budzinski (1981) from Isis-2 data, D. A. 61 

Hardy et al. (1985); David A. Hardy et al. (1989) from DMSP data, Fuller‐Rowell & Evans (1987) 62 

from NOAA-TIROS data, Zhang & Paxton (2008) from GUVI data, P. T. Newell et al. (2014); 63 

Patrick T. Newell et al. (2010) OVATION models from DMSP and GUVI data, and McGranaghan 64 

et al. (2015, 2016) from DMSP data and GLOW transport model results (Solomon, 1993) with no 65 

assumption of Maxwellian distributions of the precipitating electron energy fluxes. In addition, the 66 

Assimilative Mapping of Ionospheric Electrodynamics (AMIE) (Lu, 2013; Richmond & Kamide, 67 

1988) can fit input from statistical models of precipitating electron flux and satellite, radar, and 68 

ground-based magnetometer observations to produce global maps of high latitude ionospheric 69 

conductance. More recently, ionospheric conductivities inferred from Poker Flat ISR 70 

measurements and field-aligned currents (FAC) from the Active Magnetosphere and Planetary 71 

Electrodynamics Response Experiment (AMPERE) (Robinson et al., 2020) and Swarm (Wang & 72 

Zou, 2022) have been correlated and may provide another method for estimating ionospheric 73 

conductance at high latitudes. 74 

Empirical models have been employed for calculating auroral electron conductance in several 75 

global and inner magnetospheric simulation models. Fits to ISR data were used in the Coupled 76 

Magnetosphere Ionosphere Thermosphere (CMIT) model of Wiltberger et al. (2004) that 77 

combined the Lyon-Fedder-Mobarry global magnetohydrodynamic (MHD) and Thermosphere 78 
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Ionosphere Nested Grid (TING) models. The Comprehensive Ring Current Model (CRCM) 79 

(Ebihara, 2004; Ebihara & Fok, 2004; Zheng et al., 2008) utilized the D. A. Hardy et al. (1987) 80 

Kp-dependent model of conductivities. The combined UCLA MHD and NOAA Coupled 81 

Thermosphere Ionosphere Model (CTIM) (Raeder et al., 2013) used conductance calculated from 82 

CTIM (Robinson et al., 1987) with statistical models of auroral precipitation based on NOAA-83 

TIROS auroral particle measurements (Fuller‐Rowell & Evans, 1987). Particle precipitation in the 84 

University of Michigan MHD code depended on simulated field aligned currents (FAC) with a 85 

relationship based on analyzing ~8500 ionospheric conductance and FAC patterns from AMIE 86 

(Ridley et al., 2001).  87 

Alternative methodologies employed for calculating auroral electron conductance in kinetic 88 

inner magnetospheric simulation models include using simulated precipitating electron flux 89 

distributions as input to the Robinson et al. (1987) relations (Chen et al., 2019; Chen, Lemon, 90 

Guild, et al., 2015; Chen, Lemon, Orlova, et al., 2015; Perlongo et al., 2017; Sazykin et al., 2005) 91 

or as input to the Solomon (2001) or Strickland et al. (1993) auroral transport codes (Yu et al., 92 

2018). In these approaches, the auroral conductance is calculated in a manner that is internally 93 

consistent with the simulated electric fields, particle transport and precipitation in the inner 94 

magnetospheric models. There are also coupled global MHD, kinetic inner magnetospheric, and 95 

ionosphere-thermosphere models such as the LFM-TIEGCM-RCM (LTR) model (Liu et al., 2023) 96 

in which the conductance is computed. The kinetic inner magnetospheric models have focused on 97 

simulating diffuse auroral precipitation, which provides the bulk of the precipitating energy flux 98 

into the ionosphere during low and high solar wind driving conditions (Newell, Sotirelis, & Wing, 99 

2009).  100 
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Diffuse auroral electron precipitation is caused by pitch-angle scattering of plasma sheet and 101 

inner magnetospheric electrons by plasma waves into the loss cone. Whistler chorus waves can 102 

effectively pitch-angle scatter electrons from the plasmapause to ~8 RE (Ni, Thorne, Meredith, et 103 

al., 2011; Thorne, 2010) on the pre-midnight to morning side. However, at L > 8 where whistler 104 

chorus wave intensities are weak, electron cyclotron harmonic (ECH) waves may play a significant 105 

role in electron scattering (Ni, Thorne, Liang, et al., 2011).  106 

These electrons scattered into the loss cone, initially transported downward from either 107 

hemisphere into the ionosphere and atmosphere, are referred here as the “primary” precipitating 108 

electron energy flux. The direction of the “primary” precipitating electron energy flux is illustrated 109 

by thick orange arrows in Figure 1 showing a meridional view of the Earth’s ionosphere and 110 

magnetosphere. The primary precipitated electrons undergo an energy cascade to lower energies 111 

within the atmosphere and generate secondary electrons, as indicated by the blue arrows in Figure 112 

1, through impact ionization with neutrals. Khazanov et al. (2017) utilizing the Super Thermal 113 

Electron Transport (STET) model has shown that some of the primary electrons are backscattered 114 

along magnetic field lines back into the magnetosphere and transported to the conjugate 115 

hemisphere, as illustrated by the narrow orange arrows in Figure 1.  116 

Through multiple precipitation, backscattering and magnetospheric interactions, the 117 

precipitating electron flux at the upper ionospheric boundary of 700–800 km is amplified 118 

compared to the primary precipitating electron flux. Comparisons between the STET model and 119 

DMSP (Newell et al., 2009) precipitating electron flux spectra indicate that the multiple reflections 120 

effect can account for higher fluxes at energies below ~a few keV than from Maxwellian or Kappa 121 

distributions (Wing, Khazanov, et al., 2019). Observed precipitating spectra naturally include 122 

multiple reflection magnetosphere-ionosphere (M-I) coupling effects. However, kinetic inner 123 
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magnetospheric models that simulate only the primary precipitating electron fluxes would need to 124 

quantify atmospheric backscatter effects of precipitating electron fluxes (Khazanov & Chen, 125 

2021).  126 

When incorporating STET modifications to account for multiple precipitation and 127 

backscattering of the primary electron precipitating fluxes simulated with the magnetically and 128 

electrically self-consistent Rice Convection Model – Equilibrium (RCM-E) for the 17 March 2013 129 

storm, Khazanov, Chen, et al. (2019) found significant differences in the global electron 130 

precipitating flux and conductance pattern compared to without the STET modifications. With the 131 

STET modifications the simulated electric field was weakened where the simulated auroral 132 

conductance was augmented early in the storm main phase. Since currents are more easily driven 133 

through the ionosphere where the conductance is enhanced, this resulted in less feedback to the 134 

electric field or less electric field shielding at lower magnetic latitudes (MLATs) or equatorial 135 

geocentric distances r in the auroral region. In this region, with a less shielded electric field on the 136 

nightside at lower r values, the ion pressure and associated ring current perturbation magnetic field 137 

were larger.  138 

The effects of diffuse auroral electron precipitation on ionospheric conductance are complex 139 

as the electrodynamics in the magnetosphere-ionosphere are highly coupled. The ionospheric 140 

conductance and field-aligned currents alter the inner magnetospheric electric field that influences 141 

inner magnetospheric particle transport, ring current formation, particle precipitation, and field-142 

aligned currents. Using RCM-E simulations with STET modifications and the B3C auroral 143 

transport code, we examine the effects of storm-time diffuse auroral electron precipitation on 144 

ionospheric Hall and Pedersen conductivity and conductance for two major storms: 17 March 2013 145 

(min Dst = –131 nT) and 17 March 2015 (min Dst = –233 nT). We compare simulated Hall and 146 
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Pedersen conductance and electric intensity with corresponding Poker Flat Incoherent Scatter 147 

Radar (PFISR) observations during the two events. For the larger 17 March 2015 storm with aurora 148 

occurring at low latitudes we compare simulated conductance and conductivity profiles with 149 

Millstone Hill (MH) Incoherent Scatter Radar as well. This data-model validation is an important 150 

step toward improving global models of ionospheric auroral conductance.  151 

2 RCME-STET-B3C Simulation Model 152 

The block diagram in Figure 1 provides an overview of the electrodynamics of the RCME-153 

STET-B3C simulation model. The RCM-E (Lemon, 2003; Lemon et al., 2004; Toffoletto, 2020) 154 

merges the Rice Convection Model (RCM) (Harel et al., 1981; Toffoletto, 2020; Toffoletto et al., 155 

2003) with a time-varying magnetospheric magnetic field that is in force equilibrium with the 156 

plasma. The Aerospace version of the RCM-E (Chen et al., 2019; Chen, Lemon, Orlova, et al., 157 

2015) includes the capability to model magnetospheric compressions and expansions (Chen et al., 158 

2012) in the magnetic field solver that led to better agreement between RCM-E and observed 159 

magnetic intensities in the inner magnetosphere during a storm event. The magnetic field outer 160 

boundary conditions (BC) are specified by TS04 (Tsyganenko & Sitnov, 2005) driven by upstream 161 

observational data every 5 minutes obtained from the NASA OMNIWeb 162 

(https://omniweb.gsfc.nasa.gov/). The RCM modeling region is within the closed magnetic field 163 

(B) line region of the inner magnetosphere. The inner RCM radial boundary Ri is at 1.04 RE and 164 

maps to a magnetic latitude of 9°. The outer RCM boundary maps in the equatorial plane to a circle 165 

of radius Rb except where it is limited by the magnetopause that expands and contracts in response 166 

to solar wind pressure variations. In this study Rb is set at 10 RE corresponding to a quiet time high 167 

magnetic latitude boundary of 67.5° at midnight. During magnetically disturbed times, the RCM 168 

high latitude boundary at midnight typically occurs at a magnetic latitude below 67.5°, sometimes 169 
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60° or lower, since these magnetic field lines map to an equatorial distance beyond 10 RE. The 170 

RCM has a stationary ionospheric grid in magnetic longitude and latitude with a uniform 171 

longitudinal resolution of 2.4°. The stationary ionospheric grid points are unevenly spaced in 172 

magnetic latitude to achieve finer spatial resolution in the auroral region. The resolution of the 173 

latitudinal grid is a uniform 0.14° from the high latitude boundary down to 54°. Between latitudes 174 

of 54° and 9°, the latitudinal grid gradually gets coarser to a maximum spacing of 3.7°. 175 

The RCM computes the bounced-averaged guiding-center drifts of isotropic protons, O+ ions, 176 

and electrons (see the “Particle Drift Currents” box in Figure 1) that are influenced by B and ℇ, 177 

the electric field. Field-aligned currents (FACs) are calculated from the divergence of particle drift 178 

currents to maintain continuity with the currents into and out of the ionosphere. Losses for protons 179 

and O+ ions due to charge exchange with the neutral H exosphere, and precipitation due to field-180 

line curvature (FLC) scattering are taken account of. We use an ion FLC lifetime that is 181 

parameterized by the ratio of the ion gyro-radius to the radius of magnetic field curvature and the 182 

strong ion diffusion lifetime described by Equation 5 of Chen et al. (2019). The electron loss model 183 

includes the effect of scattering due to statistical observations of wave properties with magnetic 184 

activity (see the “Wave Scattering Model” box in Figure 1). The RCM-E primary precipitating 185 

flux of electrons, the dominant contributor to the particle precipitation into the ionosphere, is 186 

modified by results from the STET model that account for backscatter effects. Section 2.1 below 187 

explains the diffuse auroral electron precipitation model in detail. The STET-modified electron 188 

flux distributions at 500 km are the upper boundary input to the B3C auroral transport model (see 189 

“B3C” box in Figure 1). The B3C model calculates profiles of electron density, changes in electron 190 

energy flux, and Hall and Pedersen auroral conductivity over altitudes of 90 km to 500 km. The 191 

auroral conductance Σ are obtained from integrating the conductivity profiles. The ionospheric 192 
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conductance model is described in detail in Section 2.2 below. The FACs, ionospheric conductance 193 

and ionospheric electric field are related by the current continuity equation (𝛻 ∙ 𝑱 = 0), and Ohm’s 194 

Law (𝐽! = 𝛻",$ 	 ∙ *𝛴	 ∙ 	ℇ",$,). The self-consistent ionospheric electric potentials are calculated 195 

every 1 s and are mapped along magnetic field lines using the electrostatic condition (ℇ ∙ 𝑩 = 0). 196 

The electrostatic condition is valid for diffuse auroral precipitation. Discrete aurora precipitation 197 

associated with parallel electric fields along closed magnetic field lines is not currently modeled 198 

in the RCM-E.  199 

The time dependent electric potential at the outer RCM boundary is specified using the 200 

empirical model of Weimer (2001) that is driven by upstream solar wind and IMF data from NASA 201 

OMNIweb Plus. For the 17 March 2013 simulation run the Weimer potential at the outer boundary 202 

is scaled by the DMSP cross polar cap potential as explained in detail in (Chen et al., 2019), but 203 

for the 17 March 2015 event we did not have the DMSP cross polar cap potential readily available.  204 

Following our earlier work (Chen et al., 2012) we assume that the electron and ion distributions 205 

at the outer boundary are kappa functions. For the 17 March 2015 simulation run we use the 206 

empirical plasma sheet model of Tsyganenko & Mukai (2003), based on statistical averages of ≤ 207 

40-keV Geotail data, of density and temperature to specify the needed parameters of the kappa 208 

function at every 5 minutes. Protons with lower energies (e.g., ≤ 40 keV) typically contribute more 209 

to the density than ions with higher energies (e.g., ≥ 40 keV). However, from a previous study 210 

proton temperatures calculated from the THEMIS THA measurements over the energy range of 211 

40 eV to 600 keV are about a factor of 2 larger than temperatures from measurements from 40 eV 212 

to 40 keV during 4-7 April 2010 (Chen, Lemon, Guild, et al., 2015; Keesee et al., 2014). For that 213 

reason, we scale the Tsyganenko & Mukai (2003) proton temperatures by a factor of 2. At the 214 

outer boundary it is assumed that the electron density equals the ion density. The boundary electron 215 
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temperature is set as Te = Tp/7.2, where Tp is the proton temperature, based on average central 216 

plasma sheet properties (Baumjohann et al., 1989). For the 17 March 2013 storm, we map LANL 217 

Magnetospheric Plasma Analyzer (MPA) (McComas et al., 1993) and Synchronous Orbit Particle 218 

Analyzer (SOPA) (Belian et al., 1992) electron and proton distributions at geosychronous orbit 219 

outward to 10 RE to specify the parameters of their boundary kappa functions. The methodology 220 

is described in detail in (Chen et al., 2019). For this event, the O+ density at the outer boundary is 221 

specified using the Kp-dependent relationship for the ratio of O+ to proton density of Young et al. 222 

(1982). At the boundary the O+ ion temperature is assumed to be equal to the proton temperature.  223 

The Aerospace version of the RCM-E includes an initial electron distribution based on the 224 

empirical AE9 model (Ginet et al., 2013), the calculation of mean precipitating integrated electron 225 

energy flux from simulated phase space distributions (Chen, Lemon, Orlova, et al., 2015), and a 226 

simple plasmaspheric model in which the model plasmapause is determined from the simulated 227 

cold electron density ne. We use the L-dependent plasmaspheric refilling rate for solar maximum 228 

of Denton et al. (2012).  229 

2.1 Primary Precipitating Electron Flux  230 

In Aerospace's version of the RCM-E the loss of electrons from interactions with 231 

magnetospheric waves are treated by using Kp and MLT-parameterized scattering rates based on 232 

statistical observations of wave properties with magnetic activity. Pitch-angle diffusion 233 

coefficients Dwαα against whistler chorus were computed by Orlova & Shprits (2014) for electrons 234 

with energies E between 1 keV and 2 MeV for different Kp values over equatorial geocentric 235 

distances normalized by Earth radii R0 from 3 to 8 and four magnetic local time (MLT) sectors 236 

from 21 MLT eastward to 15 MLT. They parameterized the quantity 1/Dwαα as functions of Kp, E, 237 

R0, and MLT. Because the chorus wave diffusion coefficients are relatively monotonic, the 238 
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scattering rate against the whistler chorus was set to be λw = Dwαα outside the plasmasphere 239 

following (Shprits et al., 2006). A Kp and MLT-parameterization of the reciprocal of the pitch 240 

angle diffusion coefficients Dhαα against plasmaspheric hiss waves was performed by Orlova et al. 241 

(2014) for electron energies between 1 keV and 10 MeV and for R0 from 3 to 6. Inside the 242 

plasmasphere the scattering rate against plasmaspheric hiss is taken to be λh = Dhαα. A 243 

logarithmically weighted (by density) average of the lifetime against whistler chorus and hiss is 244 

used in the plasmapause region. In the spatial regions where there are no parameterizations of the 245 

scattering rate from (Orlova & Shprits, 2014) or (Orlova et al., 2014), we use a simple MLT-246 

dependent lifetime given by (Chen and Schulz, 2001, hereafter referred to as CS). CS formulated 247 

an expression for the electron lifetime that smoothly transitions between weak diffusion in the 248 

plasmasphere and a fraction of strong diffusion in the plasma sheet. The strong diffusion lifetime 249 

τs is given by  250 

 τs ≈ [2ΨBh/(1 – η)](γm/p) (1) 251 

where Ψ is the flux-tube volume, Bh is the magnetic field intensity at the foot point of the field 252 

line, γ (= m/m0) is the ratio of the electron relativistic mass m to the rest mass m0, and p is the 253 

particle momentum at an altitude h, η is taken to be a constant value of 2/3 so that electrons are 254 

lost at one third of the strong diffusion rate. The lifetime τ is given by 255 

𝜏 =		256 

⎩
⎪
⎨

⎪
⎧

[1	 +	𝜆!𝜏"]/𝜆!	for	𝑛# < 	10	cm$%, 0 ≤ 	MLT	 ≤ 15, and	21	 ≤ 	MLT	 ≤ 	24																																
[1	 +	𝜆&𝜏"]/𝜆&		for	𝑛# 	> 	100	cm$%, 3	 ≤ 𝑅' 	≤ 	6	and	all	MLTs																																			

(log(100) − log(𝑛#))
(log(100) − log(10))

[1 + 𝜆!𝜏"]
𝜆!

	+	
(log(𝑛#) − log(10))
(log(100) − log(10))

[1 + 𝜆&𝜏"]
𝜆&

				for 10 cm$% < 𝑛# < 100	cm$%,

																																																							3	 ≤ 𝑅' 	≤ 	6, 0 ≤ 	MLT	 ≤ 	15, and	21	 ≤ 	MLT	 ≤ 	24
(2)
	257 

 258 
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Further details of the electron loss model used can be found in (Chen et al., 2015; 2019). 259 

The RCM-E differential rate of energy deposition (per unit electron energy E) per unit area of 260 

the ionosphere is given by  261 

 (𝑑𝑄/𝑑𝐸)%&'( = 𝜋	 6
)*+(,

)*
+ -

.
7 |𝐵&/𝐵/|𝐸𝑝)𝑓  (3)262 

  263 

in units of cm–2s–1, where τ is given by (1), Br is the radial component of the magnetic field at the 264 

foot of the flux tube and f is the phase space density. Within the square bracket of (3) is the ratio 265 

of the strong diffusion lifetime ((1) with η = 0) to the lifetime that is less than or equal to one.  The 266 

RCM-E energy Ε = λψ–2/3 (Harel et al., 1981), where λ is an invariant, depends on the flux tube 267 

volume, which is location dependent. For example, the electron energy can range from ~100 eV 268 

to ~1 or 2 MeV and includes the zero-energy electron channel for modeling cold plasma drift.  269 

The integrated precipitating electron energy flux Q is obtained by integrating the energy times 270 

the differential energy flux over energy from a lower E1 to upper E2 limit as 271 

 𝑄 =	∫ (01
02
)%&'(𝑑𝐸

2,
2-

. (4) 272 

The mean energy of the precipitating electrons 〈E〉 is calculated from the precipitating 273 

differential particle flux J(E) ≡ E-1dQ/dE as 274 

 〈𝐸〉 = 	
∫ 4(2)202.,
.-

∫ 4(2)02.,
.-

=	
∫ (/0/.)02
.,
.-

∫ ,/0/.-,
-
.-02

.,
.-

. (5) 275 

For calculating the simulated ionospheric conductance we use energy limits of E1 = 500 eV 276 

and E2 = 30 keV in (5) and (6) that are consistent with the limits of integration of the Robinson et 277 

al. (1987) equations and the STET-modified Khazanov et al. (2019) equations. For calculating Q 278 
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and 〈E〉 associated with observational data we use limits of integration appropriate to the 279 

instrument energy range.  280 

2.2 M-I-A Coupled Precipitating Electron Flux 281 

As the primary precipitating electrons deposit their energy into the ionosphere and 282 

thermosphere, complex coupled processes including the production of secondary electrons, back- 283 

scatter of primary and secondary electrons, and wave-particle scattering in the magnetosphere 284 

affect the dynamic precipitating electron flux spectra. The effect of these coupled magnetosphere-285 

ionosphere-atmosphere processes are taken account of by modifying the primary precipitating 286 

electron distribution using relationships obtained through parameterized steady-state STET 287 

simulations.  288 

The STET code comprehensively models various sources and collisional processes of electrons 289 

as they travel along an open or closed magnetic field line through the magnetosphere and 290 

ionosphere (Khazanov et al., 2015; Khazanov, Glocer, et al., 2016; Khazanov, Himwich, et al., 291 

2016; Khazanov et al., 2017b). It can cover all latitudes and longitudes. The STET code applies 292 

two primary electron sources: photoelectrons generated through the interaction of solar extreme 293 

ultraviolet (EUV) and X-ray radiation with the neutral atmosphere, and precipitating electrons 294 

originating from the magnetosphere. It incorporates elastic and inelastic collisional processes 295 

between superthermal electrons and major neutral atmospheric components (N2, O2, and O) in the 296 

energy range of 1 eV to 50 keV.  297 

Inputs to the STET code for the neutral thermospheric densities and temperatures were 298 

obtained from the MSIS-90 model (Hedin, 1991). The electron altitudinal profile in the ionosphere 299 

was derived based on the International Reference Ionosphere model (Bilitza et al., 2017) and 300 

extended into the plasmasphere region by assuming that the electron thermal density is 301 
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proportional to the geomagnetic field (ne ~ B2). This approach represents an intermediate step 302 

during plasmaspheric refilling (Khazanov et al., 1984), particularly in large L-shells where electron 303 

diffuse aurora occurs. Cross sections for ionization, state-specific excitation, and elastic collisions 304 

were sourced from Solomon et al. (1988).  305 

On closed field lines STET considers both magnetically conjugate regions when simulating 306 

the dynamic formation of electron distribution functions in a 1-D spatial and 2-D velocity space 307 

(energy and pitch angle). Previous STET simulations of diffuse precipitating electron flux 308 

distributions from primary Maxwellian electron spectra reach a steady state after 3 min (Khazanov 309 

and Glocer, 2020). Based on parametric steady state STET simulations of diffuse precipitating 310 

electron flux spectra in a dipole magnetic field with primary Maxwellian electron spectra, 311 

Khazanov et al. (2019) represented analytical functions that modify the primary Maxwellian 312 

integrated electron flux and mean energy that consider the MIA coupling and secondary electron 313 

effects. Following equations (3), (4), and (5) of Khazanov et al. (2019), the respective modified 314 

mean energy and modified integrated energy are  315 

 〈𝐸〉789 	= 	0.073	 + 	0.933 ∗ 〈𝐸〉 	− 	0.0092 ∗ 〈𝐸〉) (6) 316 

 𝑄789 =	𝐾(	(〈𝐸〉)	𝑄 (7) 317 

with  318 

 𝐾( 	= 	3.36	 − 	𝑒𝑥𝑝(0.597	 − 	0.37 ∗ 〈𝐸〉 	+ 		0.00794 ∗ 〈𝐸〉)), (8) 319 

where 〈𝐸〉 is the mean energy of the primary Maxwellian spectrum with units of keV. We use the 320 

steady-state equations (6), (7), and (8) to modify the respective simulated RCM-E primary 321 

precipitating electron flux and mean energy at every 1 s. The storm-time RCM-E precipitating 322 

electron flux spectra are well represented by fits to Maxwellian distributions where the simulated 323 

diffuse aurora is robust, such as from pre-midnight to mid-morning (Chen et al., 2019). This is not 324 
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necessarily true where the simulated diffuse aurora is weak, such as in the late afternoon or at very 325 

low latitudes. We impose a threshold integrated energy flux of 0.0316 erg/cm2 for electrons and 326 

0.0316 erg/cm2 for ions for diffuse precipitation before computing the mean energy using (5) of 327 

the corresponding spectrum at each ionospheric grid point. The use of equations (6)-(8) are a 328 

reasonable estimate of the MIA coupling modifications to the RCM-E precipitating distributions. 329 

2.3 Ionospheric Conductance Models 330 

The modeled ionospheric conductance includes contributions from solar extreme ultraviolet 331 

(EUV) and ionization from precipitating diffuse auroral electrons and ions. We use the empirical 332 

IRI-2007 (Bilitza & Reinisch, 2008) model to specify the ionospheric conductance from EUV that 333 

is kept constant throughout a simulation run. Auroral conductance is calculated from simulated 334 

precipitating electron and ion fluxes that are updated every 1 s. From a previous simulation study, 335 

Chen et al. (2019) found that diffuse precipitating electrons are the dominant contributor to auroral 336 

conductance, whereas precipitating ions from FLC scattering tend to contribute significantly to the 337 

conductance locally and sporadically.  338 

The Hall and Pedersen conductance for precipitating protons are computed using the empirical 339 

relations of Galand & Richmond (2001) that depend on the mean precipitated proton energy and 340 

integrated precipitating proton energy flux. For lack of any known available empirical relations 341 

between precipitating O+ ions and ionospheric conductance, we estimate the conductance 342 

contribution from precipitating O+ ions by applying the Galand & Richmond (2001) formulas. 343 

Details about the ion precipitation calculation can be found in Chen et al. (2019). 344 

The auroral conductance contribution from simulated precipitating electrons are calculated by 345 

using either (A) interpolated results from the Boltzmann 3-Constituent (B3C) auroral transport 346 
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code of Strickland et al. (1993) or (B) the simple empirical relations of Robinson et al. (1987) that 347 

depend on the mean precipitating electron energy and integrated electron energy flux. Method A 348 

is the primary approach while method B is used for comparison purposes with method A. As input 349 

for either method, we use RCM-E differential precipitating electron flux spectra to calculate the 350 

integrated and mean precipitating electron flux into the ionosphere without and with STET 351 

modifications (application of equations (6), (7), and (8)). The simulated RCM-E integrated 352 

electron energy flux and mean energy are then used to calculate the ionospheric conductance, using 353 

either method A or B, that is then fed back into the calculation of the electric potentials (see Figure 354 

1).  355 

With method A, Hall and Pedersen conductivity and height-integrated conductance are 356 

computed using the B3C auroral transport code of Strickland et al. (1993). The B3C code computes 357 

the coupled set of linear Boltzmann equations for electrons, protons, and H atom fluxes with full 358 

collisional processes (Basu et al., 1993) in a specified atmosphere over altitudes of 90 km to 500 359 

km. An atmosphere based on the empirical NRLMSISE-00 model (Picone et al., 2002) with the 360 

geographic latitude, geographic longitude, daily Ap index, solar radio flux F10.7, and eighty-one-361 

day F10.7 average (F10.7A) indices as inputs is used in the B3C for this study. The B3C code 362 

takes as input incident precipitating electron energy distributions at the upper boundary of 500 km 363 

for a specified geographic longitude and latitude. We assume an incident Maxwellian precipitating 364 

electron energy distribution with an associated energy flux Q and mean energy <E>. For a subset 365 

of the RCM-E grid points, the B3C is used to compute Hall and Pedersen conductivity altitude 366 

profiles and height-integrated conductance for daily Ap, F10.7, and F10.7A values corresponding 367 

to times of interest and for a wide range of <E> and Q parameters. The values are saved in a look-368 

up table for selected times during two magnetic storms: (1) every 3 hours between 17 March 2013 369 
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00:00 UT and 18 March 2013 06:00 UT and (2) approximately every 3 hours between 17 March 370 

2015 00:00 UT and 19 March 2015 00:00 UT, with slight deviations from a 3-hour cadence when 371 

the time scale of changes to the B3C inputs warrants shorter intervals (during the main phase) or 372 

allows for longer ones (during the recovery phase, especially the late recovery phase). For any 373 

given RCM-E grid point and time, the RCM-E interpolates the values of the Hall and Pedersen 374 

conductance from the tables and these values are used to compute the RCM-E ionospheric 375 

potential that is self-consistent with the particle transport. This is done for simulated precipitating 376 

mean electron energies and integrated energy fluxes with (QWMR and <E>WMR) and without (Q and 377 

<E>) the STET modifications. The interpolation of the B3C conductivity conductance tables is a 378 

computationally feasible approach to calculating altitudinal profiles of conductivity. 379 

Method B is to calculate the ionospheric auroral electron conductance from the simple 380 

empirical formulas of Robinson et al. (1987): 381 

 𝛴𝑷 	= 	
<=〈2〉

@A	B〈2〉,
	𝑄@/) (9)382 

 D𝑯
𝜮𝑷
	= 	0.45	〈𝐸〉=.GH, (10) 383 

where we use the simulated integrated electron energy flux Q and mean energy 〈𝐸〉 with or without 384 

the STET modification for MIA coupling effects.  385 

3 Observational Data 386 

3.1 Poker Flat Research Range 387 

The Poker Flat Research Range (PFRR) in Alaska is located at (65.1° N geographic latitude, 388 

212.5° E geographic longitude, 65.9° magnetic latitude).  The Poker Flat Incoherent Scatter Radar 389 

(PFISR) is a phased-array incoherent scatter radar radar capable of beamsteering on a pulse-to-390 
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pulse basis, which is also located at PFRR (Valentic et al., 2013). PFISR produces estimates of the 391 

altitude-resolved electron density and line of sight (LOS) velocities from which the electric field 392 

can be estimated using the methodology described in (Heinselman & Nicolls, 2008). The Pedersen 393 

and Hall conductance, i.e., altitude integrated conductivity, are estimated using electron density 394 

observations from the field-aligned beam at PFISR. Approximate forms were used that are valid 395 

above 100 km altitude for the Hall and Pedersen conductivities; more details on the conductivity 396 

calculations can be found in (Kaeppler et al., 2023). The electric field was derived using the F-397 

region line-of-sight velocities. We produced a single estimate of the electric field from the F-region 398 

LOS velocities, instead of the more typical 1-D vector electric field (electric field vs. magnetic 399 

latitude). This single F-region electric field is suitable for large-scale model data comparisons since 400 

the 1-D electric fields correspond to a single model grid point.  Using a single vector electric field 401 

was used in (Meng et al., 2022) and we use a similar method in this investigation.      402 

The Aerospace Corporation has operated a 4-channel photometer system at PFRR. The details 403 

of the system including calibration data analysis techniques have been described in (Hecht et al., 404 

2008; Hecht et al., 2012). For the purposes of this study the two key parameters are the integrated 405 

energy flux QPF and mean energy <EPF> of the precipitating electrons over energies of 100 eV to 406 

14 keV. 407 

The photometer data are essentially measuring the auroral emission at night over a narrow field 408 

of view (<2°) pointed up the nominal magnetic field line direction at PFRR. During periods of 409 

diffuse aurora, typically associated with Maxwellian energy distributions, the instrument often 410 

detects somewhat constant or slow temporal variations in QPF and <EPF> that are not correlated. 411 

However, during periods of discrete aurora, typically associated with Gaussian energy 412 

distributions, observations usually reveal rapid and large variations in QPF and often in <EPF> as 413 
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QPF and <EPF> are correlated. This is discussed further in (Christensen et al, 1987; Hecht et al., 414 

1999; Hecht et al, 2008). 415 

3.2 Millstone Hill Geospace Facility  416 

The Massachusetts Institute of Technology (MIT) Millstone Hill Geospace Facility (MHGF) 417 

is at Westford, Massachusetts at (42.6° geodetic latitude; 288.5° geodetic longitude; 54° magnetic 418 

latitude). The Millstone Hill incoherent scatter radar observations during the 2013 and 2015 St. 419 

Patrick’s Day storms were previously described by Foster et al. (2014) and Zhang et al. (2017). 420 

Utilizing the plasma density and temperature data from the radar’s zenith antenna, along with 421 

empirical models NRLMSISE-00 [Picone et al., 2002] and IRI [Bilitza and Reinisch, 2008], Zhang 422 

et al. (2017) estimated the integrated Pedersen and Hall conductivities over Millstone Hill in both 423 

the E region (100–150 km) and F region (200–550 km), as well as the total conductivity over the 424 

100–550 km range during the 2015 event. The same methodology was employed in the present 425 

study as well as in the Madrigal database (Rideout W., Cariglia K. CEDAR Madrigal Database 426 

URL: http://cedar.openmadrigal.org). 427 

4 Simulation Results and Data-Model Comparisons  428 

We simulate the 17 March 2013 (min Dst = –131 nT) and 17 March 2015 (min Dst = –233 nT) 429 

storms using RCM-E, STET-modifications, and B3C, hereafter referred to as RCM-E, STET, B3-430 

C for shorthand, to examine the effects of diffuse auroral precipitation on spatial and temporal 431 

variations of conductivity and conductance during these magnetic storms. These two storms began 432 

in equinox on the same day of different years and thus had similar solar illumination and 433 

ionospheric conditions. However, the 17 March 2015 storm was more intense than the 17 March 434 

2013 storm because of enhanced solar wind driving. According to several citizen observations 435 

reported by Case & MacDonald (2015), the aurora associated with the Saint Patrick's Day 2015 436 
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storm was visible at low latitudes. For both events the simulated Hall and Pedersen conductance 437 

are compared with conductance inferred from ISR data from Poker Flat. Model conductance and 438 

conductance inferred from ISR data from Millstone Hill, which is at a lower magnetic latitude than 439 

Poker Flat, are also compared for the larger 17 March 2015 storm.  440 

4.1 Saint Patrick’s Day 2013 Storm 441 

The St. Patrick’s Day 2013 storm was driven by a large coronal mass ejection (CME) observed 442 

on 17 March 2013 at 06:28 UT by NASA’s Advanced Composition Explorer (ACE). Figure 2 443 

shows the geomagnetic SYM-H index (a one-minute resolved Dst measurement), solar wind 444 

dynamic pressure, and interplanetary magnetic field (IMF) during 17–18 March 2013. The data 445 

shown in Figures (a)–(e) were downloaded from the NASA OMNIWeb: 446 

https://omniweb.gsfc.nasa.gov/ow_min.html. On 17 March 2013 the solar wind dynamic pressure 447 

(Figure 2b) became elevated around 5:20 UT leading to the storm’s sudden commencement when 448 

SYM-H (Figure 2e) reached 26.5 nT. The storm main phase started around 6:30 UT and lasted for 449 

approximately 14 hr with a minimum SYM-H of –132 nT attained at 21:00 UT. This was followed 450 

by a recovery phase when the IMF Bz (Figure 2e) was positive. 451 

The storm simulation includes time-dependent boundary conditions described in Section 2. 452 

Variations of the RCM-E electric boundary conditions specified at 10 RE and 00:00 MLT in the 453 

plasma sheet are shown in Figure 2f. The electric potential at the midnight boundary is enhanced 454 

during the storm main phase and reaches a maximum value of 264 kV. The time-dependent 455 

electron, proton, and O+ ion densities (not including the plasmasphere component) at the midnight 456 

boundary are shown in Figures 2g. The electron density at the boundary was generally elevated 457 

during the storm main phase.  458 
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Features of the simulated diffuse precipitating electron energy flux in the ionosphere at 850 459 

km during the storm are illustrated in Figures 3a, 3b, and 3c. The ordinate of the plots is MLAT 460 

from 45° to the quiet time high latitude boundary of 67.5° and the abscissa is MLT. The dashed 461 

gray curves correspond to L values from 3 to 7 and the white curve represents the model 462 

plasmapause. Representative pre-storm (17 March, 06:00 UT), early main phase (17 March, 08:00 463 

UT) and late main phase (17 March, 20:00 UT) results are shown. Note that the high latitude 464 

boundary of the RCM-E simulation has moved to lower latitudes on the nightside because the field 465 

lines stretch during the storm (the 10 RE boundary maps to lower latitudes). The precipitating 466 

electron energy flux tends to be relatively intense from ~21:00 MLT through midnight to the 467 

morning and less concentrated from the afternoon to around dusk. This is because most of the 468 

plasma sheet electrons are scattered by whistler chorus waves and precipitate before they can 469 

gradient-curvature drift to the afternoon side (Chen and Schulz, 2001; Chen et al., 2019). The 470 

precipitation occurs predominantly outside the plasmasphere (poleward of the white curve) where 471 

the lifetimes against scattering with whistler waves (Orlova & Shprits, 2014) are generally shorter 472 

than the lifetimes against plasmaspheric hiss (Orlova et al., 2014) for a given energy, L and Kp 473 

value. Early in the storm main phase at 08:00 UT, the spatial region of the precipitating electron 474 

flux on the night side had extended to lower latitudes and the maximum precipitating electron flux 475 

was more intense as compared to pre-storm at 06:00 UT. By late storm main phase at 20:00 UT 476 

the spatial extent of electron energy flux had broadened in MLAT and MLT compared to at 08:00 477 

UT. The model plasmapause shows features of a plume, as labeled in Figure 3c. Equatorward of 478 

the plasmapause from ~17:00 MLT to ~22:00 MLT there is energy flux associated with electrons 479 

that had precipitated to that region earlier.  480 
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The simulated Hall and Pedersen conductance for the three representative times are shown in 481 

Figures 3d-3f and 3g-3i, respectively. The Hall and Pedersen conductance associated with EUV 482 

on the dayside is kept constant throughout the simulation. For each time of interest shown, the 483 

simulated auroral Hall and Pedersen conductance are similar in spatial extent as the corresponding 484 

precipitating electron energy flux (e.g., compare Figures 3d and 3a). However, the magnitude of 485 

the most intense auroral Pedersen conductance is smaller than the corresponding most intense 486 

auroral Hall conductance.  487 

Ionospheric conductance and field-aligned currents affect the electric field. The simulated 488 

electric intensity |ℇ| at 850 km at different times are shown in Figures 3j-3l where the gray curves 489 

are constant equipotential contours spaced by 2 kV/contour. The equipotential contours in the pre-490 

storm electric intensity at 06:00 UT (Figure 3j) show a two-cell convection pattern at auroral 491 

latitudes. The region of enhanced convection extends to lower latitudes by the late main phase 492 

(Figure 3l). The electric intensity is large from about dusk to midnight in the region of low 493 

conductance that is equatorward of the high to low conductance boundary. This is a feature of the 494 

electric field associated with westward subauroral polarization streams (SAPS) (Foster and Burke, 495 

2002). There are large electric intensities near dawn associated with eastward dawnside subauroral 496 

polarization streams (DAPS). Lin et al. (2022) have shown through simulations and DMSP 497 

observations of a large storm event that DAPS can occur during intense storms when the 498 

magnetospheric convection is large enough to transport ions directly from the plasma sheet toward 499 

low L-shells near dawn; rather than being diverted to the dusk side by energy-dependent gradient 500 

drifts. 501 

Figures 4a–4d show examples of simulated altitudinal profiles of the auroral Pedersen and Hall 502 

conductivity σ versus magnetic local time at 60° MLAT for the 17 March 2013 storm. During the 503 
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early storm main phase at 08:00 UT, the Pedersen (Figure 4a) and Hall (Figure 4c) conductivity 504 

exceed 1.0 x 10–4 S/m from pre-midnight (≈ 22:30 MLT) to early morning (≈ 4:30 MLT) at 505 

altitudes of about 110 km to 150 km and 100 km to 140 km, respectively. Late in the main phase 506 

at 20:00 UT, the Pedersen (Figure 4b) and Hall (Figure 4d) conductivity exceed 1.0 x 10–4 S/m 507 

over a broader range of MLTs than at 08:00 UT. At a fixed magnetic latitude in the auroral zone, 508 

the time evolution of the magnetic local distribution of the conductivity enhancement is consistent 509 

with the MLT distribution of the precipitating electron energy flux (cf. Figures 3b and 3c).  510 

As electrons precipitate, they deposit energy to the high-latitude atmosphere that leads to 511 

heating. This simulated particle heating per unit volume rate is calculated from the derivative of 512 

the electron energy flux with respect to altitude z,  513 

Wp = dQ/dz.      (11) 514 

The simulated particle heating profile at 60° MLAT is significantly enhanced from 100 km to 515 

roughly 180 km at 08:00 UT (Figure 4e) and at 20:00 UT (Figure 4f). At a fixed auroral MLAT, 516 

the MLT distribution of the simulated particle heating rate is like that of the precipitating electron 517 

energy flux. Neglecting effects of neutral winds, the joule heating rate is 518 

WJ = σped|𝓔|2.      (12) 519 

At 08:00 UT (Fig. 4g), the most intense joule heating occurs around 100 km to 200 km and from 520 

≈ 21:00 MLT to 5:00 MLT. By 20:00 UT (Fig. 4h), enhanced joule heating occurs from ≈15:00 521 

MLT to 10:30 MLT. The simulated joule heating dominates particle heating where the Pedersen 522 

conductivities were relatively low and the electric intensity in the regions indicated by the arrows 523 

in Figure 4g and 4h.  524 

We compare the simulated ionospheric conductance and electric intensity with observations 525 

from the PFRR. The black diamonds in Figure 5a and 5b show the respective Poker Flat ISR 526 
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(PFISR) Pedersen and Hall conductance during the storm. Figure 5f shows the time trace of SYM-527 

H (black curve) and the MLT (dashed green curve) for reference. From 00:00 UT to 06:00 UT 528 

(≈12:00 MLT to 08:00 MLT) on 17 March, the pre-storm PFISR Pedersen conductance is below 529 

10 S and the PFISR Hall conductance is below 12 S. During the storm main phase, the PFISR 530 

Pedersen and Hall conductance are significantly enhanced to values as high as 38 S and 90 S, 531 

respectively. As the storm recovers the PFISR Pedersen and Hall conductance gradually trended 532 

downward toward pre-storm levels.  533 

The RCM-E-STET-B3C simulated Pedersen and Hall conductance (pink curve) at the PFRR 534 

magnetic latitude of 65.9° are plotted over the corresponding PFISR conductance in Figures 5a 535 

and 5b. Also shown are results from simulations using RCM-E with STET and the Robinson et al. 536 

formulas for calculating conductance (orange curve), RCM-E without STET and the Robinson et 537 

al. formulas (blue curve), and RCM-E without STET and B3C (cyan curve). There is a gap in the 538 

model results because the RCM model boundary at 10 RE maps to latitudes below 65.9° as the field 539 

lines are stretched on the nightside during the main phase. The RCM-E-STET-B3C Pedersen and 540 

Hall conductance agree reasonably well with the respective PFISR conductance before the storm 541 

(00:00 UT to 06:00 UT) when the conductance is primarily due to EUV and between 18:00 UT 542 

(~07:00 MLT) to 23:00 UT (~12:00 MLT) on 17 March 2013 where we expect stormtime diffuse 543 

aurora to be present. During 18:00 UT to 23:00 UT, the PFISR conductance shows some impulsive 544 

enhancements above the simulated conductance values that we interpret as being associated with 545 

discrete aurora. 546 

During pre-storm, PFRR is on the dayside at ≈12:00 MLT to 18:00 MLT when the effects on 547 

conductance from EUV likely dominate over auroral precipitation. The RCM-E-STET-B3C and 548 

RCM-E-B3C Pedersen/Hall conductance are virtually identical                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              549 
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and higher than the RCM-E-STET-Robinson and RCM-E-Robinson Pedersen/Hall conductance 550 

that are similar (Figure 5a and 5b) during pre-storm. The conductance on the dayside calculated 551 

from the B3C code is higher than the empirical IRI-2007 model.  552 

The photometer observations of rapid and large fluctuations in the QPF and <EPF> during the 553 

storm main phase (Figures 5c and 5d) seem to be consistent with discrete rather than diffuse aurora. 554 

The most likely period of diffuse aurora is after 1330 UT on 17 March. PFRR does keep an archive 555 

of their all sky auroral movies online 556 

(http://optics.gi.alaska.edu/realtime/data/MPEG/PKR_DASC_256/) and the movie for 17 March 557 

2013 is mostly consistent with this interpretation. The big fluctuations in QPF and <EPF> occur 558 

when there are the enhancements in PFISR Pedersen and Hall conductance. The simulated Q and 559 

<E> (equations (4) and (5)) are also plotted in Figures 5c and 5d, but because of the gap in the 560 

model results they were not available when the photometer measurements were.  561 

During the late storm main phase to early recovery phase (≈17:00 UT on 17 March to 00:00 562 

UT on 18 March), simulated Q that included the STET atmospheric backscatter effects were 563 

generally larger than simulated energy flux that did not include STET modifications (Figure 4c). 564 

The inclusion of atmospheric backscatter has an energy cascading effect that tends to decrease the 565 

mean energy of the precipitating spectrum (e.g., Figure 1 of Khazanov et al., 2019). Thus, the 566 

RCM-E-STET-B3C <E> is lower than the RCM-E-B3C <E> and the RCM-E-STET-Robinson 567 

<E> is lower than the RCM-E-Robinson <E> in Figure 5d. As noted earlier, the respective STET-568 

modified Q and <E> are calculated over the energy range of 500 eV to 30 keV following Robinson 569 

et al. (1987). The <500-eV and > 30-keV tails of the modified precipitating electron distribution 570 

do not significantly contribute to the ionospheric conductance.  571 
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The rapidly fluctuating PF electric intensity ℇ (Figure 5e) is below 25 mV/m during pre-storm 572 

and on the dayside but is significantly enhanced during the storm main phase, then decreases 573 

overall during the recovery phase. The RCM-E-STET-B3C and RCM-E-B3C electric intensity 574 

show similar trends with good agreement during pre-storm and recovery phases and reasonable 575 

order of magnitude agreement during the late main phase. There are big spikes in the model ℇ 576 

during the sudden commencement and very early main phase (6:00 UT to 7:00 UT; ≈18:00 MLT) 577 

that overestimate the observed ℇ. Significant enhancements in simulated ℇ are associated with low 578 

modeled conductance near dusk during the early main phase of the March 17, 2013 storm, as 579 

discussed previously by Khazanov et al. (2019). Our model does not account for conductance 580 

associated with discrete aurora driven by field-aligned potential drops. However, the presence of 581 

such discrete auroral conductance could supplement the low conductance from diffuse aurora, 582 

potentially reducing the simulated ℇ. 583 

4.2 Saint Patrick’s Day 2015 Storm 584 

The Saint Patrick's Day storm of 2015 was triggered by a coronal mass ejection (CME) that 585 

occurred on 17 March 2015, at 02:00 UT. Figure 6 shows variations of SYM-H, solar wind and 586 

IMF data for this event that were obtained from NASA OMNIWeb: 587 

omniweb.gsfc.nasa/gov/ow_min.html. The storm’s main phase started at 06:55 UT and unfolded 588 

in two distinct steps (Figure 6a). The first step involved a decrease in SYM-H of 100 nT, driven 589 

by the southward IMF (Figure 6e) in the sheath region (Kataoka et al., 2015). The second step, 590 

driven by the southward IMF in the magnetic cloud, saw SYM-H drop to a minimum value of –591 

233 nT, with the maximum solar wind dynamic pressure reaching 21.2 nPa (Figure 6b). This was 592 

followed by a recovery phase lasting approximately two days.  593 
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Intervals of significant enhancement of the RCM-E electric potential from pre-storm values at 594 

the 10 RE boundary in the plasma sheet (Figure 6f) during the main phase are consistent with the 595 

periods when the IMF was southward. The respective electron, proton, and O+ ion density (not 596 

including the plasmasphere component) at the midnight model boundary at 10 RE are shown in 597 

Figure 6g.  598 

MLAT versus MLT maps of the RCME-STET-B3C simulated electron energy flux at 850 km 599 

in the ionosphere during the early storm main phase (09:00 UT on 17 March 2015; Figure 7a), late 600 

main phase (19:00 UT on 17 March 2015; Figure 7b), and recovery phase (18:00 UT on 18 March 601 

2015; Figure 7c) show simulated diffuse precipitation with energy flux > 10 erg/cm2 at latitudes 602 

as low as 44° MLAT at 04:00 MLT during the late main phase of this large storm. Enhancements 603 

in the simulated Hall and Pedersen conductance occur at latitudes as low as 46° MLAT at 04:00 604 

MLT at 19:00 UT on 17 March 2015 (Figures 7e and 7h). Figure 7i illustrates large simulated 605 

electric intensities associated with westward SAPS from ≈ 14:00 MLT toward midnight and with 606 

eastward DAPS near dawn. The indentations in the model plasmapause (white curve) in Figures 607 

7c, 7f, and 7i during the recovery phase at 18:00 UT on 18 March 2015 correspond to the boundary 608 

of a plasmaspheric plume with no significant electron precipitation within the plume. 609 

Variations in the simulated Pedersen and Hall auroral conductance, electron pressure, ion 610 

pressure, FAC, and electric intensity at subauroral to auroral latitudes for representative fixed 611 

magnetic local times on the nightside during the Saint Patrick’s Day 2015 storm are displayed in 612 

Figure 8. The Pedersen (Figures 8a–8d) and Hall (Figures 8e–8h) conductance are elevated at 613 

auroral latitudes during the storm main phase and are significantly diminished by the late recovery 614 

phase. At 21:00 MLT and at 00:00 MLT, there are latitudinal gaps in the simulated Pedersen 615 

(Figures 8a and 8g) and Hall auroral conductance (Figures 8b and 8h) associated with a 616 
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plasmaspheric plume formed during the recovery phase. In contrast to the auroral conductance, the 617 

simulated electron (Figures 8i–8l) and ion (Figures 8m–8p) pressure associated with the trapped 618 

population is concentrated at lower latitudes. During the main phase, the electron pressure at 21:00 619 

MLT (Figure 8j) is relatively low as many electrons from the nightside plasma sheet drift eastward 620 

from the energy- and charge-dependent drift to lower L values. The main phase electron pressure 621 

tends to strengthen towards increasing lower latitudes at midnight to dawn (00:00 MLT, 03:00 622 

MLT, and 06:00 MLT; Figures 8k–8m). In contrast, the main phase simulated ion pressure at pre-623 

midnight to midnight (21:00 MLT or 00:00 MLT) are more intense than at early morning or dawn 624 

(03:00 MLT or 06:00 MLT) as many ions from the nightside plasma sheet drift westward to lower 625 

L values. Figures 8q – 8t illustrate the time evolution of the simulated FACs where blue/red 626 

corresponds to field-aligned currents going into/out of the ionosphere. During the main phase at 627 

21:00 MLT, the electric intensity associated with SAPS gets relatively large equatorward (Figure 628 

8u) of the low-high conductance boundary where the ion pressure significantly exceeds the 629 

electron pressure and strong FACs are going into the ionosphere. At 00:00 MLT and 03:00 MLT 630 

the main phase electric intensity is strong where the FACs are flowing into the ionosphere and 631 

where the ion pressure significantly exceeds the electron pressure.  632 

Examples of the spatial variation of the simulated Pedersen conductivity, Hall conductivity, 633 

and particle and joule heating during the early and late main phase of the 17 March 2015 storm are 634 

shown in Figure 9. Focusing on altitudes of about 110 km to 150 km, relatively large Pedersen and 635 

Hall conductivities and particle heating occur from ≈22:00 MLT to 06:00 MLT at 60° MLAT at 636 

08:00 UT. In contrast, the Pedersen and Hall conductivity and particle heating at a lower MLAT 637 

of 52.8° is relatively very small early in the main phase at 08:00 UT.  638 



 

29 
 

By 22:00 UT in the late main phase, there are relative enhancements in the conductivities and 639 

particle heating at 110 km to 150 km and 60° MLAT at all local times. Over the same altitudinal 640 

range at 52.8° MLAT, relative increases in the conductivities and particle heating occur from about 641 

22:00 MLT to 06:00 MLT. The simulated joule heating is relatively stronger at 60° MLAT than at 642 

52.8° MLAT for the representative times of 08:00 UT and 22:00 UT during the main phase. This 643 

is consistent with |E| being stronger at 60° MLAT than at 52.8° MLAT (see Figures 8u – 8x) and 644 

the joule heating being proportional to the |ℇ|2. 645 

We compare the RCME-STET-B3C ionospheric conductance and ℇ with observations from 646 

the PFRR at 65.9° MLAT for the St. Patrick’s Day 2015 storm in Figure 10. From 00:00 UT to 647 

05:00 UT on 17 March 2015 during pre-storm, the PFISR Pedersen and Hall conductance (black 648 

diamonds in Figures 10a and 10b) is less than 8 S and 9 S, respectively. From ≈ 5:00 UT to 13:00 649 

UT the PFRR ISR and photometer data are not good because of the presence of clouds. The 650 

respective Pedersen/Hall conductance spiked as high as about 38 S/75 S during the storm main 651 

phase and about 30 S/72 S during the recovery phase. The large fluctuating enhancements in the 652 

conductance are associated with discrete aurora observed in the PFRR all-sky camera movie not 653 

shown here. There are extended periods of time with moderate conductance values when there was 654 

diffuse aurora from dusk to dawn. The simulated Pedersen/Hall conductance (pink curves) agree 655 

reasonably well with the PFISR Pedersen/Hall conductance during these periods associated with 656 

diffuse aurora. However, the simulated Pedersen/Hall conductance underestimates spikes in the 657 

PFISR Pedersen/Hall conductance such as at 19:30 UT on 17 March 2015. The simulated 658 

Pedersen/Hall conductance also agrees well with the pre-storm PFISR Pedersen/Hall conductance. 659 

The PFISR |	ℇ |, displayed as the black curve in Figure 10e, has high-frequency fluctuations. The 660 
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simulated |E| follows some of the general trends of the PFISR |E| surprisingly well given that the 661 

simulated electric field is updated every 5 minutes.  662 

From citizen science photos of diffuse auroral glows over Williamstown, MA and over Cape 663 

Cod, MA during the St. Patrick’s Day 2015 event (around 1:00 to 3:00 UT on March 18, 2015) 664 

(Freedman, 2015), it is very likely that there was diffuse aurora over MHGF at 52.5° MLAT at the 665 

same time.  The black diamonds in Figures 11a and 11b show the Millstone Hill (MH) ISR 666 

Pedersen and Hall conductance, respectively. The green line in Figure 11c is the MLT of MHGF. 667 

From 15:00 UT to 21:00 UT on March 17, MHGF is on the dayside where the Pedersen and Hall 668 

conductance is from EUV. On the dayside, the model conductance based on IRI-2007 669 

specifications underestimates the MHGF conductance. Between dusk (21:00 UT on March 17; late 670 

main phase) to 23:00 MLT (4:00 UT on March 18; early recovery phase), the weak diffuse auroral 671 

precipitation contributes to simulated Pedersen and Hall conductance at low latitudes 52.5° MLAT 672 

where the simulated conductance agrees reasonably, well with the corresponding MHGF 673 

conductance. Unfortunately, MHISR measurements were unavailable on the early morning side 674 

near dawn during the storm main phase where diffuse aurora is expected to be more intense. 675 

Nonetheless, the RCME-STET-B3C Pedersen/Hall conductance agree with the MHISR 676 

Pedersen/Hall conductance within a factor of 2 for the example shown in Figure 11.  677 

5 Summary and Conclusions 678 

We investigated the impact of storm-time diffuse auroral electron precipitation on ionospheric 679 

Pedersen and Hall conductivities and conductance during the CME-driven St. Patrick’s Day storms 680 

of 2013 (min Dst = –131 nT) and 2015 (min Dst = –233 nT). Simulations were conducted using 681 

the magnetically and electrically self-consistent RCM-E model, with STET modifications to 682 

account for backscatter, and the B3C auroral transport code to calculate conductivities and height-683 
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integrated conductance. These simulated results were validated against conductance inferred from 684 

PFISR and MHISR measurements and Themis ASI data. The main findings are summarized as 685 

follows: 686 

1. The MLAT (magnetic latitude) and MLT (magnetic local time) distributions of 687 

simulated ionospheric Pedersen and Hall auroral conductance and diffuse precipitating 688 

electron energy flux show a strong similarity at given times during the storm events. 689 

The model plasmapause, which can include plasmaspheric plumes, represents the low-690 

latitude boundary of auroral conductance. 691 

2. The simulated Pedersen and Hall conductance agrees reasonably well with 692 

corresponding Pedersen and Hall conductance derived from PFISR measurements at 693 

65.9° MLAT for both storm events when diffuse aurora is present. A comparison with 694 

Hall conductance derived from Themis ASI is needed to complete the analysis. 695 

3. During the intense St. Patrick’s Day 2015 storm, an extended period of diffuse aurora 696 

reached the MHGF at 52.5° MLAT. Simulated Pedersen and Hall conductance agreed 697 

within a factor of two with the MHISR Pedersen and Hall conductance. 698 

4. PFRR all-sky camera footage shows the presence of discrete auroral arcs during both 699 

storm events (http://optics.gi.alaska.edu/realtime/data/MPEG/PKR_DASC_256/). The 700 

PFISR-derived conductance significantly increased, reaching up to several tens of 701 

siemens during discrete aurora episodes. These enhancements due to discrete auroral 702 

precipitation are not captured by the simulation model, which focuses only on diffuse 703 

aurora. At a fixed auroral MLAT, the largest storm-time enhancements occur in the 704 

simulated Pedersen conductivity between approximately 110 km and 160 km altitude 705 

and in Hall conductivity between about 100 km and 140 km altitude. 706 
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5. The simulations revealed the development of storm-associated electric field 707 

enhancements, specifically those linked to sub-auroral polarization streams and dawn 708 

sub-auroral polarization streams, during both storm events. 709 

6. The simulated electric field intensity closely follows the general trend of the PFRR-710 

derived electric field intensity at 65.9° MLAT when diffuse aurora is present during 711 

both storms, despite the simulations updating the electric field every five minutes. 712 

Overall, the reasonable agreement between the simulated ionospheric conductance and 713 

conductance inferred from PFISR and MHISR measurements during periods of diffuse auroral 714 

precipitation is encouraging. However, future advancements in ionospheric conductivity, 715 

conductance, and electric field modeling will require a deeper understanding of the effects of 716 

discrete auroral precipitation, which is currently not accounted for in these simulations.  717 



 

33 
 

Data Statement 718 

Data used in publishing this study are available at https://doi.org/10.5281/zenodo.15178684 719 
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 1042 

 1043 
Figure 1. Schematic illustration of magnetosphere-ionosphere coupling of precipitating electron 1044 
flux in STET and the RCM-E models.  The cartoon is a meridional view of the Earth’s 1045 
magnetosphere where the black lines are representative field lines. The flow chart illustrates the 1046 
electrodynamic coupling in the RCM-E.  1047 
 1048 
  1049 
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 1050 

Figure 2. The geomagnetic and solar wind indices, and representative RCM-E boundary 1051 
conditions for the 17–18 March 2013 storm. Time traces of (a) SYM-H, (b) dynamic solar wind 1052 
pressure, and (c, d, e) the x, y, and z components of IMF. At 10 RE and 00:00 MLT or midnight, 1053 
time traces of the RCM-E (f) electric potential and (g) electron (black), H+ (red) and O+ (blue) 1054 
density (not including the plasmasphere density component).    1055 
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 1056 
Figure 3. Simulated (a-c) precipitating electron energy flux, (d-f) Hall conductance, (g-i) 1057 
Pedersen conductance, and (j-l) electric intensity for 17 March 2013 at 06:00 UT (pre-storm), 1058 
08:00 UT (early main phase), and 20:00 UT (late main phase) at 850 km in the ionosphere. The 1059 
solid white curve depicts the model plasmapause and the dashed gray curves are representative L 1060 
shells. The solid gray curves in (j, k, l) are equipotential contours spaced every 2 kV per contour. 1061 
The top panel shows a time trace of SYM-H for March 17–18, 2013.  1062 
  1063 
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 1064 
Figure 4. Simulated altitudinal profiles of (a, b) Pedersen conductivity, (c, d) Hall conductivity, 1065 
(e, f) particle heating, and (g, h) joule heating at 60° MLAT for 08:00 UT and 20:00 UT on 1066 
March 17, 2013. The top panel shows a time trace of SYM-H for March 17–18, 2013.  1067 
  1068 
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 1069 

Figure 5. Comparisons of simulation results with Poker Flat observations for 17-18 March 2013. 1070 
The (a) Pedersen and (b) Hall conductance inferred from PFISR measurements are shown as 1071 
black diamonds. The Pedersen and Hall conductance with four different model runs are shown: 1072 
RCM-E-STET-B3C (pink), RCM-E-B3C (cyan), RCM-E-Robinson (blue), RCM-E-STET-1073 
Robinson (gold). The (c) electron energy flux and (d) mean electron energy measured by the 1074 
Poker Flat photometer. Model results with the RCM-E-STET-B3C (pink) and RCM-E-B3C 1075 
(cyan) are also shown. (e) The PFISR electric intensity. The RCM-E-STET-B3C (pink) and 1076 
RCM-E-B3C (cyan) results are shown for comparison. (f) The SYM-H (black curve) and 1077 
simulated SYM-H are shown. The simulated SYM-H are calculated using a pressure-corrected 1078 
Dessler-Parker-Sckopke relation given by eq. (6) in Chen et al. (2019). The green dashed curve 1079 
shows the MLT of Poker Flat Research Range.  1080 
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 1081 
Figure 6. The geomagnetic and solar wind indices, and representative RCM-E boundary 1082 
conditions for the 17–19 March 2015 storm. Time traces of (a) SYM-H, (b) dynamic solar wind 1083 
pressure, and the (c, d, e) x, y, and z components of IMF. At 10 RE time traces of the RCM-E (f) 1084 
electric potential and at 00:00 MLT the (g) electron (black), H+ (red) and O+ (blue) density (not 1085 
including the plasmasphere density component). 1086 
  1087 
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 1088 
 1089 
Figure 7. Simulated (a-c) precipitating electron energy flux, (d-f) Hall conductance, (g-i) 1090 
Pedersen conductance, and (j-l) electric intensity for 17 March 2015 at 09:00 UT (early main 1091 
phase), 19:00 UT (late main phase), and 18 March 2015 at 18:00 UT (recovery phase) at 850 km 1092 
in the ionosphere. The solid white curve shows the model plasmapause and the dashed gray 1093 
curves are representative L shells. The solid gray curves in (j, k, l) are equipotential contours 1094 
spaced every 2 kV per contour. The top panel shows SYM-H for 17–18 March 2013.  1095 
  1096 
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                                                        1097 
 1098 
Figure 8. MLAT versus UT maps of the simulated (a, b, c, d) Pedersen conductance, (d, e, f, g) 1099 
Hall conductance, (i, j, k, l) electron pressure, (m, n, o, p) ion pressure, (q, r, s, t) field-aligned 1100 
currents (FAC) (u, v, w, x) electric intensity at fixed 21:00 MLT, 0:00 MLT, and 03:00 MLT, 1101 
respectively. The simulated quantities that are mapped to the ionosphere at 850 km. Blue/red 1102 
corresponds to field-aligned currents flowing into/out of the ionosphere.  1103 
  1104 
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 1105 
 1106 
 1107 

 1108 

Figure 9. Altitude-MLT maps at 08:00 UT (early main phase) and 22:00 UT (late main phase) 1109 
and at 60° MLAT and 52.5° MLAT of simulated of Pedersen conductivity, Hall conductivity, 1110 
particle heating, and joule heating.  1111 
  1112 
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 1113 

Figure 10. Comparisons of simulation results with Poker Flat observations for 17-18 March 1114 
2015. The (a) Pedersen and (b) Hall conductance inferred from PFISR measurements are shown 1115 
as black diamonds. The RCM-E-STET-B3C (pink) conductance are overplotted. The (c) electron 1116 
energy flux and (d) mean electron energy measured by the Poker Flat photometer. Model results 1117 
(pink) are also shown. (e) The PFISR electric intensity. The RCM-E-STET-B3C (pink) are 1118 
overplotted. (f) The SYM-H (black curve) and simulated SYM-H are shown. The green dashed 1119 
curve shows the MLT of the Poker Flat Research Range. 1120 

 1121 
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 1122 

Figure 11. Comparisons of the Millstone Hill ISR (black diamonds) and simulated (pink curve) 1123 
(a) Pedersen and (b) Hall conductance at 52.5° MLAT.  (c) SYM-H over 17 March 2015 at 15:00 1124 
UT to 18 March 2015 at 05:00 UT. The green curve is the MLT of Millstone Hill Geospace 1125 
Facility.  1126 
 1127 
 1128 
 1129 


