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The mechanical behavior of aerospace metals is pivotal for ensuring the structural integrity
and reliability of aircraft components. However, the presence of inherent microstructural
variability in these materials introduces uncertainties in their mechanical properties, significantly
impacting the performance and safety of aerospace structures. In this paper, we explore the
intricate relationship between microstructural uncertainty and its propagation on meso and
macro-scale mechanical properties of a titanium-aluminum alloy, Ti-7Al. First, the uncertainty
of meso-scale elastic moduli is evaluated by considering the inherent randomness of substitutional
alloy atoms and the microstructural texture. Next, we develop a Finite Element (FE) framework
for assessing the mechanical response of macro-scale structures, integrating micro-scale
uncertainty into the FE model by sampling the elasticity modulus and Poisson’s ratio for each
element from the distribution of material properties at the meso-scale. A benchmark study
involving a transversely loaded square plate is presented to demonstrate the efficacy of our
methodology. By subjecting the FE model to varying microstructural properties, we analyze
the propagation of uncertainty on displacements and stresses across the structure.

Nomenclature
𝜎 Stress

𝜀 Strain

𝐵 Strain-displacement Matrix

𝐷 Flexural rigidity tensor

𝑑 Nodal displacement

𝐹 Force vector

𝐾 Global Stiffness Matrix

𝑘 Element stiffness matrix

𝑁 (𝑥) Shape functions

𝑝 Load

𝑄 Elasticity Tensor

𝑢 Deflection

FEM Finite Element Method
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I. Introduction

Aerospace metals, such as titanium alloys, are widely used in aircraft construction owing to their favorable mechanical
properties [1, 2]. However, the performance of these materials can be significantly affected by microstructural

variability, which arises from inherent defects at the micro-scale [3, 4]. Understanding how uncertainties at the
microstructural level propagate to affect the mechanical properties at the meso and macro scales is essential for
ensuring the structural integrity and reliability of aerospace components. This paper aims to explore the propagation of
microstructural uncertainty and its impact on meso and macro-scale mechanical properties of components of Ti-7Al
alloy.

The microstructural features, such as grain size, orientation, shape, and single-crystal properties, have a significant
impact on the mechanical properties of Ti-7Al components. For instance, variations of microstructural texture and
single-crystal properties may influence the meso-scale behavior, leading to variations in the homogenized elasticity
tensor (𝑄) [5]. Understanding and quantifying the uncertainty associated with these microstructural features are essential
for predicting the mechanical behavior of aerospace structures accurately.

For instance, the epistemic uncertainty of the molecular-level computations for the single-crystal properties was
investigated by examining the inherent randomness of Aluminum atoms in the Ti-7Al alloy [6]. This was combined
with the aleatoric uncertainty of microstructure-level properties to assess the overall uncertainty at the meso-scale. The
uncertainty for single crystals was calculated using molecular dynamics simulations, while the microstructural texture
uncertainty was analyzed using experimentally measured pole figures [7]. Numerous studies have concentrated on
forecasting the unpredictability of material properties originating from phenomena at the nano and micro levels. A
comprehensive investigation by Ding et al. [8] utilized molecular dynamics in conjunction with the cohesive finite
element method to examine the propagation of cracks in B2-NiAl alloys. By integrating material parameters derived
from molecular dynamics simulations into their cohesive element model, they successfully explored the mechanisms of
crack propagation at both microscopic and macroscopic scales. In another study, Acar et al. [9] addressed the inverse
problem of identifying stochasticity in microstructures through variations in material properties at the mesoscale. This
was achieved by developing an analytical model for uncertainty quantification, called "AUQLin." A subsequent study by
Acar et al. [10] determined the slip systems parameters of Ti-Al alloys, categorically Ti-0Al and Ti-7Al, by analyzing
data from tension and compression tests. The study employed a rate-independent constitutive model for single crystals
and Orientation Distribution Function (ODF) as a texture probability descriptor to thoroughly investigate the material’s
crystal plasticity, incorporating uncertainty quantification to account for uncertainties. Despite significant progress,
uncertainty in numerical model predictions and parameters continues to affect the optimal design of microstructures
under various conditions [11]. Tran et al. [12] explored the impact of microstructural uncertainties on predicting
homogenized material properties in polycrystalline materials, using advanced sampling techniques such as multi-index
Monte Carlo (MIMC) and multi-level Monte Carlo (MLMC). Thillaithevan et al. [3] expanded on this work by
addressing material uncertainties arising from manufacturing defects in additive manufacturing. They incorporated
these uncertainties into a functionally-graded lattice optimization methodology, introducing a perturbation parameter to
adjust design objectives in the microstructure and accommodate a range of unpredictable material properties. While
considerable advancements have been made in predicting uncertainties at the nano and micro scales, further integration
with meso-scale and macro-scale phenomena remains an area for research.

Numerous approaches have been developed to incorporate uncertainties in complex engineering simulations.
Probabilistic and interval-based finite element methods (FEM) have become vital for addressing uncertainties in complex
engineering simulations. Stochastic FEM (SFEM), for example, efficiently models non-Gaussian uncertainties in solid
mechanics, capturing mechanical variability under uniform and triangular distributions with minimal computational cost,
making it well-suited for complex boundary-value problems [13, 14]. In structural stability analysis, SFEM also enhances
precision for thin-walled structures prone to buckling, using random field models to account for geometric imperfections
[15]. For large-scale systems, Parametric Model Order Reduction (PMOR) reduces FEM model complexity while
retaining accuracy, allowing for rapid uncertainty quantification (UQ) in large-scale applications, such as helicopter
airframes [16]. Interval FEM extends FEM capabilities by providing conservative reliability estimates where only
interval bounds are available, rather than exact probability distributions [17]. Bayesian approaches, like Hierarchical
Bayesian Modeling (HBM), enhance FEM by integrating modal data across datasets to capture structural parameter
variability comprehensively [18]. Finally, tools like uqFEM exemplify UQ-FEM integration for structural analysis under
uncertain natural hazards, advancing resilience-based civil engineering [19].

The most well-known sampling technique is probably the traditional Monte Carlo strategy [20, 21]. It is possible
to approximate the response characteristics through repeated evaluation with different random parameter realizations.
Despite being the most reliable approach, it requires a substantial amount of computing power as numerous separate
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simulations must be run.
Alternative sampling methods for UQ include collocation methods, which reduce simulations through strategically

placed sampling points, such as Smolyak points [22]. While efficient, collocation can become computationally intensive
and unstable in high-dimensional cases [23]. Perturbation methods are highly efficient, approximating quantities around
the mean with a Taylor series expansion, but they are limited to simpler, polynomial material models [24, 25]. In this
work, the Monte Carlo simulation is used for its robustness to capture complex behavior.

To incorporate microstructural uncertainty into macro-scale analysis, a combination of Design of Experiments (DOE)
[26] and statistical sampling are employed using the Monte Carlo method. We develop a framework that integrates
micro-scale variability into FEM by sampling the elasticity tensor (𝑄) for each finite element from a distribution of
material properties derived at the meso-scale. This approach allows us to capture the material variability and its effects
on the structural performance of the component. Details on how the parameters are varied are explained in a subsequent
section.

The outline of the paper is as follows. In Section II, we detail the Finite Element Method (FEM) formulation,
encompassing the model, loads, boundary conditions, and the quantification of uncertainty in results using FEM.
Furthermore, we demonstrate the methodology on a benchmark problem to study the propagation of meso-scale
uncertainty on macro-scale properties in Section III. Based on these results, we draw conclusions in Section IV.

II. Methods
As a model problem, we consider a transversely loaded square plate composed of a Ti-7Al alloy. The governing

differential equation for the laterally loaded square plate is given by:

(a) (b)

Fig. 1 a) Square plate with distributed lateral load; b) the finite element mesh where each color represents a
finite element with a different elasticity tensor

𝐷

[
𝜕4𝑢

𝜕𝑥4 + 𝜕4𝑢

𝜕𝑥2𝜕𝑦2 + 𝜕
4𝑢

𝜕𝑦4

]
= 𝑝 (1)

where, 𝑢 is the deflection of the plate, 𝑝 is the applied load, and 𝐷 is the flexural rigidity tensor of the plate. We
consider two boundary conditions cases. In the first case, the plate is simply supported, resulting in zero deflection at
the boundaries and allowing free rotation about axes parallel to each side. In the second case, where the plate is fixed
along all edges, restricting both deflection and rotation. To solve the governing differential equation (Eq. 1) for both
cases, we utilize an FEM solution.

The methodology adopted is explained in Figure 2. The probability distributions of the meso-scale properties are
obtained by following the definitions of the uncertainty of microstructural texture and single-crystal properties using
the formulation developed by Billah and Acar [6]. The computation of the uncertainty propagation on meso-scale
properties identifies the probability distribution of elemental elasticity tensors. From this distribution, the components
of the elasticity tensor are sampled.

The square plate is discretized using four-noded quadrilateral elements as shown in Figure 1b where each color
symbolizes an element with a different elasticity tensor. Using this modeling technique, multiple FE simulations are
performed to obtain the variations of the macro-scale properties.
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Fig. 2 Flowchart representation of the multi-scale modeling under uncertainty framework

The FE formulation for the plate includes all deterministic input parameters except for the elasticity tensor 𝑄, which
is considered a random input and sampled from the property distribution obtained at the meso-scale. The square plate is
divided into finite elements, with each element having components of the elasticity tensor given by:

𝑄 (𝑖, 𝑗 ) =


𝑄

(𝑖, 𝑗 )
11 𝑄

(𝑖, 𝑗 )
12 0

𝑄
(𝑖, 𝑗 )
21 𝑄

(𝑖, 𝑗 )
22 0

0 0 𝑄
(𝑖, 𝑗 )
33

 (2)

where 𝑖 represents the element number of the plate, and 𝑗 represents one of the design samples from the distribution
obtained for meso-scale properties. Here, 𝑗 refers to a single set of design samples, which means each element’s
elasticity tensor 𝑄 varies according to these sampled values. This notation, (𝑖, 𝑗), allows each finite element to have
unique elasticity components sampled across the design space, aligning with the stochastic variability modeled from the
meso-scale.

Let 𝑄(𝛼 𝑗 ) (𝑖) be the elasticity tensor of the 𝑖𝑡ℎ element whose components are made from the 𝑗 𝑡ℎ sample of the 𝛼
distribution (corresponding to the distribution of 𝑄11, 𝑄12, 𝑄21, 𝑄22, and 𝑄33 obtained as a result of the propagation of
microstructural uncertainty). According to the displacement-based FE formulation, the displacement field, 𝑢 (𝑖) (𝑥;𝛼 𝑗 ),
at some point 𝑥 within the 𝑖𝑡ℎ element can be expressed as:

𝑢 (𝑖) (𝑥;𝛼 𝑗 ) = 𝑁 (𝑖) (𝑥)𝑑 (𝑖) (𝛼 𝑗 ) (3)

where 𝑁 (𝑖) (𝑥) show shape functions corresponding to a four-noded quadrilateral element, and 𝑑 (𝑖) (𝛼 𝑗 ) is the nodal
displacement. Using Eq. 3 in the strain–displacement equations and the linear-elastic constitutive equations, the strain
field, 𝜀 (𝑖) (𝑥;𝛼 𝑗 ), and the stress field, 𝜎 (𝑖) (𝑥;𝛼 𝑗 ), within the 𝑖𝑡ℎ element can be expressed as the interpolation of the
nodal displacements such that:

𝜀 (𝑖) (𝑥;𝛼 𝑗 ) = 𝐵 (𝑖) (𝑥)𝑑 (𝑖) (𝛼 𝑗 )
𝜎 (𝑖) (𝑥;𝛼 𝑗 ) = 𝑄 (𝑖) (𝛼 𝑗 )𝐵 (𝑖) (𝑥)𝑑 (𝑖) (𝛼 𝑗 ) (4)
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where 𝐵 (𝑖) (𝑥) is the strain–displacement matrix. Consequently, the element stiffness matrix 𝑘 (𝑖) (𝛼 𝑗 ) is given by:

𝑘 (𝑖) (𝛼 𝑗 ) =
∫
𝑉 (𝑖)

𝐵 (𝑖)𝑇 (𝑥)𝑄 (𝑖) (𝛼 𝑗 )𝐵 (𝑖) (𝑥)𝑑𝑉 (𝑖) (5)

Furthermore, since applied loads are assumed to be deterministic, the element force vector is unaffected by uncertainties,
and is given by:

𝑓 𝑖 =

∫
𝑉 (𝑖)

𝑁 (𝑖)𝑇 (𝑥)𝑏 (𝑖) (𝑥)𝑑𝑉 (𝑖) +
∫
𝑆 (𝑖)

𝑁 (𝑖)𝑇 (𝑥)𝑡 (𝑖) (𝑥)𝑑𝑆 (𝑖) (6)

where 𝑏 (𝑖) (𝑥) and 𝑡 (𝑖) (𝑥) are body force and traction acting on the 𝑖𝑡ℎ element, respectively. However, in this study, the
body force is assumed to be zero. By assembling the global FE matrices, we obtain the following linear expression:

𝐾 (𝛼)𝑈 (𝛼) = 𝐹 (7)

where 𝑈 (𝛼) is the vector of the unknown global displacements, 𝐹 is the nodal force vector, and 𝐾 (𝛼) is the global
stiffness matrix. After formulating the FEM with randomly assigned linear-elastic properties, we perform Monte Carlo
Simulations (MCS) with 100,000 samples under varying elements of the 𝑄 tensor. We then evaluate the resulting
variations in displacements and stresses. The specific cases and corresponding results are discussed in detail in the
following section.

III. Results

A. Benchmarking/Validation of In-House Code using ANSYS
To validate the developed FEM code in simulating macroscopic mechanical behavior, a comparative assessment is

carried out using the industry-standard finite element software, ANSYS. This benchmarking ensures that the custom
code produces reliable results under the specified boundary conditions and material properties.

For the comparison, an isotropic thin plate with dimensions of 20 × 20 mm2 and a modulus of elasticity of
167.2841 GPa is modeled in ANSYS using four-noded SHELL181 elements. The analysis is performed for two boundary
condition scenarios: simply supported and clamped, respectively. A uniform pressure of 1 MPa is applied to the surface
of the plate for both cases. The deflections and stress results are compared in the figures below.

(a) (b)

Fig. 3 Displacement fields of the simply-supported plate acted upon by uniform pressure of 1 MPa: a) ANSYS;
b) in-house code

The results in Figures 3, 4, and 5 show a close match, which validates the predictions of the in-house code.
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(a) (b)

Fig. 4 Displacement fields of the clamped plate acted upon by uniform pressure of 1 MPa: a) ANSYS; b)
in-house code

B. Propagation of Microstructural Uncertainty on Macro-Scale under Isotropic Material Consideration
In this section, we explore the uncertainty propagation from the micro-scale to the macro-scale properties, assuming

that the material is isotropic. This means that in FE analysis, each element is treated as isotropic, with uniform properties
(𝐸11 = 𝐸22 = 𝐸33, 𝜈12 = 𝜈13 = 𝜈23, and 𝐺12 = 𝐺13 = 𝐺23). The only variables we control are the modulus of elasticity
and Poisson’s ratio, which are selected from their respective distributions. The FE analysis described is then employed
to determine the distribution of the global deflection.

Additionally, due to the material’s isotropy, we can derive the analytical solution for the maximum deflection based
on previous studies, allowing us to accurately assess the deflection distribution. Equation (8) describes the deflection
𝑢(𝑥, 𝑦) of a simply-supported square plate under a uniformly distributed load, 𝑝. The double summation represents a
Fourier sine series accounting for the plate’s mode shapes in both the 𝑥- and 𝑦-directions. The deflection is influenced
by the bending rigidity, 𝐷 = 𝐸ℎ3

12(1−𝜈2 ) , and higher modes contribute less due to the rapidly increasing denominator.
The sine terms enforce the boundary condition that the deflection is zero along the edges, with the largest deflection
occurring at the center of the plate. For this instance, the values of 𝑚 and 𝑛 are considered up to 201 to ensure the
analytical deflection calculation reaches sufficient convergence.

𝑢(𝑥, 𝑦) = 16𝑝
𝜋6𝐷

∞∑︁
𝑚=1,3,5,...

∞∑︁
𝑛=1,3,5,...

sin
(
𝑚𝜋𝑥
𝐿𝑥

)
sin

(
𝑛𝜋𝑦

𝐿𝑦

)
𝑚𝑛

[(
𝑚
𝐿𝑥

)2
+
(

𝑛
𝐿𝑦

)2
]2 (8)

Before plotting the distribution of deflections, a visualization of the maximum and minimum deflections at each node
of the square plate is presented. These deflections result from the variations in the elastic moduli and Poisson’s ratio,
which are sampled from the distributions at the meso-scale. Also, the Gaussian distribution was identified previously at
the meso-scale work of Billah and Acar [6]. Fig. 6 illustrates the deformed shape of the plate, emphasizing the points of
maximum and minimum deflection across the structure. This provides an intuitive representation of the localized effects
of uncertainty propagation at the macro-scale, enabling us to better understand the deflection distribution before diving
into statistical comparisons.
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X

Y

(a) Stress along X direction (S1, MPa) by ANSYS

X

Y

(b) Stress along X direction (S1, MPa) by in-house code

X

Y

(c) Stress along Y direction (S2, MPa) by ANSYS

X

Y

(d) Stress along Y direction (S2, MPa) by in-house code

X

Y

(e) Shear stress along XY direction (S12, MPa) by
ANSYS

X

Y

(f) Shear stress along XY direction (S12, MPa) by in-house code

Fig. 5 Stresses of the clamped plate acted upon by uniform pressure of 1 MPa: a), c), e) corresponds to results
from ANSYS, whereas b), d), f) corresponds to results from the in-house code.
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Fig. 6 Minimum and maximum deflection of at each node of fixed plate acted upon by a pressure of 1𝑀𝑃𝑎 out
of all the 100000 samples

Fig. 7 depicts the comparison between analytical and FEM results, where the mean and standard deviation of
elastic moduli and Poisson’s ratio of Ti-7Al microstructures are 167.2841 GPa and 4.3345 GPa, and 0.33 and 0.008547,
respectively, as adopted from a preceding study [6]. Monte Carlo Sampling is used to generate 100,000 random samples,
allowing for a comprehensive exploration of the variability in input parameters. Both analytical and FE calculations
are then performed on these samples to obtain histograms of the properties, such as maximum deflection, providing
a statistical distribution of the results. This comparative analysis reveals that the distributions are nearly symmetric
and closely aligned, demonstrating the accuracy of the proposed FE model in capturing the solution. However, the
uncertainty in deflection may not exhibit a symmetric distribution due to variability in material properties. Specifically,
larger standard deviations in elastic moduli and Poisson’s ratio can distort the shape of the distribution, causing the
deflection’s frequency distribution to become left and right skewed, respectively, due to the non-linear relationship
between these parameters and deflection. In other words, relatively higher uncertainty in the elastic moduli leads to a
left-skewed histogram, whereas higher uncertainty in Poisson’s ratio results in a right-skewed histogram. A balanced
uncertainty between these two parameters, or lower uncertainty in both, produces a more symmetric histogram.

Fig. 7 Distribution of maximum stress for isotropic material consideration with uniformly distributed 1 MPa
load and simply-supported boundary condition using 100, 000 samples, obtained from (a) Analytical solution (b)
FE analysis.
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C. Propagation of Microstructural Uncertainty on Displacement and Stress Fields of an Orthotropic Plate
After studying the propagation of uncertainty in an isotropic plate and verifying the results with analytical solutions,

we extend our investigation to the propagation of uncertainty over the deflections and stresses of a transversely loaded,
simply-supported orthotropic square plate. This means that each element of the FE model is considered as orthotropic.
To determine the elasticity tensor, 𝑄, for each element in the plate’s FE model, the following steps are performed:

• The elastic moduli (𝐸) along the 1 and 2 directions are sampled from distributions given by Billah and Acar [6].
• The distribution of 𝜈 is considered similar to the distribution of 𝐸 , i.e., the ratio of standard deviation of 𝜈 to the

mean value of 𝜈 is the same as the ratio of standard deviation of 𝐸 to the mean value of 𝐸 .
• The elasticity tensor of the 𝑖𝑡ℎ element for the 𝑗 𝑡ℎ design sample, 𝑄 (𝑖, 𝑗 ) , is defined as:

𝑄 (𝑖, 𝑗 ) =


𝐸

(𝑖, 𝑗)
1

1−𝜈 (𝑖, 𝑗)
12 𝜈

(𝑖, 𝑗)
21

𝜈
(𝑖, 𝑗)
12 𝐸

(𝑖, 𝑗)
2

1−𝜈 (𝑖, 𝑗)
12 𝜈

(𝑖, 𝑗)
21

0
𝜈
(𝑖, 𝑗)
21 𝐸

(𝑖, 𝑗)
1

1−𝜈 (𝑖, 𝑗)
12 𝜈

(𝑖, 𝑗)
21

𝐸
(𝑖, 𝑗)
2

1−𝜈 (𝑖, 𝑗)
12 𝜈

(𝑖, 𝑗)
21

0

0 0 𝐺 (𝑖, 𝑗 )


where 𝐸 ( 𝑗 )

1 and 𝐸 ( 𝑗 )
2 are the 𝑗 𝑡ℎ random samples drawn from the normal distributions defined for 𝐸1 and 𝐸2, with

means of 167.2841 GPa and standard deviations of 4.3345 GPa.
𝜈
( 𝑗 )
12 is the 𝑗 𝑡ℎ random sample from a normal distribution with a mean of 0.33 and a standard deviation of 0.008547.

The other material properties are obtained as follows: 𝜈 ( 𝑗 )21 =
𝐸

( 𝑗)
2

𝐸
( 𝑗)
1
𝜈
( 𝑗 )
12 , and 𝐺 ( 𝑗 ) =

𝐸
( 𝑗)
1 𝐸

( 𝑗)
2

𝐸
( 𝑗)
1 +2𝜈 ( 𝑗)

12 𝐸
( 𝑗)
1 +𝐸 ( 𝑗)

2
[27]

The FE model of the transversely loaded, simply-supported square plate is constructed with a different elasticity
tensor for each element. FE simulations are conducted for each sample using Monte Carlo sampling approach to obtain
the uncertainties of displacements and stresses.

To study how different distributions of 𝐸 and 𝜈 influence the resulting distributions of stresses and deflections, four
distinct cases are designed, each exploring a unique combination of variability in these material properties.

In the first scenario, FE simulations are performed with prescribed distributions of 𝐸 and 𝜈, allowing us to assess
the mean and standard deviation values of deflections and stresses. Figure 8 illustrates the distributions for deflection
and stress results. The deflection distribution (Fig. 8a) highlights the maximum value of deflection, while the maximum
stress distribution along the 1-direction (Fig. 8b) emphasizes the impact of orthotropic material properties on stress.

The second case introduces increased variability in 𝐸 , with a fixed 𝜈. Here, the uncertainty in 𝐸 significantly affects
both displacement and stress fields, as observed in Fig. 9. Maximum deflection and stress along the X-axis reflect the
effect of heightened variability in material stiffness, yielding distributions of deflection and stress with higher variations.

The third scenario examines the influence of increased variability in 𝜈 while holding 𝐸 constant. This variation
primarily affects the material’s lateral strain response, modifying deflection and stress distributions as shown in Fig. 10.
With increased 𝜈 variability, lateral strain adjustments lead to a non-uniform spread of deflection and stress fields across
the plate.

In the final case, we increase variability in both 𝐸 and 𝜈 simultaneously, creating a complex response pattern in the
plate, shown in Fig. 11. The combination of both uncertain parameters results in broader, more dispersed distributions
of both deflection and stress. This integrated approach highlights the importance of accurately representing property
distributions in FE models to capture the sensitivity of orthotropic materials effectively.

These results given in Table 1 highlights the role of variability in 𝐸 and 𝜈 in affecting the structural response,
emphasizing the importance of comprehensive UQ for reliable FE modeling of orthotropic materials.

Table 1 Mean and standard deviation of deflections and stresses for the four scenarios of distribution of 𝐸 and
𝜈 considered

Scenarios
Max. Deflection, mm Max stress in X, MPa

Mean(𝜇) Std. Deviation(𝜎) Mean(𝜇) Std. Deviation𝜎
Scenario 1 -0.3380 0.0010 465.1850 4.2856
Scenario 2 -0.3400 0.0046 477.0468 16.1082
Scenario 3 -0.3295 0.0106 483.9022 186.5576
Scenario 4 -0.3312 0.0117 498.0338 296.8581
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(a) (b)

Fig. 8 Distribution of stresses and maximum deflection in a simply-supported orthotropic plate under uniform
pressure of 1 MPa and given 𝐸 and 𝜈 distribution: a) Maximum deflection (mm); b) Stress along X direction
(MPa)

(a) (b)

Fig. 9 Distribution of stresses and maximum deflection in a simply-supported orthotropic plate under uniform
pressure of 1 MPa with increased variability in 𝐸 and given 𝜈 distribution: a) Maximum deflection (mm); b)
Stress along X direction (MPa)
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(a) (b)

Fig. 10 Distribution of stresses and maximum deflection in a simply-supported orthotropic plate under uniform
pressure of 1 MPa with given 𝐸 and increased variability 𝜈 distribution: a) Maximum deflection (mm); b) Stress
along X direction (MPa)

(a) (b)

Fig. 11 Distribution of stresses and maximum deflection in a simply-supported orthotropic plate under uniform
pressure of 1 MPa with increased variability in both 𝐸 and 𝜈 distribution: a) Maximum deflection (mm); b)
Stress along 1 direction (MPa)
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IV. Conclusion
This study develops a framework to assess the influence of microstructural uncertainties on the mechanical properties

of Ti-7Al alloy at meso- and macro-scales. By incorporating stochastic variations in elastic modulus and Poisson’s ratio,
the framework effectively captures the propagation of uncertainty from microstructural level to the component-level
(macroscopic level) responses. Validation against analytical and FE solutions demonstrates a closed agreement,
underscoring the robustness of the custom finite element model in studying mechanical behavior.

The results show that microstructural uncertainties impact stress and displacement distributions of the alloy,
indicating the necessity of accounting for such variability in the design of aerospace components. Variations in elasticity
tensor lead to observable shifts in deflection and stress distributions, with different uncertainty levels resulting in
different patterns in deflection and stress variations. This highlights the necessity that microstructural variability should
be integrated into engineering design and analysis to maintain structural integrity and reliability.

Future work will expand this methodology to account for complex loading scenarios and anisotropic behavior in
other aerospace alloys.
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