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Data analytics tasks are often formulated as data work!ows represented as directed acyclic graphs (DAGs) of
operators. The recent trend of adopting machine learning (ML) techniques in work!ows results in increasingly
complicated DAGs with many operators and edges. Compared to the operator-at-a-time execution paradigm,
pipelined execution has bene"ts of reducing the materialization cost of intermediate results and allowing
operators to produce results early, which are critical in iterative analysis on large data volumes. Correctly
scheduling a work!ow DAG for pipelined execution is non-trivial due to the richer semantics of operators and
the increasing complexity of DAGs. Several existing data systems adopt simple heuristics to solve the problem
without considering costs such as materialization sizes. In this paper, we systematically study the problem of
scheduling a work!ow DAG for pipelined execution, and develop a novel cost-based optimizer called Pasta for
generating a high-quality schedule. The Pasta optimizer is not only general and applicable to a wide variety
of cost functions, but also capable of utilizing properties inherent in a broad class of cost functions to improve
its performance signi"cantly. We conducted a thorough evaluation of developed techniques on real-world
work!ows and show the e#ciency and e#cacy of these solutions.
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1 Introduction
Many data analytics tasks are conducted as work!ows [1, 22, 27] represented as directed-acyclic
graphs (DAGs) of operators. With the recent advances in machine learning techniques, often
incorporated as user-de"ned functions [8, 29], and the growing popularity of data science in many
disciplines, there is an increasing complexity of data!ow DAGs. This increase is re!ected in the
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number of operators and edges, the variety of operators, and the structural intricacy of the DAGs.
This trend, combined with larger data volumes, poses great challenges to data!ow systems in terms
of both e#ciency and scheduling.

As an example, consider an image-analysis work!ow shown in Figure 1. It reads 25, 000 images
from a list of "les, uses 30% of them (done by the Split operator) to train a machine learning (ML)
model using operator 𝐿6, and utilizes the model to classify the remaining 70% of the images1. The
inferred results are aggregated and then visualized using operator 𝐿9. Several operators generate
gigabytes of data due to the large number and size of images (4MB each). Such a work!ow arises
often in a data science project, which focuses on model tuning and development, as opposed to a
production setting. For instance, in our analysis of 6,000 work!ows (Section 6), 48% of ML-related
work!ows include training and inference operators in the same DAG.

Training & InferenceRetrieve Images Visualization

v6
e7v2 e4

e2
e6

ML Classifier 
Training

ML 
Inference

PlottingFeature 
Enrichment

v7v5

e5

30GB

700GBRead 
Image Files

70GB

v4

Feature 
Enrichment

300GB 5GB (Model File)

v9
e9

1MBRead File 
Names

8MB

e1v1
v8

e8

Aggregation
40MB

v3
Split

Generating Features

100GB

e3

Figure 1. A dataflow DAG for ML-based image analysis, which does a 30/70 split of images for training and
inference. The number on each edge is the size of its intermediate results. A red port/edge means a blocking
port/edge, which will be explained in Section 2.

Two execution strategies. One way to execute this work!ow is operator-at-a-time, i.e., we follow
a topological order of the operators and run them one by one. After running an operator, we
materialize its output data, either in memory or on disk. For each operator, all of its input data
should be available before it starts its computation. The main drawback of this approach is the large
sizes of intermediate results and the corresponding materialization overhead. We could solve the
problem by doing pipelining. For example, while the Split operator reads the images on the !y, it
immediately sends its produced results to the downstream operators 𝐿4 and 𝐿5 without materializing
these images. This pipelined execution can not only reduce the materialization cost but also allow
operators to produce results early. In particular, once the MLmodel is trained in operator 𝐿6, the user
can see partial results of the ML Inference operator 𝐿7 from the classi"ed images, without waiting
for all the images to be processed. Producing results early by operators is especially bene"cial in
data science, which is known to be iterative and requires users to constantly modify a work!ow
based on initial results from operators.
Scheduling problems in pipelined execution. A main issue in scheduling this work!ow to do a
pipelined execution is the ML training operator 𝐿6. In particular, this operator needs to receive all
its training instances before producing a model. (We represent this behavior of the operator by
marking its output port and the corresponding output edge as red.) If we let all the operators start
their execution at the same time to do pipelining, the ML inference operator 𝐿7 has to wait for the
operator 𝐿6 to complete its training, which may take minutes or even hours. During this period, 𝐿7
has to bu$er a large number of images, which again introduces a high materialization cost.
One may wonder whether we can avoid this scheduling problem by dividing the work!ow

into two. The "rst work!ow uses 𝐿1, 𝐿2, and 𝐿3 from Figure 1 to produce two sets of images. The
1This example is based on a real work!ow in the domain of neuroscience with simpli"cation for presentation purposes.
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second one reads the two image sets and uses the remaining operators to continue the analysis.
(Interestingly, the aforementioned scheduling problem disappears in the second work!ow as
its structure is a simple tree rather than a non-tree DAG.) This approach is not ideal in many
applications where the users, especially domain experts, prefer to have a single work!ow to
conduct the entire pipeline for the bene"t of easy understanding and e#cient management of self-
contained work!ows. Our analysis of real-world work!ows shows that 52% of them are non-tree
DAGs (Section 6).
Existing scheduling solutions and limitations. This scheduling problem was already observed
in push-based data-processing systems that support pipelined execution (e.g., Hyracks [3]), which
often adopt heuristic-based solutions. For the running example, Flink [2] (in its batch mode) and
Hyracks add a materialization step on the edge 𝑀6 immediately before operator 𝐿7. While this
heuristic does solve the aforementioned problem, it needs to materialize 700GB of data, which is
much worse than another plan that materializes edge 𝑀4 with a much lower cost of 70GB. This
example shows that a good materialization choice should be cost-based.
Challenges. When developing a general cost-based solution for this problem, a main challenge is
the complexity of work!ows. For instance, Figure 2 shows a real data!ow from Alteryx [1] with
more operators and edges, including blocking edges marked in red. Many real-world work!ows
are even more complicated, easily with hundreds of operators and edges. Generating an optimal
execution order (i.e., “schedule” in our context) e#ciently on such complex work!ows can be
computationally expensive. In addition, when formulating an optimization problem, we notice
that the literature lacks a clear description of the relationships between common concepts such
as blocking, materialization, and pipelining and modules of a work!ow such as operators, ports,
and edges, as well as their execution and scheduling. We need to develop a formal framework to
present these relationships and clearly de"ne a scheduling-based optimization problem.

Figure 2. A more complicated dataflow. Red edges are blocking, and operator details are omi!ed for brevity.

In this paper, we systematically study the problem of generating an e#cient execution order
for a data!ow DAG in a pipelining setting. We develop a novel optimizer for data-processing
systems called “Pasta,” as shown in Figure 3. The optimizer is not only general and applicable to a
wide variety of cost functions, but also capable of utilizing common conditions satis"ed by many
cost functions to improve its performance signi"cantly. We make the following contributions. In
Section 2, we give an overview of the optimizer, and formally de"ne the optimization problem.
In Section 3 we identify several interesting properties of an optimal execution order. In Section 4,
we develop a top-down search framework to "nd an execution order, and show how to utilize
these properties to improve the search performance. In Section 5 we show a bottom-up framework
to do a search in the opposite direction, discuss how to obtain costs for the Pasta optimizer, and
extend the results to other cost functions. In Section 6, we report experimental results of a thorough
evaluation of the techniques using real-world data!ows to show their e#ciency and e#cacy.

1.1 Related Work
Data!ow systems. The studied problem arises in the context of a pipelined-execution model,
which is adopted in systems such as Flink [2], Hyracks [3], and Amber [16]. It also assumes a
push-based engine that executes a physical plan as a DAG as opposed to a tree [1–3, 13, 22, 26].
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In pull-based engines such as Apache Spark [31], a physical plan typically is a tree of operators,
where the studied problem becomes less challenging [17].

Physical 
Plan

Region Plans

Finder

Execution 
Order

Scheduler Executor

Pasta Optimizer

Cluster
Tasks

Figure 3. Overview of our proposed Pasta optimizer in a data-processing system.

Data!ow schedulers. Improving the scheduling of data!ow DAGs has been studied extensively
in the literature. For example, [10, 28] studied optimizations using DAG-aware task scheduling.
Existing studies mainly focused on using a single region plan with a "xed choice of pipelining
or materialization for an edge. Pasta is more powerful as it considers multiple region plans in
scheduling (using the Finder module in Figure 3), and treats the process of generating execution
orders for a region plan as a black box. As a result, existing scheduling optimizations can be adopted
as the Scheduler in Pasta.
Cluster resource managers. These managers, such as Apache Mesos [12], Apache Hadoop
YARN [25], Swarm [7], and Kubernetes [15], correspond to the Executor module in Figure 3. They
focus on how to allocate cluster resources. In the context of data!ow systems, these managers are
used primarily for orchestrating tasks submitted by a data!ow system, and the scheduling usually
takes sets of stages [3, 31] or pipelined regions [20] of operators as the input, which correspond to
the output of Pasta.
Optimizations on pipelining. Pipelining techniques in database systems support inter-operator
parallelism. Early works focused on optimizing pipelining for query-plan trees and for speci"c
operators [4, 11, 19]. The studies in [5, 23] considered pipelining in the context of multi-query
optimization in DBMS, where DAGs are common. The work [5] did not consider operators with
more than one output port, and did not distinguish between blocking/non-blocking ports in their
problem formulation. For example, consider a work!ow DAG with the same structure as in Figure 1
but without any blocking port. An optimal execution order generated in [5] still materializes at
least two edges, while Pasta allows an execution order that pipelines all the edges. [23] studied
a deadlock problem when pipelining is used in multi-query optimization. Another related work
is operator fusion [24], which combines multiple operators in a physical plan. This technique is
orthogonal to our problem, as Pasta can treat a chain of fused operators as a single operator in a
physical plan.

2 Problem Formulation in Pasta
Figure 3 shows a data-processing system that uses Pasta, which takes a physical plan as input,
considers region plans, and generates an execution order to be executed by an Executor on a
compute cluster. A system that intends to use Pasta typically (1) processes bounded input data
(as opposed to stream processing); (2) uses a push-based execution model in the Executor; and (3)
supports execution of DAG-based physical plans with data-processing operators andwithout control
operators [9] such as if-else switches and for-loops. In this section, we formulate an optimization
problem in Pasta to schedule a physical plan.

2.1 Physical Plans and Blocking Ports
A physical plan is a directed acyclic graph (DAG) denoted as 𝑁 = (𝑂 , 𝑃), where each vertex in 𝑂
is an operator that represents a data-processing unit. Each edge 𝑀 = (𝐿𝐿 , 𝐿𝑀) ↑ 𝑃 is a physical edge,
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which is a directed connection from an output port of an operator 𝐿𝐿 to an input port of an operator
𝐿𝑀 . A physical plan can be created by an analyst using a GUI interface [18], or generated from a
logical plan by a compiler [21].

De"nition 2.1 (Blocking port). An output port of an operator is blocking if it produces output
tuples only after all of this operator’s input ports have received their tuples. Otherwise, the output
port is called non-blocking.

It is often easier to refer to an edge than a port. For easy presentation, we call an edge blocking or
non-blocking if its sending port is blocking or non-blocking, respectively. Correspondingly, we mark
a blocking edge red to make this property more visible. Figure 4 shows an example physical plan
that tests the performance of an MLmodel. Operator 𝐿5 requires receiving all its input tuples to train
a model, thus its output port is blocking and 𝑀6 is a blocking edge. Operator 𝐿6’s output port that
produces evaluation metrics is also blocking since the operator needs both of its input ports to fully
receive their data before producing the metrics. Another output port of 𝐿6 produces the prediction
results for each input tuple of the testing set. Since 𝐿6 produces predictions tuple-by-tuple without
waiting to receive all the tuples from 𝑀5, this port is non-blocking. Finally, the prediction results are
connected to 𝐿8, which selects the wrong predictions for further analysis. Notice that edges 𝑀2 and
𝑀3 are connected to the same output port of operator 𝐿2, which is non-blocking. As a result, these
edges must have the same non-blocking property.
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ML Training
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Visualization
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Figure 4. A physical plan 𝑁1 with blocking ports and their edges marked in red.

2.2 Region Plans with Pipelined/Materialized Edges
De"nition 2.2 (Region plan). A region plan 2 of a physical plan 𝑁 = (𝑂 , 𝑃), denoted as𝑄 = (𝑁,𝑅),

speci"es a mapping 𝑅 from the set of edges 𝑃 to a set of two labels {Pipelined,Materialized}. The
two labels specify the method of data transfer on an edge:
• Pipelined Edge: An edge 𝑀𝑁 = (𝐿𝐿 , 𝐿𝑀) is called pipelined if 𝐿𝐿 passes a tuple to 𝐿𝑀 as soon as the
output port of 𝐿𝐿 connected to 𝑀𝑁 produces a tuple.

• Materialized Edge: An edge 𝑀𝑁 = (𝐿𝐿 , 𝐿𝑀) is called materialized if 𝐿𝐿 saves all its output tuples (e.g.,
in memory or on disk), which will later be consumed by 𝐿𝑀 .

For simplicity, in the rest of the paper, we use𝑄 = (𝑂 , 𝑃, 𝑆𝑂 , 𝑇𝑂 ), or simply (𝑄 , 𝑆𝑂 , 𝑇𝑂 ) to denote
a region plan for a physical plan 𝑁 = (𝑂 , 𝑃), where 𝑆𝑂 is the set of pipelined edges and 𝑇𝑂 is the
set of materialized edges.
Figure 5a shows a region plan 𝑄1 for the physical plan in Figure 4. Edges 𝑀6 and 𝑀7 need to be

materialized because their connected output ports in𝑄1 are blocking. Edge 𝑀4 is non-blocking in
𝑄1 and is materialized in𝑄1. Interestingly, edge 𝑀2 is materialized and 𝑀3 is pipelined, even though

2The name “region” will be de"ned formally in Section 2.3.
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they are connected to the same non-blocking output port of 𝐿2. Figure 5b shows another region
plan𝑄2 for the same physical plan.
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(a) A region plan𝑄1.
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v3 v5 v7

v2 v6v4
v8
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e1

e8
e3
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(b) Another region plan𝑄2.
Figure 5. Two region plans for the physical plan 𝑁1.

In general, consider a blocking edge 𝑀𝑁 = (𝐿𝐿 , 𝐿𝑀) in a physical plan. If 𝑀𝑁 is pipelined in a region
plan, then whenever 𝐿𝐿 produces a tuple, 𝐿𝑀 should be ready to consume it. In terms of scheduling,
this means that they need to run in parallel. However, as 𝑀𝑁 is blocking, 𝐿𝐿 does not produce anything
until it has processed all its input data. During this period, 𝐿𝑀 is idle, which could waste a signi"cant
amount of system resources. To avoid this problem, Pasta requires a blocking edge to always be
materialized. Table 1 shows the compatibility of physical-plan edges and region-plan edges. Table 2
summarizes the concepts de"ned so far.

Table 1. Compatibility of physical-plan edges and region-plan edges.

Region plan

Physical plan
Blocking edge Non-blocking edge

Materialized Edge Compatible Compatible

Pipelined Edge Incompatible Compatible

Table 2. Concepts related to pipelined execution.

Level Concept Description

Physical

plans

Operator Basic computing unit in a work!ow.

Blocking port
An output port of an operator that does not produce anything

until the operator has received all its input data.

Non-blocking port An output port that is not blocking.

Blocking/non-blocking edge Derived from the blocking property of the sending port of an edge.

Region

plans

Pipelined edge
Transferring data between two operators by

passing the tuple as soon as it is produced.

Materialized edge
Saving all intermediate tuples before

transferring them to the downstream operator.

2.3 Regions and Region Graphs
Given a region plan, Pasta decides an order of executing the operators based on the notion of
regions.
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De"nition 2.3 (Region). Given a region plan𝑄 = (𝑂 , 𝑃, 𝑆𝑂 , 𝑇𝑂 ), a region 𝑈 is a weakly-connected
sub-DAG of𝑄 such that all the edges in 𝑈 are pipelined.

Each pipelined edge 𝑀 = (𝐿𝐿 , 𝐿𝑀) in a region plan requires operators 𝐿𝐿 and 𝐿𝑀 to start together.
Pasta ensures this requirement is satis"ed for all pipelined edges. A region includes a set of all
the operators that must start processing together. Given a region plan𝑄 = (𝑂 , 𝑃, 𝑆𝑂 , 𝑇𝑂 ), for an
operator 𝐿𝑁 ↑ 𝑂 , we denote the region that 𝐿𝑁 belongs to as 𝑈𝑂 (𝐿𝑁 ).
Figure 6a shows the regions of𝑄1 in Figure 5a. Each of the regions 𝑈2, 𝑈3, and 𝑈4 contains one

operator, which is not connected to any other operator by a pipelined edge. The region of 𝐿4 is 𝑈1,
i.e., 𝑈𝑂1 (𝐿4) = 𝑈1.
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v4 v8

v1

R1

R2 R3 R4

Region
Pipelined edge
Materialized edge

(a) Regions of𝑄1
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e2

e4

e6 e7

Region
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(b) Region graph 𝑉𝑂1

Figure 6. The regions and region graph of𝑄1 in Figure 5a.

Figure 7a shows the regions of the region plan𝑄2 in Figure 5b.
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Figure 7. The regions and region graph of𝑄2 in Figure 5b.

Region-based execution model. Pasta runs a region plan region by region. In particular, the start
of a region requires all its operators to start processing, allowing pipelined execution among the
operators in the same region. The completion of a region means that all its operators have "nished
processing and produced their results. For each materialized edge 𝑀 = (𝐿𝐿 , 𝐿𝑀) in the region plan,
the region 𝑈(𝐿𝑀) can only start execution after 𝑈(𝐿𝐿 ) has completed execution. In this region-based
execution model, each materialized edge 𝑀 = (𝐿𝐿 , 𝐿𝑀) in a region plan𝑄 derives a time dependency
between the regions 𝑈𝑂 (𝐿𝐿 ) and 𝑈𝑂 (𝐿𝑀). We denote this dependency as a region edge. We then
have a graph of dependencies between regions.

De"nition 2.4 (Region graph). The region graph 𝑉𝑂 for a region plan 𝑄 is a directed graph
𝑉𝑂 = (𝑂𝑃𝐿 , 𝑃𝑃𝐿 ), where 𝑂𝑃𝐿 is the set of regions of𝑄 , and 𝑃𝑃𝐿 is the set of region edges derived
from the materialized edges of 𝑄 , i.e., each materialized edge 𝑀𝑁 = (𝐿𝐿 , 𝐿𝑀) ↑ 𝑇𝑂 corresponds to a
region edge 𝑀𝑁 = (𝑈𝑂 (𝐿𝐿 ), 𝑈𝑂 (𝐿𝑀)) ↑ 𝑃𝑃𝐿 . Each region edge 𝑀𝑁 = (𝑈𝐿 ,𝑈𝑀) means 𝑈𝐿 should "nish
before 𝑈𝑀 starts.

For example, Figure 6b and Figure 7b show the region graphs of𝑄1 and𝑄2, respectively. A region
edge such as 𝑀3 in 𝑉𝑂2 (Figure 7b) means 𝑈1 must "nish before 𝑈3 can start, i.e., all operators in 𝑈1
(𝐿1 and 𝐿2) must "nish processing before any operator in 𝑈3 (𝐿4 and 𝐿6) can start processing. The
region graphs𝑉𝑂1 and𝑉𝑂2 capture all such temporal constraints between the regions of𝑄1 and𝑄2,
respectively. Note there is a cycle in 𝑉𝑂1 , and we will explain its meaning next.
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2.4 Schedulability of Region Plans
De"nition 2.5 (Execution order). For a region plan 𝑄 , an execution order 𝑊 of 𝑄 is a ranking of

the regions 𝑂𝑃𝐿 , i.e., a many-to-one mapping from the regions of 𝑄 to a set of rank numbers
(a.k.a. ranks) 𝑋 : 𝑂𝑃𝐿 → N+, such that for any region edge 𝑀𝑁 = (𝑈𝐿 ,𝑈𝑀) ↑ 𝑃𝑃𝐿 , 𝑋 (𝑈𝐿 ) < 𝑋 (𝑈𝑀).

We use rankings instead of total orders to de"ne execution orders because Pasta allows two
regions that are not reachable from each other via region edges to start in parallel. For example,
in Figure 7b, 𝑈4 and 𝑈5 can have the same rank.

We call a region plan with an acyclic region graph schedulable. Otherwise, when the region plan
has a cyclic region graph, it is impossible to generate an execution order for this region plan, thus
it is unschedulable. Note schedulability is a property of the region plan instead of the physical plan.
The region graph 𝑉𝑂1 in Figure 6b is cyclic, thus 𝑄1 is unschedulable. The region graph 𝑉𝑂2 in
Figure 7b is acyclic, thus𝑄2 is schedulable. Figure 8 shows two execution orders for𝑄2, namely 𝑊1
and 𝑊2. In execution order 𝑊1, regions 𝑈4 and 𝑈5 are started together, while in execution order 𝑊2,
region 𝑈5 can only start after 𝑈4 has "nished.

f (Ri )1 2 3 4
R1 R2 R3 R5

R4

(a) Execution order 𝑊1.

f (Ri )1 2 3 4 5
R1 R2 R3 R5R4

(b) Execution order 𝑊2.
Figure 8. Two execution orders for the region plan𝑄2.

Goal of Pasta: Given a physical plan as a DAG, generate an optimal execution order based on
a cost function of execution orders.

We can show that two region plans do not share execution orders. Therefore, to enumerate
execution orders for a physical plan, we can "rst enumerate all its region plans (performed by the
Findermodule), then generate an execution order for each region plan (performed by the Scheduler
module). Figure 9 shows this enumeration process using a region-plan plane and an execution-order
plane. To "nd a good execution order, the Scheduler needs to choose one from the execution orders
of a region plan. There can be an exponential number of execution orders for a region plan. Many
systems [2, 31] only consider a limited set of execution orders, e.g., a total order of the regions.
There are studies [10, 28] on DAG-based scheduling that can be utilized by the Scheduler module
in Pasta to optimize the process of generating an execution order given a region plan. We treat this
process as a black box in the rest of the discussion.

Figure 9. The region-plan plane for a physical plan and the corresponding execution-order plane.
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2.5 Costs of Execution Orders and Region Plans
There can be diverse optimization goals, e.g., minimizing materialization sizes, minimizing CPU
costs, reducing the wall-clock time of a work!ow, etc. To maintain the generality of Pasta, we
assume a cost function that computes the cost of running an execution order. The objective and
quality of the given cost function are not the main focus of Pasta. Given a cost function, the cost of
a region plan is based on the costs of its execution orders.

De"nition 2.6 (Cost of a region plan). The cost of a region plan𝑄 is𝑌𝑍𝑎𝑏 (𝑄 ) = min𝑄𝑀 ↑S(𝑂 ) 𝑌𝑍𝑎𝑏 (𝑊𝑁 ),
where S(𝑄 ) is the set of execution orders for𝑄 considered by the Scheduler. If𝑄 is unschedulable,
its cost is in"nite.

For easy presentation, we "rst study the problem by considering a simple and commonly used
cost function.

Cost Function A (total materialization size). The cost of an execution order is the sum of the sizes
of its materialized edges.

Using this cost function, all the execution orders of a region plan have the same cost. Thus the
cost of a region plan is also the sum of the materialization sizes of its materialized edges. We will
extend the results to other cost functions in Section 5.

In the rest of the paper, we denote an optimal schedulable region plan as “OSRP.”

3 Properties of Optimal Schedulable Region Plans
In this section, we present several interesting properties of OSRP’s, which will be used to improve
the performance of a search method to generate an optimal execution order.

3.1 Properties of Chains
De"nition 3.1 (Chain). A chain in a physical plan DAG is a path such that each of its operators

(except the "rst and the last) is connected only to operators on the path.

A chain that is not a proper sub-path of any other chain is called a maximal chain. Figure 10
shows example chains in a physical plan. 𝑐4 is not maximal as it is a proper sub-path of another
chain 𝑐2, which is maximal. Paths 𝑐1 and 𝑐3 are two other maximal chains.

v2 v6

v5

v8
e8(50)

e
7 (5)

v1 e
2 (80)

H2

e4(50) e6(40
0)

v7
v3

v9
e9(70)

e5(20)

H1

v4
e3(40)  

H3

H4

e 1(
80
)Non-maximal chain

Maximal chain

Figure 10. A physical plan 𝑁3 with three maximal chains. Edge costs are shown in the parentheses.

The following results show that we only need some of the non-blocking edges on a chain to be
materialized to maintain the schedulability of a region plan.

L!""# 3.2. For a chain 𝑐 in a physical plan 𝑁 , if a schedulable region plan 𝑄 has more than one
materialized edge on 𝑐 , then changing each materialized edge on 𝑐 to pipelined produces another
schedulable region plan.

L!""# 3.3. If a chain 𝑐 in a physical plan 𝑁 contains a blocking edge, each optimal schedulable
region plan for 𝑁 must pipeline all the non-blocking edges on 𝑐 .
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For example, for the physical plan 𝑁3 in Figure 10, the chain 𝑐2 has two blocking edges 𝑀3 and 𝑀7,
which must be materialized in each region plan. Thus an OSRP for this physical plan must pipeline
the other edges on this chain, namely 𝑀1 and 𝑀5. Similarly, on the chain 𝑐3, an OSRP must pipeline
𝑀8.

L!""# 3.4. If a chain 𝑐 in a physical plan 𝑁 does not contain a blocking edge, each optimal
schedulable region plan for 𝑁 has at most one non-blocking materialized edge on 𝑐 .

For example, the chain 𝑐1 in the physical plan 𝑁3 is a chain without a blocking edge. Then in
each OSRP, there cannot be more than one materialized edge on this chain. As a consequence, there
is no need to consider region plans with two or more materialized edges on 𝑐1.

C$%$&&#%’ 3.5. Given a physical plan 𝑁 , for a maximal chain 𝑐 that does not contain a blocking
edge, if an optimal schedulable region plan includes a materialized edge 𝑀 in 𝑐 , then 𝑀 has the minimal
cost among all the edges of 𝑐 .

For instance, for the physical plan 𝑁3, if an OSRP has an edge materialized on 𝑐1, then this edge
must be the one with the lowest cost, i.e., 𝑀4.

3.2 Properties of Clean Edges
Next, we identify two classes of edges in a physical plan that should always be pipelined in an
OSRP. The "rst class of edges, called “bridges,” can be pipelined without causing schedulability
issues, and must be pipelined in an OSRP. Bridges belong to a more general class of edges, called
“clean edges,” which are always pipelined in an OSRP. We "rst de"ne preliminary concepts. An
undirected cycle 𝑌 of a physical plan 𝑁 is a sub-DAG of 𝑁 such that the underlying graph 3 of 𝑌
forms a cycle. Figure 11 shows a physical plan with two undirected cycles 𝑌1 and 𝑌2. Intuitively,
edges on an undirected cycle can potentially cause a region plan to be unschedulable, and edges
not on any undirected cycle will never cause a region plan to be unschedulable.
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v3

v10
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e5v1
e1
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v12

e11
e2
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v7
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v9 v11

v8
e8

e9
e12

e13C1

C2

✔
✔

✔
✔ ✔

✔
✔ ✔

Figure 11. A physical plan 𝑁4 with two undirected cycles 𝑌1 and 𝑌2. An edge with a “⊋” mark is a bridge,
and an edge with a “⊋” mark is a non-bridge clean edge.

De"nition 3.6 (Bridge). Given a physical plan 𝑁 , a non-blocking edge 𝑀 in 𝑁 is a bridge if 𝑀 is not
in any undirected cycle.

For instance, the non-blocking 𝑀7 in Figure 11 is a bridge because it is not in any of the two
undirected cycles 𝑌1 and 𝑌2. Similarly, 𝑀4 and 𝑀8 are also bridges.

L!""# 3.7. If a region plan 𝑄 of a physical plan materializes a bridge 𝑀 and is schedulable, then
another region plan𝑄 ↓ obtained from𝑄 by changing 𝑀 to a pipelined edge is also schedulable.
3The “underlying graph” of a directed graph 𝑅 is an undirected graph obtained by replacing all directed edges of 𝑅 with
undirected edges.
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This lemma leads to the following corollary.

C$%$&&#%’ 3.8. A bridge in a physical plan is always pipelined in an optimal schedulable region
plan.

For example, for the physical plan 𝑁4 in Figure 11, all the bridges 𝑀4, 𝑀7, and 𝑀8 must be pipelined
in an OSRP. A reason why a bridge is always pipelined in an OSRP is that it is not in the same
undirected cycle as another blocking edge. For example, in Figure 11, 𝑀1, 𝑀2, and 𝑀3 are in the same
undirected cycle𝑌1 as a blocking edge 𝑀5. Edge 𝑀5 has to be materialized in a region plan. Pipelining
𝑀1, 𝑀2, and 𝑀3 together causes a region plan to be unschedulable because doing so puts 𝐿1, 𝐿2, 𝐿4, and
𝐿5 in the same region, and then 𝑀5 causes a cycle in the region graph. On the other hand, pipelining
all the edges in 𝑌2 does not cause this issue, because there is no blocking edge in this undirected
cycle, and all these edges have to be pipelined in an optimal schedulable region plan. Based on this
intuition, we formally de"ne the notion of a clean edge.

De"nition 3.9 (Clean Edge). Given a physical plan 𝑁 , a non-blocking edge 𝑀 in 𝑁 is clean if 𝑀 is
not in the same undirected cycle of a blocking edge.

A bridge is always a clean edge, and some clean edges are not bridges. For example, in 𝑁4
(Figure 11), 𝑀9 is not a bridge because it is part of an undirected cycle𝑌2. The edge is clean since𝑌2,
the only undirected cycle that contains 𝑀9, does not have any blocking edge. Similarly, 𝑀10, 𝑀11, 𝑀12,
and 𝑀13 are also clean edges.

L!""# 3.10. All the clean edges in an optimal schedulable region plan of a physical plan are
pipelined.

For instance, in 𝑁4 (Figure 11), besides the bridges, the non-bridge clean edges 𝑀9, . . . , 𝑀13 must
also be pipelined in an OSRP.

4 Top-down Search Framework
In this section, we present a search framework that explores the region-plan plane to "nd an
OSRP and accordingly compute an optimal execution order. We develop techniques to improve
its performance, including some based on the properties in Section 3. We continue using the cost
function based on the total materialization size (denoted as 𝑌𝑍𝑎𝑏𝑆).

4.1 The Search Algorithm
Algorithm 1 presents the top-down search framework. We use an example shown in Figure 12 to
explain the algorithm. Each region plan with an associated cost in the search space is a state in
the search process. Given a physical plan 𝑁2, the search space has 16 states𝑄0, . . . ,𝑄15. The search
starts from the seed state 𝑄0 (line 1), in which all the edges are materialized. The goal state is an
OSRP 𝑄13. Line 2 initializes the optimal state 𝑄 ↔ using 𝑄0. Line 3 initializes the search frontier,
denoted as F , which is the set of known but unexplored states. The visited-state set E includes all
the states that have been visited during the expansion till now.
Each edge between two states is a transition. For the current state we expand F by including

the state’s neighbors. Additionally, E is used to avoid repeated additions of the same state into F
(lines 12-15). Note this can save computation but increases the space complexity. We repeat the
process of exploring the schedulability and cost of a state from F and including new neighbor
states in F until F is empty. An unschedulable state has an in"nite cost, and only schedulable
states are used to update the optimum 𝑄 ↔. We give 𝑄 ↔ to the Scheduler to generate execution
orders for𝑄 ↔ and choose an optimal one.

Proc. ACM Manag. Data, Vol. 2, No. 6 (SIGMOD), Article 248. Publication date: December 2024.



248:12 Xiaozhen Liu et al.

Algorithm 1: Top-down search for an optimal execution order
Input :𝑁 = (𝑂 , 𝑃): a physical plan

𝑌𝑍𝑎𝑏𝑆 : a cost function (total materialization size)
Output :𝑊 : an execution order for 𝑁 with a minimum cost

1 𝑄0 ↗ the seed state where all edges are materialized ;
2 𝑄 ↔ ↗ 𝑄0 ; // Initialize the optimum

3 F ↗ {𝑄0} ; // Initialize the frontier
4 E ↗ {𝑄0} ; // Initialize the set of visited states
5 while F ω ↘ do // Stop when all states are explored
6 Remove one state𝑄𝑁 = (𝑁,𝑆𝑂𝑀 , 𝑇𝑂𝑀 ) from F ;
7 if 𝑌𝑍𝑎𝑏𝑆 (𝑄𝑁 ) < 𝑌𝑍𝑎𝑏𝑆 (𝑄 ↔) then
8 𝑄 ↔ ↗ 𝑄𝑁 ; // Update the optimum

9 end
10 foreach 𝑀 ↑ 𝑇𝑂𝑀 not corresponding to a blocking edge in 𝑁 do // Use non-blocking materialized

edges for frontier expansion
11 𝑄𝑁

↓ ↗ (𝑁,𝑆𝑂𝑀 ≃ {𝑀}, 𝑇𝑂𝑀 ⇐ {𝑀}) ; // Transform the current state into a neighbor state

12 if 𝑄𝑁
↓ ε E then // Ensure visiting each state only once

13 Add𝑄𝑁
↓ to F ;

14 Add𝑄𝑁
↓ to E;

15 end
16 end
17 end
18 𝑊 = 𝑑𝑀𝑒𝑀𝑓𝑔𝑏𝑀𝑃𝑕𝑀𝑖𝑗𝑏𝑘𝑍𝑒𝑙𝑓𝑚𝑀𝑓 (𝑄 ↔) // Choose the best execution order for𝑂 ↔ according to the Scheduler

19 return 𝑊

Completeness and complexity. The search algorithm is complete since its expansion process
includes all possible region plans. For a physical plan 𝑁 = (𝑂 , 𝑃), it can have at most 2 |𝑇 | region
plans. For each state, line 7 takes 𝑙 ( |𝑂 | + |𝑃 |) time to check schedulability. Lines 10-16 explore at
most |𝑃 | neighbor states, each taking O(1) time. The time complexity of each iteration is𝑙 ( |𝑂 | + |𝑃 |).
Hence the total complexity of the algorithm is 𝑙 (( |𝑂 | + 2|𝑃 |) · 2 |𝑇 | ).
Greedy search. The search algorithm is using an exhaustive-search strategy to explore all the
execution orders. If the search space is large and the system has limited search time, we can slightly
modify the algorithm to perform a greedy search. In particular, we modify lines 10-16 to include
only one neighbor state that has the lowest cost among all the neighbors in the frontier.

Next we present several improvement techniques for the search framework.

4.2 Technique: Stopping Exploring Beyond Hopeless States
The search process cannot stop at an unschedulable state. That is, if𝑄𝑁 is unschedulable in line 7,
we cannot skip lines 10-16, because some unschedulable states can still lead to schedulable ones.

Next, we show that there are states that will never lead to a schedulable state, and we can stop
the search at such states.

We "rst de"ne a basic concept. A blocking region edge in a region graph is an edge that corresponds
to a blocking edge in the physical plan. For example, Figure 13 shows the region graph of 𝑄6 in
Figure 12, where 𝑀4 is a blocking region edge as it is blocking in 𝑁2.
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Figure 12. The search process of a simple workflow when running the top-down search Algorithm 1.

De"nition 4.1 (Hopeless State). Given a physical plan 𝑁 , a hopeless state is an unschedulable region
plan𝑄 for 𝑁 whose region graph 𝑉𝑂 has a cycle that contains a blocking region edge.

In Figure 12,𝑄6 is hopeless because its region graph (shown in Figure 13) has a cycle that contains
a blocking region edge 𝑀4.

R1= v1v3v4

R2 = v2

R3 = v5

e1
e5

e4

Figure 13. The region graph of𝑄6 with a blocking region edge in red.

We can show that during the top-down search,𝑄6 will never lead to a schedulable state.

L!""# 4.2. A hopeless state cannot be transformed into a schedulable state by changing its materi-
alized edges to pipelined edges.

To check if a state is hopeless, we can check if there is a blocking edge on a cycle when we detect
that the current state is unschedulable (line 7). When there are few blocking edges, this additional
step does not incur much overhead. Once a state is determined to be hopeless, we can skip the
expansion of its neighbor states (lines 10-16). For instance, during the search in Figure 12, when we
explore𝑄6 and "nd it to be hopeless, we do not need to add its neighbors𝑄11 and𝑄12 to the frontier.
Furthermore, the states below a hopeless state are also hopeless and should also be excluded. We
can do this pruning by using a memoization set to save all the known hopeless states. For example,
𝑄6 will be added to this memoization set. When we expand the neighbor states of𝑄13 and see 𝑄15
is a descendent of𝑄6, we do not need to add𝑄15 to the frontier.
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4.3 Technique: Generating a Be!er Seed State Using Properties of OSRPs
Next, we discuss how to reduce the search space by generating a better seed state based on the
properties of OSRPs as described in Section 3. We "rst discuss how to use chain properties. If
we know an edge must be pipelined in an OSRP, we should also pipeline it in the seed state. For
instance, consider the physical plan 𝑁2 in Figure 12. According to Lemma 3.3, the edge 𝑀1 has to
be pipelined in an OSRP because the edge is on a maximal chain 𝐿1 → 𝐿2 → 𝐿4 with a blocking
edge 𝑀4. Then 𝑀1 is pipelined in the improved seed state. According to Lemma 3.4, non-blocking
edges 𝑀2 and 𝑀3 are on the maximal chain 𝐿1 → 𝐿3 → 𝐿4, so they should not both be materialized.
Furthermore, as 𝑀3 has the minimal cost on this chain, based on Corollary 3.5, we materialize 𝑀3
and pipeline 𝑀2 in the improved seed state. Finally, the non-blocking edge 𝑀5 is the only one on the
maximal chain 𝐿4 → 𝐿5, so it still needs to be materialized in the seed. In the end, the improved seed
state is𝑄5, from which we can start the search directly and still "nd the OSRP𝑄13. This technique
helps us reduce the number of states explored from 16 to 4.

We can also use properties of clean edges to improve the seed state. We can use Lemma 3.10 to
generate an even better seed state where each clean edge is pipelined. For example, in Figure 12,
the non-blocking edge 𝑀5 is clean because it is not in any undirected cycle. Based on the lemma, we
can pipeline 𝑀5 and start the search directly from𝑄4. By applying this technique alone, we can skip
the eight states annotated with a yellow background. By combining the techniques using chains
and clean edges, we improve the seed state to be𝑄13, leaving only one state in the frontier (𝑄15).

5 Discussion and Generalization
In this section, we present another framework that does the search in the bottom-up direction,
discuss how to do cost estimations in Pasta, and extend the results to general cost functions.

5.1 Bo!om-up Search Framework
We present another search framework that uses the “bottom-up” direction to explore the search
space. It uses the seed state corresponding to the region plan where all the non-blocking edges are
pipelined. This state has the minimal total sizes of materialization, but could be unschedulable. In
the example in Figure 12, the seed is the bottom state 𝑄15. Beginning from this state, we explore
the search space by gradually adding more materialized edges to the region plan. That is, each
neighbor-state transition changes a pipelined edge to materialized. The bottom-up framework has
the same completeness guarantee and time complexity as the top-down search framework, and can
also be adapted to perform a greedy search instead of an exhaustive search by adding only one
neighbor state with the lowest cost to the frontier. Next, we present several techniques to optimize
the performance of the search.
Technique: Stopping exploring beyond schedulable states.When a state is already schedulable,
changing its pipelined edges to materialized can only increase the cost, and will not lead to an
optimal schedulable region plan. Therefore, during the search process, whenever the current state
is already schedulable, there is no need to include its neighbor states in the frontier.
Technique: Pruning using properties of OSRPs. The properties of chains and clean edges can
also be utilized to optimize the bottom-up search. The main idea is to avoid transitioning into a
state that violates the properties of chains and clean edges. In particular, because a state transition
can only change an edge from pipelined to materialized, if we encounter a state that materializes
an edge that must be pipelined in an OSRP, then we should stop exploration beyond this state. To
use properties of chains, we change a pipelined edge 𝑀 of a region plan to materialized if 𝑀 satis"es
the following conditions. (1) According to Lemma 3.3, 𝑀 should not be in a chain that contains a
blocking edge. Furthermore, according to Lemma 3.4, if 𝑀 is in a chain without a blocking edge,
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and the chain already has a materialized edge, then 𝑀 should not be changed. (2) According to
Corollary 3.5, if 𝑀 is in a chain with only pipelined edges, then 𝑀 needs to have the lowest cost
among these edges. Moreover, as a maximal chain covers the pruning power of its sub-chains,
we could pre-compute all the maximal chains in the physical plan and use only maximal chains
to do these checks to improve the e#ciency of applying these two cases. Similarly, clean edges
can also be used to do pruning during the search. In particular, according to Lemma 3.10, we can
exclude any region plan with a clean edge materialized, as a clean edge should not be changed
from pipelined to materialized.

Table 3 summarizes the applicability of each technique in the two search frameworks.

Table 3. Applicability of techniques on the two search frameworks.

Property Description regarding an OSRP Used in Top-down Search Used in Bottom-up Search

Property 𝑛
Pipelines all non-blocking edges on a chain

with a blocking edge.
Generate a better seed Prune states

Property 𝑜
Has at most one materialized non-blocking

edge on a chain without a blocking edge.
Not applicable Prune states

Property 𝑌
Pipelines an edge on a chain without a blocking

edge and containing a lower-cost edge.
Generate a better seed Prune states

Property 𝑝 Pipelines a clean edge. Generate a better seed Prune states

Property 𝑃
Is unreachable from a hopeless region plan by

changing materialized edges to pipelined.
Prune states Not applicable

Property 𝑞
Is unreachable from a schedulable region plan by

changing pipelined edges to materialized.
Not applicable Prune states

5.2 Obtaining Cost Information
There are various ways to obtain costs of execution orders. One way is to use a two-phase

execution method. In the "rst phase, we use heuristics to generate an execution order (e.g., one
with all edges materialized), and run it on a small subset of the source data. After this execution,
we collect information about the materialization size of each edge on the sample data. In the
second phase, we use the information to estimate the cost of each edge. Another way is to use
the iterative nature of data analytics tasks, i.e., one work!ow may often be executed multiple
times [6]. Thus we can utilize previous executions for cost estimation. The "rst execution can be
done using any existing methods. For example, Hyracks [3] uses a heuristic where both input edges
to a two-input operator are materialized, or we can use the aforementioned execution method.
During each subsequent execution, Pasta has information about the statistics of each edge, and
uses it to estimate costs of an execution order. In general, having high-quality cost information
is important. Many existing techniques [30] have been proposed to tackle this issue. We can also
"rst utilize the two aforementioned methods to obtain cost information that is “good enough” to
empower Pasta initially, and gradually improve the statistics to perform re-optimizations when we
"nd them to be inaccurate.
5.3 General Cost Functions
So far we have used a simple but commonly used function that measures the total materialization
size of an execution order. Next, we consider general cost functions and extend the results. For a
general cost function 𝑌 , we can still use both search frameworks to perform a search to "nd an
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optimal execution order. In the resulting OSRPs, Property 𝑃 (Section 4.2) still holds, as a hopeless
state cannot lead to schedulable states by having more pipelined edges. Other OSRP properties are
no longer valid. Next, we present two conditions for cost functions:
• Condition I: given a region plan 𝑄 , if another region plan 𝑄 ↓ is derived from 𝑄 by changing
a materialized edge in 𝑄 to a pipelined edge, then either 𝑄 ↓ is unschedulable or 𝑌𝑍𝑎𝑏 (𝑄 ↓) ⇒
𝑌𝑍𝑎𝑏 (𝑄 ).

• Condition II: the cost of an execution order 𝑊 for a region plan𝑄 is the summation of a constant
cost of each edge in the region plan of this execution order, i.e., 𝑌𝑍𝑎𝑏 (𝑊) = ∑

𝑈↑𝑇𝐿 𝑌𝑍𝑎𝑏 (𝑀), where
𝑌𝑍𝑎𝑏 (𝑀) is the cost of an edge 𝑀 .
Figure 14 shows the relationships between these conditions and the OSRP properties. An example

cost function that satis"es Condition I but not Condition II is based on the total wall-clock time of
an execution order.

Cost Function B (total wall-clock time). The cost of the total wall-clock time of an execution
order 𝑊 for a region plan𝑄 is the summation of the execution time of the longest-running operator
in each region, i.e., 𝑌𝑍𝑎𝑏𝑉 (𝑊) =

∑
𝑊↑𝑋𝑁𝐿

max𝑌↑𝑊 𝑟𝑘𝑠𝑀 (𝐿), where 𝑟𝑘𝑠𝑀 (𝐿) is the execution time of
an operator 𝐿 .

This cost model assumes that given a region plan, the Scheduler only considers the execution
order that corresponds to a total order on the regions of a region plan. This is a coarse model on the
total wall-clock time, and it is useful for many work!ows where the completion time of a region
is dominated by long-running operators, e.g., ML-inference operators. For this cost function, the
OSRP properties 𝑛, 𝑜, 𝑝 , and 𝑞 still hold, since they only need the cost function to penalize having
more materializations. Property 𝑌 does not hold because it assumes an individual cost on each
edge. Finally, when a cost function satis"es both conditions, Property 𝑌 still holds. Notice that the
cost function of the total materialization size belongs to this category.

All cost functions:

Functions with Condition I: Properties A, B, D, and F

Functions with Conditions I & II: Property C

Property E

Figure 14. Relationships between conditions of cost functions and properties of OSRPs.

6 Experiments
In this section we report the results of a thorough evaluation of Pasta on real-world work!ows.

6.1 Se!ings
Work!ow Engine.We conducted experiments on the Texera system [26], an open-source data
work!ow platform based on the Amber engine [16]. Texera is developed in Scala and supports
push-based execution. It supports pipelined execution of physical plan DAGs and includes a !ow-
control mechanism to apply backpressure between operators. A work!ow in Texera is constructed
by a user on a GUI-based interface via drag-and-drop operations and processes bounded input
data. A work!ow is submitted to Texera as a logical plan DAG that is compiled to a physical plan,
where a logical operator (e.g., HashJoin) may be expanded to multiple physical operators (e.g., Build
followed by Probe). Physical operators are annotated with information about blocking ports. Texera
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also supports data-parallel execution of a physical operator via partitioning. Currently Texera does
not support control operators [9], e.g., for-loops.
Pasta Implementation.We implemented Pasta in Texera. We implemented both the top-down
search (Section 4) and bottom-up search (Section 5.1), along with the improvement techniques,
including Chains (CHN), Clean Edges (CLE), and Early Stop (ESP). Each search framework included
global search and greedy search. Given a region plan, the Scheduler module of Pasta generated
a "nal execution order by using a topological sort of the regions, and a work!ow was executed
region-by-region.
Other Scheduling Methods.We implemented several non-cost-based methods for generating
execution orders in Texera for comparison purposes. “Bottom-up Seed” (BUS) is the method of
generating a region plan using the seed of the bottom-up search framework, which may be un-
schedulable. “Top-down Seed” (TDS) refers to generating an execution order using the seed of the
top-down search framework with no improvement techniques, which guarantees an execution
order but also prevents pipelining. Finally, Baseline is a method corresponding to the existing
heuristics used by systems such as Hyracks, Flink, and Texera. Baseline starts from the seed of
the top-down search process, traverses the edges of the region plan following a topological order
of the operators, and changes a non-blocking materialized edge to pipelined (which leads to a new
region plan) if and only if the new region plan is schedulable. As a result, the "nal region plan is
also guaranteed to be schedulable. For all these methods, we also generated an execution order
from a region plan by using a total order of the regions.
Optimization Goals and Machines. We used two optimization goals to evaluate Pasta’s per-
formance. The "rst was minimizing the total sizes of materialization (Mat-Sizes) of a work!ow.
As we will show in Section 6.2, the availability of numerous physical plans with cost information
when using this goal allowed us to evaluate Pasta at a large scale. The experiments for this op-
timization goal were conducted on a machine running the Ubuntu 22.04 operating system, with
64 cores, 128 GB of memory, and an 8 TB hard disk. The second was reducing the wall-clock time
of executing a work!ow (Clock-Time). We used this goal to show the generality of Pasta as well as
its performance in an end-to-end work!ow-execution setting. The experiments of this optimization
goal were conducted on a machine running MacOS Sonoma 14.5, with 10 cores, 32 GB of memory,
and a 1 TB SSD. Each experiment in the evaluations was executed three times, and the averages
were reported.

6.2 Collecting Real Workflows
We used 6,148 real-world work!ows from the KNIME Community Hub [14] for analysis. The KNIME
engine does not support pipelined execution. Instead, it executes a physical plan (DAG) operator
by operator and materializes intermediate results. Since Pasta requires pipelined execution, it was
not feasible to use the KNIME engine to evaluate Pasta. We converted those work!ows to a format
supported by Texera. During a conversion, the DAG structure was preserved, and each KNIME
operator was mapped to a Texera operator. All the ports and edges were preserved. Around 20% of
the work!ows contained control operators, which were treated as normal data-processing operators
during the conversion. For KNIME operators that were not available in Texera, we replaced them
with non-executable Dummy operators. For each output port of a Dummy operator, we annotated
whether it was blocking using the following criteria. (1) If a port was to produce a single object
(e.g., an ML model) instead of a data table, it was blocking. (All KNIME operator ports were already
marked with this information.) (2) If a port was part of a control operator (e.g., Loop Start), it
was blocking. (3) For the remaining cases, we inferred whether a port was blocking based on the
o#cial operator description from KNIME. Each work!ow contained one or more weakly connected
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components, and each component corresponded to a physical plan DAG (“plan” for short in the
rest of this section). As each plan could be scheduled separately, we used the largest plan (in terms
of number of operators) of each work!ow for the analysis and experiments. We derived subsets of
those work!ows for speci"c experiments, summarized in Table 4.

Table 4. Overview of workflow (WF) sets used in evaluations.

WF Set WF # Source Use

6K-Set 6,148
Migrated to Texera from

KNIME Work!ows
Analysis

(Section 6.3)

MS-Set 849 Subset of 6K-Set
Mat-Sizes Evaluations

(Section 6.4 & Section 6.5)

CT-Set 2
Created as executable
work!ows in Texera

Clock-Time Evaluations
(Section 6.6)

Work!ows used for Mat-Sizes Evaluations. The Mat-Sizes experiments were performed on
MS-Set, which was a subset of 6K-Set. We will describe details aboutMS-Set in Section 6.3. We used
the cost function in Section 2.5, and used the materialization information of the original KNIME
work!ows as the materialization costs.
Work!ows Used for Clock-Time Evaluations. We manually created two executable work!ows
in Texera, namely WF1 and WF2, based on two KNIME work!ows in 6K-Set. Their physical
plans are shown in Figure 15. WF1 contained 25 operators and 28 edges to process a dataset of
100K email addresses and used a combination of rule-based methods and ML models to identify
fraudulent addresses. WF2 processed a dataset of 5,000 movies, each containing attributes like titles,
genres, synopses, etc. The objective was to leverage pre-trained models for text summarization
and sentiment analysis on textual attributes, and to generate one-hot encodings for categorical
attributes. Its physical plan contained 35 operators and 39 edges.

(a) Workflow 1 (WF1)

(b) Workflow 2 (WF2)
Figure 15. Physical plans evaluated on the Clock-Time goal.

6.3 Complexity of Scheduling Workflows
To understand the complexity of "nding optimal execution orders on these work!ows, we analyzed
the plans in 6K-Set.
Structural Complexity of Physical Plans. We measured the plans in terms of the complexity of
their DAG structures. We "rst counted the scale of the plans, measured by the number of operators
and number of edges in a DAG. Figure 16 shows the histogram of the number of operators and
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number of edges in each DAG among the 6K plans. More than half of the DAGs had at least 10
operators; more than 20% of the DAGs contained at least 20 operators; and over 6% of the DAGs
had at least 50 operators. The distribution for the edge numbers was similar. Moreover, 83 DAGs
contained 100+ operators, 99 DAGs had 100+ edges, and the largest plan included 465 operators
and 742 edges. These statistics show that the work!ow DAGs had a large scale. We also observed
that the number of edges in many of the plans was higher than the number of operators. This
trend was also re!ected in Figure 16. The decrease in frequencies of plans with a larger edge count
was slower than that of the operator count. One reason was the high frequency of non-tree-DAGs,
which typically have more edges than operators. We measured the proportion of non-tree DAGs
in 6K-Set. Out of all the 6K plans, 3,208 (52.2%) of them were non-tree DAGs, and this ratio was
higher (77.7%) among plans with more than 10 operators. Scheduling tree-based plans for pipelined
execution tends to be easier compared to scheduling non-tree plans. For instance, according to
Lemma 3.8, all non-blocking edges in a tree should be pipelined since they are all bridges. Therefore,
for the cost function of Mat-Sizes on a tree-based physical plan, using the BUS method is su#cient.

Figure 16. Distribution of operator numbers and edge numbers in physical plan DAGs of the 6K workflows.

Schedulability of BUS Region Plans.We next measured the proportions of plans that needed
non-simple methods to enable pipelined execution. We considered BUS to be a simple method. The
reason is that according to Property F (Section 5.3), for theMat-Sizes and Clock-Time cost functions,
if the seed of the bottom-up search is schedulable, it can be directly used to generate an optimal
execution order. Otherwise, either Baseline or Pasta is needed to generate an execution order. For
each physical plan in 6K-Set, we used BUS to generate a region plan and tested its schedulability. In
total, there were 1,259 physical plans (20.4% of all the physical plans, and 39.2% of all the non-tree
DAGs) that had an unschedulable BUS region plan. Figure 17 shows the fraction of unschedulable
BUS region plans with varying scales of physical plans for 6K-Set and for the subset where physical
plans were non-tree DAGs. In general, physical plans with larger scales were more likely to have an
unschedulable BUS region plan. Moreover, when a physical plan (including tree-structured plans)
had more than 10 operators, this ratio was consistently above 20%, and the cut-o$ increased to 40%
when the scale was above 30 operators. This ratio among the non-tree DAGs was higher, with the
cut-o$ being 20% among physical plans of all scales. These statistics show that it is challenging to
schedule many work!ows for pipelined execution.
Physical Plans in MS-Set. We used 849 of the 6K plans for Mat-Sizes evaluations. When the BUS
method produced an execution order, there was no need to use other methods. Thus, only the 1,259
physical plans on which BUS produced an unschedulable region plan needed evaluations. Note all
these plans were non-tree DAGs. Furthermore, out of the 1,259 physical plans, 849 (67.4%) of them
had the cost information available because they were executed in KNIME before, which resulted in
MS-Set. Plans of all sizes were preserved inMS-Set, from smaller plans (operator count < 15) to
very large plans (operator count ⇑ 100, a total of 41 plans).
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Figure 17. Ratio of physical plans whose BUS region plan was not schedulable.

6.4 E"ectiveness of Pasta on Mat-Sizes
Next, we evaluated the e$ect of using Pasta on improving the quality of a generated execution order.
We used MS-Set in the evaluation. To measure the materialization cost, we did not need to execute
the work!ows, and we conducted the analysis on the generated execution orders for each work!ow.
Given each of these 849 plans as an input, we used di$erent methods to generate execution orders,
including Pasta, TDS, and Baseline. We evaluated four con"gurations of Pasta (ETD, GTD, EBU, and
GBU). We mainly present Pasta’s results when using the top-down search direction (ETD and GTD)
since the bottom-up search direction (EBU and GBU) had similar results.

We enforced a time limit of 300 seconds for each individual run of execution-order generation. For
Pasta methods, if this time limit was reached, we used the best region plan found so far to generate
a "nal execution order. For each physical plan, if ETD and GTD produced di$erent execution orders,
we used the better one as the result of Pasta. We compared the cost of execution orders generated
by Pasta with those from Baseline and TDS. Note TDS represented another simple method that
materialized all the edges, which had the highest possible cost. As the materialization sizes varied
greatly across di$erent physical plans, we used relative costs (Pasta or Baseline relative to TDS)
for comparisons. For each physical plan, we measured the materialization size 𝑊𝑆 of the execution
order produced by TDS, as well as the size 𝑊 𝑍 of the execution order produced by Pasta or Baseline.
We adjusted 𝑊𝑆 and 𝑊 𝑍 by subtracting the total sizes of blocking edges 𝑊𝑎 in the plan because these
edges had to be materialized in each method. We used (𝑊 𝑍 ⇐ 𝑊𝑎)/(𝑊𝑆 ⇐ 𝑊𝑎) to represent the relative
cost of an execution order generated by Pasta or Baseline.
Pasta vs. Other Methods. Pasta produced the best execution order among the three methods on
847 of the 849 evaluated plans. 33 (3.9%) out of these 847 execution orders were not produced by
ETD because it was unable to "nish within 300 seconds on these plans. Instead, they were produced
by GTD. Pasta produced a worse execution order than that from Baseline only for the two large
plans on which even GTD was unable to "nish execution within 300 seconds. On 559 (65.8%) plans
the cost of execution orders generated by Pasta was the same as that of Baseline because the two
methods produced the same execution order. On the remaining 288 (33.9%) plans, the execution
order produced by Pasta had a lower cost than that of Baseline.
To further study the extent to which Pasta could reduce costs, we calculated the ratio of cost

reduction when using Pasta compared to Baseline on each of these 288 work!ows. Given the
relative cost 𝑌𝑎 of an execution order from Baseline and the relative cost 𝑌𝑏 of that from Pasta,
this ratio was (𝑌𝑎 ⇐𝑌𝑏 )/𝑌𝑎 . We show these ratios as well as the relative costs of the two methods
on these 288 instances in Figure 18. On less than a quarter of these work!ows, Pasta improved the
costs by less than 10%; on more than half of these instances, Pasta’s execution order could reduce
over 30% of the costs from Baseline; on around 1/3 of them, Pasta’s execution order was 50%
better than that of Baseline; in some cases Pasta was even able to reduce more than 99% of the
cost compared to Baseline. The relative costs of Pasta’s execution orders were almost consistently
below 50%.
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Figure 18. Materialization costs of execution orders generated by Pasta and Baseline on all the workflows
where the two methods produced di"erent results. Each bar represents a workflow. The relative costs of
execution orders from the two methods are overlapped, and the visible bars for Baseline indicate reduced
relative costs when using Pasta over Baseline. The workflows are ordered by the cost-reduction ratio of
using Pasta compared to Baseline.

Greedy Search vs. Exhaustive Search. In the top-down framework, Pasta o$ers both an exhaus-
tive search method and a greedy search method. We compared the relative costs of ETD and GTD

on the 812 instances that both methods "nished execution on. GTD produced the same execution
order as ETD (i.e., optimal execution order) on 703 (86.6% out of 812) of the instances. This meant
that the faster method GTD was often as e$ective as the slower method ETD, so using GTD for
quickly generating an execution order would be bene"cial. For recurring and costly jobs, if optimal
scheduling is desired, we can run an exhaustive search in the background for further improvements.
Figure 19 shows the cost-comparison results on the remaining 109 (13.4%) instances where the
execution order produced by ETD had a lower cost. For over half of them, the execution order from
ETD reduced more than 30% of the costs compared to the one from GTD. On several instances, the
optimal execution order of ETD reduced over 99% of the cost from that of GTD. These results show
that, compared to the greedy search, using an exhaustive search for an optimal execution order can
further reduce costs.

Figure 19. Materialization costs of execution orders generated by ETD and GTD on all the workflows where the
two methods produced di"erent results. Similar to Figure 18, the relative costs of execution orders from the
two methods are overlapped, and the workflows are ranked by the cost reduction ratio of using ETD over GTD.

6.5 E"iciency of Pasta on Mat-Sizes
Next, we evaluated the e#ciency of Pasta. We mainly present Pasta’s results when using the
top-down search direction. We "rst present the overall results, then show detailed evaluations on
two aspects: (1) Input complexity: How did the scale of input plans a$ect Pasta’s performance?
(2) Breakdown of improvement techniques: How e$ective were the techniques (CHN, CLE, and ESP)?
Overall E"ciency. We "rst considered the e#ciency of the exhaustive-search method. Given
the time constraint of 300 seconds, ETD "nished on 812 (95.6%) of the 849 plans. Out of the 37
plans on which ETD exceeded the time limit, 33 (89.2%) of the plans had over 80 operators and
over 66 non-blocking edges. This meant that although ETD needed a longer time to "nd an optimal
execution order for some complicated plans, it could "nish within a reasonable amount of time on
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the vast majority of real-world plans. Moreover, when we decreased the cut-o$ time to 5 seconds,
ETD was able to "nish scheduling on 675 (79.5%) of the plans. These statistics showed that ETD was
very e#cient on most of the plans. Finally, on average the scheduling time of ETD was 13X the
time of Baseline, and for 766 (90.2%) of the plans this ratio was lower than 13. This meant that
with additional search time, ETD could "nd optimal execution orders that sometimes were much
better than those from Baseline. We next considered the greedy method. Within 300 seconds, GTD
"nished on 846 (99.6%) of the 849 plans. There were two plans on which GTD exceeded the time
limit. One had 302 operators and 375 edges, and another contained 465 operators and 742 edges.
When we reduced the cut-o$ time to 2 seconds, GTD "nished on 767 (90.3%) of the plans. On average
the time for GTD to "nish was 4X that of Baseline. Considering the fact that GTD generated an
equal or better execution order compared to Baseline on 844 (99.4%) of the plans, using GTD over
Baseline would be a sensible choice.
Impact of Physical Plan Scales. To study the impact of input complexity on the e#ciency of the
methods, we measured the average scheduling time of each method on di$erent scale-groups of
physical plans (measured by the number of operators), as shown in Figure 20. For all the methods,
the scheduling time increased with the growing complexity of the input plan. Moreover, although
GTD was slower than Baseline, the growth of GTD’s scheduling time had a similar shape as that of
Baseline, because both methods had a polynomial time-complexity. ETD was faster than GTD for
smaller plans because the search space was small and GTD did not have the extra step of comparing
costs of di$erent neighbors of each visited state during the search. For larger plans, the time for
ETD increased more rapidly and erratically than GTD, because the search space grew exponentially.
Nevertheless, the improvement techniques helped ETD maintain its e#ciency for most inputs.

Figure 20. Given a physical plan, the average time it took to generate an execution order for di"erent methods
across varying workflow scales.

E#ect of Improvement Techniques. Finally, we studied the e$ect of each improvement technique
on Pasta’s performance. We "rst measured their impact on the exhaustive-search method (ETD). For
each plan, we used "ve methods to generate an execution order with a time budget of 30 seconds.
These searches included: one without any improvement technique (NOP), one for each technique
applied individually (CHN, ESP, and CLE), and one with all techniques applied together (Pasta).
We categorized the results based on the scale of the input plans. We then calculated the ratio of
work!ows on which each method successfully "nished the search to identify an optimal execution
order within the budget for each group. Figure 21 shows the success ratios on di$erent groups for
each method. NOP succeeded on only plans with smaller scales, and was mostly unsuccessful once
the scales went above 20. ESP alone increased the ratio moderately for smaller plans. CLE alone
greatly increased the success ratio for many plans, and CHN was the most e$ective. We attribute
the high e$ectiveness of CHN and CLE to the fact that most of the input plans had many chains
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and clean edges, which enabled the two techniques to reduce the search space signi"cantly. By
combining the three techniques, Pasta achieved the best performance.

Figure 21. With a cut-o" time of 30s, the success ratio of exhaustive searches across workflows using di"erent
improvement techniques. NOP refers to the method of not using any improvement technique.

We did similar experiments on the greedy-search method (GTD). Due to its shorter search time,
we allocated a smaller time budget of 2 seconds. Figure 22 shows results similar to those in ETD,
and the improvements of combining the three techniques were less.

Figure 22. With a cut-o" time of 2s, the success ratio of greedy searches across plans using di"erent improve-
ment techniques.

6.6 Evaluations on the Clock-Time Goal
So far, we presented evaluations of Pasta using theMat-Sizes cost function. Next, we considered
another optimization goal, namely Clock-Time. The purposes are (1) to evaluate the generality of
Pasta on other cost functions; and (2) to measure the end-to-end performance of Pasta in Texera.

For both work!owsWF1 andWF2, we used TDS, Baseline, and Pasta (EBU) to generate execution
orders. We varied the input size of each work!ow and ran multiple executions. For each execution,
we recorded the scheduling time to generate the "nal execution order, the cost of the "nal execution
order, and the end-to-end wall-clock time to "nish work!ow execution. For each work!ow, we
executed the work!ow by using TDS to obtain the wall-clock time of each operator and used these
numbers as the cost for Pasta.
Figure 23 shows WF1’s costs and end-to-end execution time on di$erent sizes of the input

data. The execution orders generated by Pasta remained the same for di$erent input sizes. This
was because the size of the input data did not signi"cantly a$ect how the costs di$ered between
operators in the same work!ow. The lowest costs of Pasta’s execution orders demonstrated its
e$ectiveness in reducing the costs for the Clock-Time goal. Moreover, the reduced costs also
resulted in reduced end-to-end clock time, and the gap between di$erent methods grew larger
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with the increase of the input size. In addition, Pasta’s scheduling time remained consistent across
di$erent input sizes, with an average of 64 ms. This was relatively small compared to the end-to-end
execution time, especially for larger input sizes.

Figure 23. Results of Clock-Time evaluations on WF1.

Figure 24 shows the results for WF2. Pasta provided greater bene"ts for this work!ow compared
to WF1 due to the higher costs of the operators. The scheduling time of Pasta on this more
complicated plan remained stable, with an average of 166 ms. These results showed both the
generality of Pasta when using another cost function and its ability to reduce end-to-end work!ow
execution time with low overhead.

Figure 24. Results of Clock-Time evaluations on WF2.

7 Conclusions
In this paper, we studied the problem of generating an optimal execution order of pipelined
execution for a data!ow DAG. We developed a novel cost-based optimizer called Pasta, which
considers multiple region plans for a physical plan to generate an optimal execution order. The Pasta
optimizer is applicable to many cost functions, and can utilize properties in these cost functions
to improve its performance. We conducted a thorough evaluation on real-world work!ows and
showed the e#ciency and e#cacy of the proposed techniques.
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