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Abstract

The field of Artificial Intelligence (Al) is rapidly advanc-
ing, with significant potential to transform society. However,
it faces a notable challenge: lack of diversity, a longstand-
ing issue in STEM fields. In this context, this position pa-
per examines the intersection of Al and identity as a path-
way to understand biases, inequalities, and ethical considera-
tions in Al development and deployment. We present a mul-
tifaceted definition of Al identity, which encompasses its cre-
ators, applications, and their broader impacts. Understanding
AT’s identity involves analyzing the diverse individuals in-
volved in AI’s development, the technologies produced, and
the social, ethical, and psychological implications. After ex-
ploring the Al identity ecosystem and its societal dynamics,
We propose a framework that highlights the need for diversity
in Al across three dimensions: Creators, Creations, and Con-
sequences through the lens of identity. This paper presents
a research framework for examining the implications and
changes needed to foster a more inclusive and responsible Al
ecosystem through the lens of identity.

Introduction

The process of developing the construct of Al identity”
begins with understanding the drivers and landscape of
Al development (Christian 2020) which can be under-
stood through the Al identity ecosystem (Figure 1). The Al
ecosystem is a dynamic and interwoven network compris-
ing a myriad of essential components that collectively drive
the evolution and application of artificial intelligence (Jaco-
bides, Brusoni, and Candelon 2021). We explore the vari-
ous components of the Al ecosystem in this paper. In un-
derstanding AI’s evolution it is essential to understand the
confluence of various human endeavors that drive its devel-
opment. In this section particularly we focus on the iden-
tity of the creators as it has cascading effect on the other
layers. These human contributors do more than just define
AT’s trajectory; they embed societal norms, values, and bi-
ases into the technology, shaping the future of our automated
world (Cave and Dihal 2020). The role of research cannot
be overstated, as institutions constantly push the boundaries
of what’s possible, often dictating the future direction of Al
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(Basole and Accenture 2021). Simultaneously, both tech be-
hemoths and startups shape the Al landscape with their in-
novative products and platforms (Pause Giant 2023). Open-
source communities bolster this growth, fostering collabora-
tion and ensuring that Al tools remain accessible to all. As
the influence of Al permeates society, regulatory and ethical
bodies are stepping in to ensure its deployment is respon-
sible and aligned with societal values (Minkkinen, Zimmer,
and Mintyméki 2021). End-users and consumers, both in-
dividuals and businesses, are the final and important piece
of the puzzle, adopting Al solutions and applications and in-
fluencing their development through feedback. Integral to all
these components and often the ones that shape the direction
of development is the financial pillar of investors and fund-
ing entities that fuel the growth of Al across sectors (Khanna
2023). Lastly, the Al ecosystem is enriched by educational
institutions and platforms that impart knowledge, nurturing
the current and future generations of Al enthusiasts and pro-
fessionals through Al literacy (Long and Magerko 2020) and
Al education (Schiff 2022).

The identity of Al continues to extend beyond just its cre-
ators and the diversity within the field. It encompasses a
range of social considerations that shape its existence and
impact. Ethical concerns surrounding Al, such as bias in
algorithms, privacy issues, and the societal implications of
Al require careful attention and mitigation (Amershi 2020).
Human-AI collaboration is evolving to where Al can aug-
ment human capabilities and automate tasks, necessitating
the exploration of inclusive ways for humans and Al to col-
laborate seamlessly (Amershi et al. 2019). The tendency for
humans to personify or anthropomorphize Al systems raises
psychological and sociological questions about the implica-
tions of interacting with Al, especially in education (Ma-
her, Tadimalla, and Dhamani 2023) and work environments
(Mirbabaie et al. 2022). Moreover, public sentiment around
Al is often polarized based on users’ backgrounds, leading
to inaccurate narratives about Al in society. These narra-
tives and biases, combined with the digital divide that exists
in society and computer science exclude some and inhibit
many’s access to Al careers, especially for certain groups of
underrepresented minorities, and women (Shams, Zowghi,
and Bano 2023).

By examining the roles, interactions, and contributions of
these diverse stakeholders as presented in the Al Ecosystem



(Figure 1) we can gain a comprehensive understanding of
how Al systems are created, operate, and evolve. By fore-
grounding these concepts, we aim to dissect how they in-
fluence Al creators and their creations. Through the depic-
tion of layers and various pathways (connections) across the
layers that lead to various consequences or issues in the Al
landscape, Figure 1 shows the myriad ways Al technologies
can either reinforce existing societal disparities or poten-
tially pave the way for a more inclusive and equitable future.
By dissecting these relationships, we can better comprehend
and address the disproportionate consequences and impacts
that AI can have on various segments of society. The con-
struct of human identity and it’s influence is shown in Fig-
ure 1 as present across the layers: present in the identities,
data, perceptions, and experiences of creators and end users
in the Al ecosystem. Here Human Identity, as defined within
intersectionality (Crenshaw 2013) and identity theory (Jenk-
ins 2014), encompasses the multifaceted and interconnected
aspects of an individual’s social categories, including race,
gender (Scheuerman et al. 2020), class (Inaba and Togawa
2021), sexuality (Keyes, Hitzig, and Blell 2021), disability
(Trewin et al. 2019), nationality, and age (Pollack 2005), rec-
ognizing that these overlapping identities shape unique ex-
periences of privilege and oppression (Benjamin 2019).

Al Identity

Sociology literature provides a comprehensive exploration
of how individuals’ identities are formed (Stets and Burke
2000), negotiated (Jenkins 2014), and transformed (Collins
and Bilge 2020) within the context of social structures and
interactions, offering insightful analysis on the complex-
ity of identity as both a personal and social construct (Al-
bert 1998). This concept also extends to objects, organi-
zations, and technology (Wood and Smith 2004), illustrat-
ing how identity formation transcends individual experi-
ences to encompass broader societal interactions and con-
structs (Hirsch 1992). Historically, discussions and models
involving identity in the AI landscape and ecosystem have
been heavily centered on the technological and economic
aspects (Mitchell 2020). With efforts focused on defining
and explaining what Al is (Wang 2019) and how to under-
stand its usage (Devedzic 2022), how Al interacts/perceives
the human identity in various scenarios (Keyes, Hitzig, and
Blell 2021) (Scheuerman et al. 2020). This includes discus-
sions on algorithms (Noble 2018), data (Aragon et al. 2022),
hardware infrastructure, application areas, market growth,
company roles, and investment trends (Mir, Kar, and Gupta
2022). While these aspects are undeniably crucial, they of-
ten overshadow the deeper, more intricate layers of Al’s re-
lationship with society.

We define Al Identity” in two dimensions: internal
and external. Internally, AI Identity includes the col-
lective characteristics, values, and ethical considerations
embodied in the creation of AI technologies. Externally,
Al identity is shaped by individual perception, societal
impact, and cultural norms.

These dimensions form a comprehensive view of Al iden-
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tity, highlighting the interplay between the creation of tech-
nology itself and its broader interaction with society. This
means understanding the place of Al in society, its develop-
ment, interactions with individuals (Gutoreva 2024), and the
nuances of its impact on various facets of human life. The
identity of Al is intricately linked to various ethical dilem-
mas, including responsibility, accountability, fairness, trans-
parency, and trust (Benjamin 2019). These issues are cen-
tral to the ongoing discussions surrounding the regulation
and governance of Al, as well as its cultural and social im-
pacts. Furthermore, it is vital to recognize the role of me-
dia representations of Al in popular culture, as they signifi-
cantly shape public attitudes and beliefs about this technol-
ogy. In this context, the emergence of Human-Centered Al
(HCAI) (Shneiderman 2021), with its emphasis on consid-
ering human values and agency, represents a pivotal shift in
the Al landscape. International organizations like the Euro-
pean Union and research and education institutions are ad-
vocating for HCAI, promoting a humanistic and ethical ap-
proach that enhances human capabilities while addressing
the multifaceted challenges associated with Al identity and
its broader societal implications (Capel and Brereton 2023).
In the next three sections of the paper, we look at the layers
of identity in Al: the creators, the creation, and the conse-
quences that emerge from the identity ecosystem. By exam-
ining the intersection of Al with identity, we aim to shed
light on the complex dimensions of Al identity and its im-
plications for individuals and society as a whole.

The Creators of Al

The development of Al is influenced by its creators, whose
diverse backgrounds and identities are crucial in shaping the
technology’s direction (Schiff et al. 2020). Diversity is not
just about fairness but is essential for creating Al systems
that are unbiased, ethical, and beneficial for society (Shams,
Zowghi, and Bano 2023). Thus, enhancing the diversity of
Al creators is imperative to ensure that the technology re-
flects a broad spectrum of human experiences and values,
contributing positively to societal progress (Chubb, Reed,
and Cowling 2022). It is important to note that this layer of
the ecosystem is closely connected with the internal dimen-
sion of Al identity. In the list below, we highlight some of
the key groups (individual and organizational) that influence
who the creators are, illustrating the nature of AI's devel-
opment landscape. The goals of Al are often defined by this
layer of Al ecosystem and when we look at these key groups,
this position paper acknowledges the need to increase diver-
sity in all of the groups, sectors, and disciplines.

Researchers, Scientists, and Academics: The develop-
ment of Al is driven by a community of researchers, scien-
tists, and academics from various disciplines. Despite signif-
icant advancements, Al suffers from a notable lack of diver-
sity among its developers, echoing broader inclusivity chal-
lenges within the tech industry (Inaba and Togawa 2021)
(Stathoulopoulos and Mateos-Garcia 2019). Higher educa-
tion institutions also play a big role in shaping the perception
and standards that these students carry into their professional
careers.

Students and Higher Education Institutions: Students
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pursuing higher education, such as undergraduate and grad-
uate programs, play a vital role in the creation and advance-
ment of Al They learn the fundamental concepts and skills
necessary for Al development and contribute fresh perspec-
tives and ideas (Touretzky et al. 2019). Many universities
and educational institutions offer specialized Al programs
and research opportunities, nurturing the next generation of
Al creators beginning from K-12 or high school. It is impor-
tant to note here the disciplinary differences across Al per-
ception and adoption across various disciplines (Zawacki-
Richter et al. 2019)

Corporate and Private Organizations: Numerous com-
panies and organizations are actively involved in the de-
velopment and deployment of Al technologies (Jacobides,
Brusoni, and Candelon 2021). Major tech companies like
Google, Microsoft, and IBM invest significant resources into
Al research and development. Startups and research orga-
nizations focused on Al innovation also contribute to the
creation of novel Al applications and technologies. Many
historically consumer or service-oriented organizations and
companies are also building in-house Al solutions across
sectors.

Engineers and Developers: The creation of Al systems
requires the expertise of engineers and developers who de-
sign and build the underlying software and hardware infras-
tructure. They develop algorithms, models, and frameworks
that power Al applications. These professionals work on
coding, testing, and optimizing Al systems to enhance their
performance and capabilities (Griffin, Green, and Welie
2023).

Collaborative =~ Communities and Open-Source
Projects: Collaboration and open-source initiatives play a

Figure 1: The Al Identity Ecosystem
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crucial role in Al creation. Online communities, forums,
and platforms facilitate knowledge sharing, collaboration,
and the exchange of ideas among Al enthusiasts and
professionals (Bostrom 2018). Open-source projects like
TensorFlow and PyTorch provide accessible frameworks
and tools that empower developers to create Al solutions.

Government and Policy Institutions: Governments and
policy institutions contribute to the creation of Al by estab-
lishing frameworks, regulations, and policies that guide its
development and deployment. The government also invests
in the development of Al through its military/defense wing
to be up to date with private system developments. Muli-
taleral Global organizations in the ICT space are trying to
address ethical considerations, and privacy concerns, and
ensure responsible and accountable Al practices (Vacarelu
2022). Government-funded National research initiatives and
grants also support Al research and innovation.

The Creation of Al

To understand the definition of Al and its application in var-
ious scenarios it is important to understand the very building
blocks of Al, and how they work and interact with the physi-
cal world (Raghavan 2021). This layer of the ecosystem acts
as the mechanism or conduit that translate the goals reflected
by the identity of the creators of Al into the consequences
and considerations layer of Al Identity ecosystem, and there-
fore is key to understanding both the external and internal
aspects of Al Identity. In this paper, we will adopt a compre-
hensive approach to understanding the creations of artificial
intelligence (AI) by analyzing it from technical and socio-
technical perspectives as well as the infrastructure layer.



The Infrastructure Layer

This infrastructure layer is not only a precursor to the tech-
nical layer’s growth but also a fundamental aspect that in-
terweaves with the socio-technical layer, affecting how Al
integrates and resonates within human society. Through its
capacity to support and scale Al development, it not only
provides the technical means for AI’s existence but also in-
fluences the objectives, ethics, and inclusivity of Al sys-
tems by virtue of access. By enabling or limiting the devel-
opment of certain Al applications, the infrastructure layer
shapes the Al identity, reflecting the priorities and values of
its creators and users. Furthermore, by offering metrics for
capacity building, the infrastructure layer facilitates the as-
sessment of global Al development efforts, guiding policy,
investment, and education towards a more equitable and in-
clusive Al future.

Large Language Models (LLMs): Large Language
Models, such as GPT (Generative Pretrained Transformer)
and BERT (Bidirectional Encoder Representations from
Transformers), represent significant advancements in natu-
ral language processing and understanding. These models,
which learn from vast amounts of text data, have revolu-
tionized how machines understand and generate human-like
text, enabling a wide range of applications from automated
writing assistants to advanced chatbots. The development
and refinement of LLMs require substantial computational
resources and sophisticated algorithms, access to which con-
trols the direction of Al development.

Data: Data serves as the building blocks for training Al
models, providing the raw material from which machines
learn and make inferences. The quality, diversity, and vol-
ume of data directly impact the performance and bias in Al
systems. Effective data management and processing infras-
tructure are crucial for handling the increasing scale of data,
necessitating advanced storage solutions and data process-
ing frameworks.

Curriculum: The Al curriculum encompasses the edu-
cational resources and programs designed to equip individ-
uals with the knowledge and skills required to develop and
manage Al technologies. This includes courses on machine
learning, ethics in Al, data science, and specialized Al appli-
cations. The development of a comprehensive Al curriculum
that is accessible and inclusive is essential for fostering a di-
verse and skilled workforce capable of advancing Al tech-
nology while considering its societal impacts.

Standards and Policy: Standards and policies play a
critical role in guiding the ethical development, deployment,
and governance of Al technologies. These frameworks help
ensure that Al systems are developed responsibly, promot-
ing transparency, accountability, and fairness. International
organizations and regulatory bodies are increasingly focus-
ing on developing Al standards and policies that balance in-
novation with ethical considerations and human rights.

Hardware: The hardware infrastructure, including GPUs
(Graphics Processing Units) and TPUs (Tensor Processing
Units), is fundamental for training and running AI models.
These specialized processors can handle the parallel pro-
cessing of large datasets and complex algorithms, making
them indispensable for deep learning applications. The de-
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velopment of more efficient and powerful hardware is cru-
cial for advancing Al capabilities and making Al more ac-
cessible and sustainable.

Cloud and Digital Tools: Cloud computing and digi-
tal tools offer scalable and flexible resources for Al devel-
opment and deployment. Cloud services provide access to
computational power, storage, and Al development tools on-
demand, facilitating the rapid prototyping and scaling of Al
applications. This infrastructure supports the collaborative
development of Al, enabling access to cutting-edge technol-
ogy without significant upfront investment .

In essence, the infrastructure supporting Al is not just a
foundation for its technical growth but also a mediator of its
interaction with society, influencing both the capabilities of
Al technologies and their alignment with human values.

The Technical Layer: AI Models and Applications

The technical layer comprises Al models and applications.
This layer is where we explore the technical foundations
and applications of Al, including chatbots, virtual assistants,
language processing, recommendation systems, domain-
specific applications, autonomous systems, robotics, ma-
chine learning models, computer vision, and generative
models. This layer represents the nuts and bolts of Al, where
one learns what these technologies are, how they operate,
and the specific tasks they are designed to perform. By un-
derstanding the mechanics and functionalities of these Al
applications that continue to evolve at an exponential pace,
one can appreciate the technical goals and innovations driv-
ing Al development. It is important to note here that the
development of these goals has historically been oriented
around efficiency and performance not about diversity and
inclusion.

Machine Learning Models: These models are often cat-
egorized into supervised learning, where models learn from
labeled data; unsupervised learning, identifying patterns in
unlabeled data; and reinforcement learning, where models
optimize behavior through rewards from trial and error ac-
tions. Al employs machine learning models, including deep
neural networks, for tasks like image recognition and natural
language processing. However, while these models excel at
pattern recognition and decision-making based on data, they
sometimes lack a human-centered focus, which can result in
outputs that might not always align with human values or
societal nuances.

Chatbots, Virtual Assistants, and Language Process-
ing: This category includes Al-powered chatbots, virtual
assistants (e.g., Siri, Alexa), and language processing sys-
tems leverage natural language understanding and genera-
tion to interact with humans, provide information, and per-
form tasks.

Autonomous Systems and Robotics: Al enables the de-
velopment of autonomous systems, including self-driving
cars, drones, and robots, which can make decisions and per-
form tasks without direct human intervention.

Generative AT Models and Creative Applications: Al
generative models, like Chat GPT and Copilot, create realis-
tic content such as images, music, and text, blurring the line



between human and machine-generated creations. Al is used
in creative fields such as art, music, and literature.

Recommendation Systems and Personalization: Al-
powered recommendation systems analyze user behavior
and preferences to provide personalized recommendations
for various products, services, and content, enhancing user
experiences and engagement. Personalized Marketing and
Targeted Advertising Al analyzes user data and behavior to
deliver personalized marketing strategies, including targeted
advertisements and recommendations tailored to individual
customers.

Computer Vision and Image Analysis: Al advances in
computer vision enable machines to understand and interpret
visual information, performing tasks such as image recog-
nition, object detection, facial recognition, and autonomous
surveillance.

Domain-Specific Applications: Al tools for diagnosis,
healthcare, and fraud detection systems aid in medical di-
agnosis, analyzing patient data, medical images, and clinical
records. They also contribute to fraud detection and cyberse-
curity, identifying patterns and anomalies to protect against
threats.

The Socio-technical Layer: AI Frameworks and
Principles

The socio-technical layer centers on Al frameworks and
principles, focusing on the overarching frameworks and
principles guiding the ethical, responsible, and equitable de-
velopment and deployment of Al technologies. This layer
encompasses Trustworthy Al, Responsible Al, Ethical Al,
Al for Good, Human-Centered Al, and Equitable Al. Here,
we assess how these guiding principles influence the de-
sign, purpose, and impact of Al technologies on society.
This approach allows us to understand the broader impli-
cations of Al, including ethical considerations, societal im-
pacts, and the role of Al in promoting social good and ad-
dressing global challenges.

Trustworthy AI: This framework focuses on creating Al
systems that are safe, transparent, and reliable, emphasiz-
ing user privacy and data security. It aims to build user trust
through transparency, fairness, and accountability.

Responsible AI: This framework stresses the ethical de-
velopment and use of Al, ensuring societal benefit and min-
imal harm. It advocates for ethical standards and the consid-
eration of AI’s broader societal impacts, promoting integrity
in Al deployment.

Ethical AI: These Al principles align Al development
with ethical principles, including human rights and fairness,
to prevent bias and discrimination. It is supported by frame-
works like those from the, encouraging diverse perspectives
in Al development.

Al for Good: This framework applies Al to tackle global
challenges and achieve the United Nations Sustainable De-
velopment Goals, focusing on healthcare, education, and en-
vironmental protection. It highlights AI’s potential for posi-
tive societal impact.

Human-Centered AI (HCAI): These Al principles pri-
oritize human needs and values in Al development, integrat-
ing psychology, sociology, and ethics to enhance human ca-
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pabilities without compromising dignity or autonomy. It ad-
vocates for participatory design, making Al accessible and
meaningful.

Explainable AI: As Al becomes more complex and pow-
erful, there is a growing need for trust and explainability.
Users and stakeholders want to understand how Al systems
reach their conclusions or recommendations. Research on
explainable Al aims to develop methods that can provide
meaningful explanations for Al decisions.

Equitable AI: These Al principles aim for the fair distri-
bution of Al benefits and the mitigation of harms across soci-
ety, addressing inequalities in AI’s development and deploy-
ment. It focuses on diversity, inclusivity, and access, promot-
ing inclusive design practices.

The perception of Al and these frameworks dynamically
influence each other. These frameworks play a crucial role in
shaping the development of Al by providing ethical, social,
and technical guidelines that aim to maximize the benefits
of Al while minimizing harm. They serve as a compass for
creators, guiding the design of Al systems that respect hu-
man rights, promote inclusivity, and ensure accountability.
They collectively emphasize ethical standards, societal wel-
fare, and human values, advocating for transparency, fair-
ness, and accountability.

Al Consequences

This section explores the second dimension of the Al iden-
tity that is external and introduces a wide range of ethical,
societal, and cultural considerations. The concept of inter-
sectional identity is pivotal when discussing perception, re-
vealing how ATI’s interaction with culture, economics, and
ethics intersects with various human identities, such as race,
gender, socioeconomic status, and disability. Acknowledg-
ing these intersectional dimensions is essential for the devel-
opment, regulation, and integration of Al technologies in a
manner that ensures fairness, inclusivity, and equitable out-
comes for everyone.

Ethical Considerations: The development and deploy-
ment of Al raise important ethical considerations. Issues like
bias in Al algorithms, privacy concerns, job displacement,
and the impact of Al on society and human values require
careful consideration and mitigation. Beyond its creators,
Al’s identity is shaped by a plethora of ethical dilemmas
that have broader societal implications. The dichotomy of
Al applications, as seen in authoritarian regimes using it for
surveillance versus democratic societies grappling with its
ethical deployment, illustrates the complexity of its societal
implications.

Personification or Anthropomorphism: Humans often
tend to anthropomorphize Al systems, attributing human-
like qualities, intentions, and emotions to them. This phe-
nomenon raises important questions about the psychologi-
cal and societal implications of interacting with Al. One of
the most vivid examples of humans attributing lifelike qual-
ities to Al systems can be seen in the applications of voice-
activated virtual assistants like Siri, Alexa, or Google Assis-
tant As benign as this may seem, it brings forth significant
questions.



Al and Human Collaboration: The relationship be-
tween Al and humans is evolving. Al can augment human
capabilities, automate repetitive tasks, and provide valuable
insights. Human-AlI collaboration is essential for leveraging
the strengths of both to tackle complex problems but intro-
ducing Al may negatively impact employees if not done in-
tentionally.

Human-Bias Reflection: Al systems can inherit human
biases present in the data they are trained on, leading to
biased outcomes and discriminatory behavior. Recognizing
and mitigating these biases is essential to ensure fairness
and inclusivity in Al applications. We have seen the need
to scrutinize and rectify any biases in the data of Al systems
become critical especially in areas like criminal justice, to
ensure fairness and prevent perpetuation of historic injus-
tices.

Regulation and Governance: The rapid advancement of
Al has prompted discussions around the need for regula-
tions and governance frameworks. Governments and orga-
nizations are exploring ways to ensure the responsible and
ethical use of Al, protect privacy, and address potential risks
associated with its deployment.

Privacy and Data Protection: Al systems rely on vast
amounts of data, raising concerns about privacy and data
protection. Experts in computer science and law collaborate
to develop frameworks and regulations that safeguard indi-
viduals’ privacy while allowing for Al innovation.

Al and Creativity: Al is making its mark in creative
domains such as art, music, and literature. This blurs the
line between human creativity and machine-generated out-
put, raising questions about authorship, originality, and the
nature of art. Can an Al, devoid of lived experiences and
emotions, genuinely craft a narrative that resonates with hu-
man emotions? And if the Al art/creation wins a competi-
tion, who would take the accolades - the Al, its developers,
or the myriad of authors whose works trained the system?

Cultural and Social Impacts: Al technologies are not
developed in a vacuum but are shaped by cultural and so-
cial contexts. Experts in sociology and anthropology exam-
ine how Al systems reflect and reproduce societal norms,
values, and power dynamics.

Socioeconomic Impact: The implications of Al-driven
automation have the potential to reshape job markets and
socioeconomic structures through job displacement and dis-
rupt the human resources landscape. Thus, exploring strate-
gies to ensure a just transition for workers and leveraging
Al for socioeconomic development becomes crucial across
various sectors like healthcare, education, and governance.
Countries that rapidly adapt to Al stand to gain significant
socioeconomic advantages, while those lagging behind face
an exacerbated digital divide. This widening gap between
Al-ready nations and those without adequate access or in-
frastructure could lead to significant disparities in social
and economic growth in the coming decades especially for
marginalized groups.

Media Representations: Media plays a crucial role in
shaping public perceptions and understandings of Al. Ex-
perts critically analyze how Al is portrayed in popular cul-
ture, news media, and entertainment, especially in the gen-
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res of science fiction and speculative fiction, which have a
long history of shaping the public’s perception of Al. These
diverse media representations significantly influence public
sentiment and understanding of Al, thus shaping the dis-
course surrounding its development and deployment in real-
world contexts.

Al Dilemmas: Various combinations of consequences
and considerations in Al raise numerous dilemmas, such as
determining responsibility and accountability for Al actions,
ensuring fairness and transparency in decision-making, and
considering the ethical impact of Al on social dynamics,
safety, and privacy. Highlighting that we must ensure that
while Al is a valuable resource and tool, the final deci-
sion must rest with the human expert, capitalizing on the
strengths of both entities to address intricate challenges
while promoting the principles of HCAL

Al Identity Research Framework

The AI Identity Research Framework, shown in Figure 2,
explores the different ways to explore and effect change in
Al Identity. The lens of identity adds a layer of complexity,
which leads to discussions about how and when Al applica-
tion design and creation processes are informed by a myriad
of backgrounds, experiences, and worldviews. Thus by un-
derstanding the context of who creates Al technologies, as
well as examining the frameworks and societal considera-
tions that guide AI’s development and the way they impact
society, we can advocate for diversity and inclusion as essen-
tial to an Al Identity that serves all people fairly. In the tech-
nology development landscape, the creator’s work is influ-
enced by their experiences, perceptions and identity, which
manifests in the data they select and collect, ultimately shap-
ing the technology they create. The research framework of
the Al identity ecosystem captures this complexity by ex-
amining the relationship between individual identity fac-
tors—such as race, ethnicity, gender, class, sexual orienta-
tion, religion, and disability—and their impact in technolog-
ical contexts, specifically through the lens of creators and
consumers roles in the development, access to, availability
of, data management, perception, and implementation of Al
in various applications/solutions. Thus representation and
inclusion in the creation process have far-reaching conse-
quences and considerations, which the framework suggests
must be critically assessed through the lens of identity. Key
sociological constructs such as diversity, fairness, inclusion,
and bias are interwoven with a fundamental sense of belong-
ing, and accountability underscoring the importance of these
concepts in evaluating diversity and inclusion work in the
field of AL

The upward arrow alongside 'Impact of Identity’ in Fig-
ure 2 suggests that the presence or lack of diversity and in-
clusion across the mentioned sociological constructs get am-
plified as we move up through the layers. For example, the
impact of bias in the creator’s layers (Mehrabi et al. 2021)
snowballs exponentially into the consequences and consid-
erations layer much akin to the bioaccumulation/magnifica-
tion process in nature. Greater emphasis on these aspects can
potentially elevate the role and positive influence of iden-
tity in the technological sphere. This sociological framework
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Figure 2: The Al Identity Research Framework

serves as a guide for a comprehensive analysis of how iden-
tity shapes technology and, conversely, how technology can
reflect and affect societal values and individual sense of self.
When Al technologies are built to prioritize inclusivity and
fairness, they can naturally spark interest and engagement
from a broader cross-section of society. A commitment to
center Al creation and development in identity and the hu-
man experience can lead to more people, including those
from underrepresented backgrounds, feeling motivated to
participate in the field. In return, their participation ensures
a broader scope of insights, improving AI’s responsiveness
to societal needs.

Conclusion

In conclusion, the world of Al is ever-changing, with new
creators, creations, and ideas constantly emerging as tech-
nology advances. Highlighting the interplay between the
technology itself and its broader interaction with society,
we define Al Identity in two dimensions to form a compre-
hensive view of Al identity: Al Identity that includes the
collective characteristics, values, and ethical considerations
embodied in the creation of Al technologies internally; and
Al identity that is shaped by individual perception, soci-
etal impact, and cultural norms externally. The discussions
within this paper shed light on the significant impact of di-
versity and inclusion in shaping public perceptions and un-
derstanding of AI, demonstrating how these narratives influ-
ence the discourse surrounding Al technologies in various
societal contexts. Moreover, with the Al identity research
framework, which captures the impact of various social con-
structs such as diversity, fairness, inclusion, bias, sense of
belonging, and accountability across the creators, creations,
and consequences of Al, we advocate for research towards a
more inclusive and responsible Al ecosystem. This Al iden-
tity research lens highlights the need for the development of
Al technologies that are equitable, accessible, and beneficial
for all segments of society. This paper serves as a call to ac-
tion, urging the Al research community to focus on the two
dimensions of Al identity, creators and consequences, in the
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future development of the Al ecosystem. This approach has
the potential to create technology that addresses the needs of
diverse populations, which, in turn, fosters greater inclusiv-
ity and engagement in Al development.

References

Albert, S. 1998. Metadefinition of Identity. Thousand Oaks,
CA: SAGE Publications.

Amershi, B. 2020. Culture, the process of knowledge, per-
ception of the world and emergence of Al. AI & SOCIETY,
35(2): 417-430.

Amershi, S.; Weld, D.; Vorvoreanu, M.; Fourney, A.; Nushi,
B.; Collisson, P.; Suh, J.; Igbal, S.; Bennett, P. N.; Inkpen,
K.; et al. 2019. Guidelines for human-Al interaction. In
Proceedings of the 2019 chi conference on human factors in
computing systems, 1-13.

Aragon, C.; Guha, S.; Kogan, M.; Muller, M.; and Neff, G.
2022. Human-centered data science: an introduction. MIT
Press.

Basole, R. C.; and Accenture, A. 2021. Visualizing the Evo-
lution of the Al Ecosystem. In HICSS, 1-10.

Benjamin, R. 2019. Race After Technology: Abolition-
ist Tools for the New Jim Code. Polity Press. ISBN
9781509526437.

Bostrom, N. 2018. Strategic implications of openness in Al
development. In Artificial Intelligence Safety and Security,
145-164. Chapman and Hall/CRC.

Capel, T.; and Brereton, M. 2023. What is Human-Centered
about Human-Centered AI? A Map of the Research Land-
scape. In Proceedings of the 2023 CHI Conference on Hu-
man Factors in Computing Systems, 1-23.

Cave, S.; and Dihal, K. 2020. The whiteness of Al. Philos-
ophy & Technology, 33(4): 685-703.

Christian, B. 2020. The alignment problem: Machine learn-
ing and human values. WW Norton & Company.



Chubb, J.; Reed, D.; and Cowling, P. 2022. Expert views
about missing Al narratives: is there an Al story crisis? Al
& society, 1-20.

Collins, P. H.; and Bilge, S. 2020. Intersectionality. John
Wiley & Sons.

Crenshaw, K. 2013. Demarginalizing the intersection of race
and sex: A black feminist critique of antidiscrimination doc-
trine, feminist theory and antiracist politics. In Feminist le-
gal theories, 23-51. Routledge.

Devedzic, V. 2022. Identity of Al. Discover Artificial Intel-
ligence, 2(1): 23.

Griffin, T. A.; Green, B. P.; and Welie, J. V. 2023. The ethical
agency of Al developers. Al and Ethics, 1-10.

Gutoreva, A. 2024. Sharing Identity with AI Systems: A
Comprehensive Review. Procedia Computer Science, 231:
759-764.

Hirsch, E. 1992. The concept of identity. Oxford University
Press.

Inaba, Y.; and Togawa, K. 2021. Social capital in the cre-
ation of Al perception. Behaviormetrika, 48(1): 79-102.

Jacobides, M. G.; Brusoni, S.; and Candelon, F. 2021. The
evolutionary dynamics of the artificial intelligence ecosys-
tem. Strategy Science, 6(4): 412—435.

Jenkins, R. 2014. Social identity. Routledge.

Keyes, O.; Hitzig, Z.; and Blell, M. 2021. Truth from the ma-
chine: artificial intelligence and the materialization of iden-
tity. Interdisciplinary Science Reviews, 46(1-2): 158-175.

Khanna, R. 2023. Progressive Capitalism: How to Make
Tech Work for All of Us. Simon and Schuster.

Long, D.; and Magerko, B. 2020. What is Al literacy? Com-
petencies and design considerations. In Proceedings of the
2020 CHI conference on human factors in computing sys-
tems, 1-16.

Maher, M. L.; Tadimalla, S. Y.; and Dhamani, D. 2023. An
Exploratory Study on the Impact of Al tools on the Stu-
dent Experience in Programming Courses: an Intersectional
Analysis Approach. In 2023 IEEE Frontiers in Education
Conference (FIE), 1-5. IEEE.

Mehrabi, N.; Morstatter, F.; Saxena, N.; Lerman, K.; and
Galstyan, A. 2021. A Survey on Bias and Fairness in Ma-
chine Learning. ACM Comput. Surv., 54(6).

Minkkinen, M.; Zimmer, M. P.; and Méntymiki, M. 2021.
Towards ecosystems for responsible Al: expectations on so-
ciotechnical systems, agendas, and networks in EU doc-
uments. In Conference on e-Business, e-Services and e-
Society, 220-232. Springer.

Mir, U.; Kar, A. K.; and Gupta, M. P. 2022. Al-enabled digi-
tal identity—inputs for stakeholders and policymakers. Jour-
nal of Science and Technology Policy Management, 13(3):
514-541.

Mirbabaie, M.; Briinker, F.; Mollmann, N. R.; and Stieglitz,
S. 2022. The rise of artificial intelligence—understanding the

Al identity threat at the workplace. Electronic Markets, 1—
217.

535

Mitchell, M. 2020. Artificial intelligence a guide for think-
ing humans. Pelican, an imprint of Penguin Books.

Noble, S. U. 2018. Algorithms of oppression. In Algorithms
of oppression. New York university press.

Pause Giant, A. 2023. Experiments: an open letter. Future
of Life Institute.

Pollack, M. E. 2005. Intelligent technology for an aging
population: The use of Al to assist elders with cognitive im-
pairment. Al magazine, 26(2): 9-9.

Raghavan, M. 2021. The Societal Impacts of Algorithmic
Decision-Making. Ph.D. thesis, Cornell University.

Scheuerman, M. K.; Wade, K.; Lustig, C.; and Brubaker,
J. R. 2020. How we’ve taught algorithms to see identity:
Constructing race and gender in image databases for facial

analysis. Proceedings of the ACM on Human-computer In-
teraction, 4(CSCW1): 1-35.

Schiff, D. 2022. Education for Al not Al for education: The
role of education and ethics in national Al policy strategies.
International Journal of Artificial Intelligence in Education,
32(3): 527-563.

Schiff, D.; Biddle, J.; Borenstein, J.; and Laas, K. 2020.
What’s next for ai ethics, policy, and governance? a global
overview. In Proceedings of the AAAI/ACM Conference on
Al Ethics, and Society, 153—158.

Shams, R. A.; Zowghi, D.; and Bano, M. 2023. Al and the
quest for diversity and inclusion: a systematic literature re-
view. Al and Ethics, 1-28.

Shneiderman, B. 2021. Human-centered Al. Issues in Sci-
ence and Technology, 37(2): 56-61.

Stathoulopoulos, K.; and Mateos-Garcia, J. C. 2019. Gender
diversity in Al research. Available at SSRN 3428240.

Stets, J. E.; and Burke, P. J. 2000. Identity theory and social
identity theory. Social psychology quarterly, 224-237.

Touretzky, D.; Gardner-McCune, C.; Martin, F.; and See-
horn, D. 2019. Envisioning Al for K-12: What should every
child know about AI? In Proceedings of the AAAI confer-
ence on artificial intelligence, volume 33, 9795-9799.

Trewin, S.; Basson, S.; Muller, M.; Branham, S.; Treviranus,
J.; Gruen, D.; Hebert, D.; Lyckowski, N.; and Manser, E.
2019. Considerations for Al fairness for people with dis-
abilities. AI Matters, 5(3): 40-63.

Vacarelu, M. 2022. Politicians and Artificial Intelligence
Refusal: Brief Considerations. In European Conference on
the Impact of Artificial Intelligence and Robotics, volume 4,
100-107.

Wang, P. 2019. On defining artificial intelligence. Journal
of Artificial General Intelligence, 10(2): 1-37.

Wood, A. FE.; and Smith, M. J. 2004. Online communication:
Linking technology, identity, & culture. Routledge.

Zawacki-Richter, O.; Marin, V. 1.; Bond, M.; and Gou-
verneur, F. 2019. Systematic review of research on artificial
intelligence applications in higher education—-where are the

educators? International Journal of Educational Technology
in Higher Education, 16(1): 1-27.



