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ABSTRACT
Using the QM/MM methodology and a local mode analysis, we investigated a character and a strength of FeS bonds of heme 
groups in oxidized and reduced forms of Bacterioferritin from Azotobacter vinelandii. The strength of the FeS bonds was cor-
related with a bond length, an energy density at a bond critical point, and a charge difference of the F and S atoms. Changing 
the oxidation state from ferrous to ferric generally makes the FeS bonds weaker, longer, more covalent, and more polar. We also 
investigated the SFeS bond bending and found that the stronger FeS bond, generally makes the SFeS bond bending stiffer, which 
could play a key role in the balance between ferric and ferrous oxidation states and related biological activities.

1   |   Introduction

Iron is an essential element in metalloproteins, which are in-
volved in important biochemical processes such as oxygen trans-
port and storage, synthesis of amino acids and DNA, and other 
metabolic processes involving electron transfer and catalysis [1]. 
The biochemical activity of iron is related to its ability to form 
organometallic complexes and the ability of easily switching 
between the ferric (Fe3+) and the ferrous (Fe2+) oxidation states 
under physiological conditions [2]. However, an unbalance be-
tween the ferric and ferrous states, in particular the excess of 
Fe2+ ions in living organisms, can lead to the formation of harm-
ful oxygen- derived free radicals, which can cause a wide range 
of damage such as tissue injury or oxidative DNA damage, just 
to name a few [3–6]. A family of proteins called ferritins serve as 
iron reservoir, and also regulate the proper balance between the 
ferric and ferrous iron [7]. They sequester excess of intracellular 
iron and store insoluble clusters of redox- inactive ferric Fe3+ ions 
in a nano- cage embedded inside the protein, a process termed 
biomineralization of iron [8–11]. In the case of a ferrous iron 

deficiency or high demand, they reduce insoluble ferric Fe3+ iron 
to its soluble ferrous Fe2+ form and release it as needed [3–5].

A subfamily of ferritins found in bacteria, called bacterioferri-
tins (BFs), differs from other family members by the presence 
of heme groups binding two protein chains at the interface of 
two monomers via chemical bonds with two methionine amino 
acids [12–17]. BFs form spherical, hollow structures assembled 
from 24 protein subunits (ca. 120 Å outer diameter, and ca. 80 Å 
inner diameter) [17]. The structures may be different for the dif-
ferent iron oxidation states, as it has been shown in x- ray stud-
ies of the oxidized and reduced forms of the native Azotobacter 
Vinelandii bacterioferritin (AvBF) [18, 19]. AvBF has three iron- 
containing sites within the protein, namely an iron dinuclear 
site, a heme group of the b- type [18, 19], and a single iron atom 
in the protein shell, with the dinuclear iron site of AvBF being 
the main reaction site responsible for the ferroxidase reaction 
[19]. However, a number of experimental studies have shown 
the importance of the other two sites for additional BFs activi-
ties, and particular for the controlled iron release from the BFs 
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iron biomineral storage [15, 17, 20–34]. The reduction of Fe3+ 
and subsequent release from the BF requires the interaction be-
tween BF and a small protein ferredoxin (BFd), which transfers 
electrons to the internal cavity of BF in order to reduce the Fe3+ 
to Fe2+ ions for subsequent release. The heme groups of BF me-
diate the electron transfer between the dinuclear iron cluster of 
BFd and Fe3+ of the BF mineral core. Blocking the interaction 
between BF and BFd via small molecule inhibitors, allows to 
manipulate the balance between the Fe3+ and Fe2+ ions in BF, 
and can lead to irreversible accumulation of Fe3+ in BF leading 
to bacterial cell death, which opens new design routes for po-
tential antibiotics [28, 31, 34].

A necessary prerequisite for a systematic exploration of these new 
design routes is a better understanding of the heme- BF bonding 
for both the ferric and the ferrous states at a molecular level, which 
to our best knowledge has so far been missing. As a first important 
step in this direction, the major objective of this study has been to 

assess and compare for both the ferric and the ferrous oxidation 
states, the strength of the heme FeS chemical bonds connecting 
each of the four characteristic, symmetrically non- equivalent pro-
tein chain pairs AB, CD, EF, and GH, (see Figure 1a,b), which have 
been identified via x- ray [19].

As sketched in the insert of Figure  1b for the protein chain 
pair AB, the two protein chains are connected via FeS bonding 
between the heme iron and sulfur atoms of two methionines 
(Met52 of the chain A, and Met52' of the chain B). We utilized 
for the calculations a hybrid QM/MM (quantum mechanics 
– molecular mechanics) ansatz [36–40], applied to different 
protein fragments, as well to a gas phase model depicted in 
Figure 2. For the FeS bond strength assessment we used the 
local vibrational mode theory developed in our group [41, 42], 
complemented with Bader's quantum theory of atoms in mol-
ecules (QTAIM) analysis [43–45], and the natural bond orbital 
(NBO) analysis [46, 47]. A particular focus of this work was 

FIGURE 1    |    (a) Sketch of Bacterioferritin with iron mineral core (in yellow) based on x- ray protein structure PDB entry 1BFR [35]. (b) Selected 
protein chains investigated in this study where insert shows one heme group coordinated to side chains of two methionines, from x- ray protein struc-
ture PDB entry 2FKZ [19].

FIGURE 2    |    Computational models of heme group used in calculations of bacterioferritin in this study. (a) QM model in QM/MM calculations. (b) 
QM model in gas phase calculations.
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to analyze how different heme sites of AvBF show different 
FeS bond strengths in different iron oxidation states, which in 
turn can influence the biochemical activity in both the ferric 
and the ferrous protein forms.

2   |   Methodology

Starting coordinates of the BF protein were taken from the x- ray 
structure of AvBF for both the oxidized and the reduced forms 
(PDB entries: 2FKZ and 2FL0, respectively) [19]. The experimen-
tal structure was divided in our study into four protein dimers, 
each including two protein chains for each oxidation form (ABo, 
CDo, EFo, and GHo, for the oxidized protein, and ABr, CDr, 
EFr, and GHr, for the reduced protein). Each protein dimer was 
formed from two chains bound together by one heme group, as 
depicted in the insert of Figure 1b for the protein chain pair AB. 
Each dimer was calculated separately using the same QM/MM 
computational protocol, which is explained in the following.

Hydrogen atoms were added using the AMBER program with 
the force field ff19SB [48], and the protein dimer was sur-
rounded by a water sphere of TIP3P water molecules [49] with a 
radius of 16 Å, centered at the Fe atom of the heme group. The 
parameters for the heme group were taken from Giammona's 
Ph.D. thesis [50]. The protein dimer was neutralized by Na+ 
counter- ions and was energetically minimized with AMBER. 
The minimized structure was then divided into a QM part, 
which includes the heme group and side chains of two methi-
onines (see Figure  2a), (95 QM atoms) while the MM part in-
cludes the rest of the protein dimer (5315 MM atoms). QM/MM 
calculations, including geometry optimization and frequency 
calculation, were performed using the ONIOM method with me-
chanical embedding using the standard optimization criterion, 
followed by scaled electronic embedding using the smaller step 
size of the value of 0.05 Bohr or radians [51]. In order to avoid 
overestimation of the electrostatic interactions between QM and 
MM atoms and overpolarization of the QM electron density by 
the closest point charges from the MM part [52, 53], we have 
scaled charges of the MM atoms separated from the QM atoms 
at the distance smaller than six bond lengths, by 40%, as im-
plemented in the ONIOM method. The optimized geometries 
of all protein dimers investigated in our study, were identified 
as minima on the potential energy surface (PES), which was 
confirmed by vibrational frequency calculations. The QM/MM 
calculations were performed with the PBE0/6- 31G(d,p)/AMBER 
level of theory [54, 55], while the calculations in the gas phase 
(see Figure  2b) were done with the PBE0/6- 31G(d,p) level of 
theory. The calculations for the ferric state of the protein and 
the gas phase models, were performed in the doublet electronic 
state, while for the ferrous state in the singlet electronic state, as 
suggested by an experimental study [56]. The PBE0 functional 
was used because it is well fitted for transition metals complexes 
[54, 57–59], and has been successfully used in our previous QM/
MM calculations of hemoproteins [60]. The choice of the PBE0 
functional was also supported by another computational study 
[61], showing that this functional is one of the best from a series 
of DFT functionals (BP86, PBE, PBE0, TPSS, TPSSH, B3LYP, 
and B97- D) for calculations of iron porphyrin complexes in the 
gas phase. Moreover, according to our test calculations with the 
PBE0/6- 31G(d,p) level of theory, the calculated FeN bond length 

(1.965 Å) of a bishistidyl model of the heme group, is close to the 
experimental x- ray FeN bond distance in bis(1- methylimidazole) 
(meso- tetramesitylporphinato) Fe(III) (1.970 Å) [62].

Local mode force constants ka can be transformed into rela-
tive bond strength orders (BSO) via a power relationship of 
the form BSO = A ∗ (ka)B according to the generalized Badger 
rule derived by Cremer, Kraka, and co- workers [63, 64]. The 
parameters A and B are obtained from two reference mole-
cules with known BSO and ka values. Because the chemical 
bonds investigated in this study involve a transition metal, we 
used the corresponding Mayer's bond orders [65–67]. The ref-
erence molecule for a single bond with the metal was CuCH3 
(ka = 3. 243 mDyn∕Å, BSO = 1. 005), and for a double bond 
NiCH2 (k

a = 5. 568 mDyn∕Å, BSO = 1. 894). Based on the in-
terpolation, the power relationship parameters are A = 0. 2530 
and B = 1. 1724.

The intrinsic strength of the FeS chemical bonds in the protein 
dimers and gas phase model for both oxidation states was de-
termined with Local Mode Analysis (LMA) developed in our 
group. Mathematical details, a history of LMA, and a summary 
of wide- spread LMA applications can be found in two compre-
hensive review articles [41, 42]. LMA has evolved over the years 
into a versatile computational instrument, facilitating the ex-
traction of critical chemical insights from vibrational spectros-
copy data. Normal vibrational modes of a polyatomic molecule 
are generally delocalized, as stated by Wilson in 1941 via his 
proof that the associated normal mode coordinates Q is a linear 
combination of internal coordinates q or Cartesian coordinates 
x [68]. Therefore, normal vibrational modes are generally delo-
calized over a molecule and normal mode stretching frequen-
cies and associated stretching force constants are of limited use 
as individual bond strength descriptors. Konkoli and Cremer 
solved this problem via the transformation of normal vibrational 
modes into their local mode counterparts [69, 70]. A local vibra-
tional mode an is defined as 

Important to note is that the two ingredients needed for LMA, 
the diagonal normal mode force constant matrix K in normal 
mode coordinates Q and the normal mode vectors dn in inter-
nal coordinates, can be obtained from a vibrational frequency 
calculation via the Wilson GF formalism [68, 71], which is a 
routine part of most modern quantum chemistry packages [72]. 
That means, LMA can be applied with minimal computational 
costs after a routine quantum- chemical calculation of vibra-
tional frequencies, optionally adding measured frequencies as 
input (a feature opening LMA to experimental vibrational spec-
troscopists) to single molecules in the gas phase, solution, or in 
a protein, but also to periodic systems such as crystals [41, 42].

For each local mode an, one can derive associated local force 
constants kan describing the local vibration of the atomic frag-
ment under consideration, 

(1)an =
K− 1d†

n

dnK
− 1d†

n

(2)
kan = a†nKan =

1

dnK
− 1d†

n
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local mode frequencies, local mode infrared intensities, and 
other local properties [42, 73]. Another important feature of 
LMA is the characterization of the normal mode (CNM) pro-
cedure, which decomposes each normal vibrational mode into 
local mode contributions [41, 42, 74, 75]. CNM has advanced 
the interpretation of vibrational spectra to the next level, for 
example, identifying which molecular fragments couple in 
DNA- base pairs, or assessing the quality of Stark effect probes 
with a local probe bond, just to name two examples [76–79]. In 
this work we will predominantly focus on local mode stretch-
ing force constants kan(AB) reflecting the intrinsic strength the 
bond/interaction between two atoms A and B [80]. Over the 
past two decades, we have successfully applied local mode 
force constants to characterize the strength of covalent bonds 
and non- covalent interactions across the periodic table as doc-
umented in [41, 42] including bonding inside active sites of 
proteins [60, 77, 81–86].

We complemented LMA with features of the analysis of the elec-
tron density 𝜌(r) via Bader's QTAIM theory [43–45]. In partic-
ular the covalent character of the FeS bonds were determined 
via the Cremer–Kraka criterion [87, 88] of covalent bonding, 
which is based on the energy density H(r) = G(r) + V(r), where 
the kinetic energy density is G(r) (positive, destabilizing) and 
the potential energy density is V(r) (negative, stabilizing). If at 
the bond critical point rb of 𝜌(r) between two bonded atoms AB 
H(rb) is negative, the character of AB bond is predominantly 
covalent, whereas a positive H(rb) value indicates a predomi-
nantly electrostatic character. In addition we analyzed the Fe 
and S NBO atomic charges [46, 89]. QM/MM calculations were 
performed with the Gaussian16 program [90], LMA calculations 
with the LModeA program package [91], QTAIM calculations 
with AIMALL [92], and NBO charges were calculated utilizing 
the NBO analysis implemented in Gaussian program. Pictures 
of QM/MM optimal geometries of heme groups and gas phase 
models of the investigated molecular systems, along with their 
Cartesian coordinates are presented in Supporting Information. 
The comparison between the calculated and the experimental 

heme geometrical parameters (bonds and angles) for the inves-
tigated protein- chain dimers have been included in Supporting 
Information.

3   |   Results and Discussion

The results of our analysis for the FeS chemical bonds in AvBF 
are presented in Table  1 for the ferric oxidation state and in 
Table 2 for the ferrous state, showing the local mode bond length 
R, the local mode force constant ka, the local mode frequency 
𝜔a, the energy density at a bond critical point H𝜌, the Fe and S 
atomic charge difference, and the bond strength order BSO. The 
bond labels in our study use the following notation, for example, 
ABoa denotes the FeS chemical bond of the AB protein chains, in 
the oxidized (ferric) state, and for the heme pocket which corre-
sponds to Met52 coordinated to the heme group. However ABob 
denotes the FeS bond for the same protein chains, in the same ox-
idation state, but for the opposite heme pocket linking the heme 
group with Met52'. ABra and ABrb denote the same two bonds 
in the reduced (ferrous) state. Similar notation is used for the CD, 
EF, and GH protein chains, while GAS denotes the FeS bond cal-
culated in the gas phase. The plots of the properties of the FeS 
chemical bonds in AvBF and the gas phase models are presented 
in Figures 3 and 4. The strength of the FeS chemical bonds in 
the ferric state of AvBF is presented in Figure 3a. The majority of 
the FeS bonds in this state (the average ka = 0. 436 mDyn∕Å, for 
ABoa, ABob, CDoa, CDob, EFoa, and EFob) are weaker than 
in the gas phase (the average ka = 0. 621 mDyn∕Å, for GASoa 
and GASob). The exceptions are the bonds in the GH chains (the 
average ka = 0. 803 mDyn∕Å, for GHoa and GHob). The weakest 
FeS bond is found in our study for the EF protein chains (EFoa, 
ka = 0. 359 mDyn∕Å), while the strongest for the GH chains 
(GHoa, ka = 0. 879 mDyn∕Å). The strength of the FeS chemical 
bonds in the ferrous state of AvBF are presented in Figure  3b. 
According to Figure 3b, the FeS bonds in the protein (the average 
ka = 0. 696 mDyn∕Å) are stronger than in the gas phase (the aver-
age ka = 0. 544 mDyn∕Å), which is opposite to the strength of this 

TABLE 1    |    Local mode bond length R, local mode force constant ka, local mode frequency 𝜔a, energy density at a bond critical point H𝜌, Fe and S 
atomic charge difference ΔQ, and bond strength order BSO of FeS chemical bond, in ferric state of AvBF. For labels see the text.

Bond R ka 𝝎a H𝝆 𝚫 Q BSO

Å mDyn/Å cm− 1 Hartree∕Bohr3 e

ABoa 2.364 0.463 197 −0.0182 0.576 0.103

ABob 2.371 0.436 191 −0.0180 0.570 0.096

CDoa 2.372 0.422 188 −0.0160 0.603 0.092

CDob 2.358 0.445 193 −0.0162 0.592 0.098

EFoa 2.412 0.359 173 −0.0151 0.598 0.076

EFob 2.355 0.492 203 −0.0181 0.572 0.110

GHoa 2.366 0.879 271 −0.0194 0.572 0.217

GHob 2.400 0.726 246 −0.0174 0.591 0.174

GASoa 2.381 0.632 230 −0.0176 0.562 0.148

GASob 2.386 0.609 225 −0.0173 0.566 0.141
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FIGURE 3    |    Properties of FeS chemical bonds in AvBF and gas phase models. (a) Relationship between local mode force constant ka and BSO 
for ferric state. (b) Relationship between local mode force constant ka and BSO for ferrous state. (c) Relation between local mode force constant 
ka and bond length R for ferric state. (d) Relation between local mode force constant ka and bond length R for ferrous state. For molecular labels, 
see the text.

TABLE 2    |    Local mode bond length R, local mode force constant ka, local mode frequency 𝜔a, energy density at a bond critical point H𝜌, Fe and S 
atomic charge difference ΔQ, and bond strength order BSO of FeS chemical bond, in ferrous state of AvBF. For labels see the text.

Bond R ka 𝝎a H𝝆 𝚫 Q BSO

Å mDyn/Å cm− 1 Hartree∕Bohr3 e

ABra 2.326 0.764 252 −0.0136 0.388 0.185

ABrb 2.346 0.692 240 −0.0131 0.394 0.164

CDra 2.363 0.619 227 −0.0112 0.413 0.144

CDrb 2.327 0.755 251 −0.0131 0.395 0.182

EFra 2.335 0.736 248 −0.0117 0.391 0.177

EFrb 2.334 0.732 247 −0.0129 0.389 0.175

GHra 2.343 0.679 238 −0.0128 0.399 0.161

GHrb 2.368 0.589 222 −0.0106 0.417 0.136

GASra 2.364 0.548 214 −0.0107 0.397 0.125

GASrb 2.367 0.539 212 −0.0105 0.400 0.123
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bond in the ferric state. The weakest bond in the ferrous state of 
the protein is for the GH chain (ka = 0. 589 mDyn∕Å, for GHrb), 
while the strongest is for the AB chain (ka = 0. 764 mDyn∕Å, for 
ABra). Generally, we found in this study that the strength of the 
FeS bond in the ferric state of the protein, is smaller than in the 
gas phase, with the exception of the GH protein chain showing 
the opposite change of the bond strength.

The change of the FeS bond strength in the protein relative to the 
gas phase, is mainly caused by two effects. The first effect is re-
lated to the change in the electronic structure of the heme group, 
which is induced by the electrostatic field of the heme pocket, 
and is also induced by non- bonding interactions between the 
heme group and side chains of the heme pocket. The second ef-
fect is related to constraints formed by the protein backbone on 
side chains of the methionine amino acids, which are bonded 
to Fe of the heme group, and both effects make the FeS bond 
in the protein weaker than in the gas phase. The opposite ef-
fect is observed in our calculations for the ferrous state, where 
the strength of this bond in the protein is bigger than in the gas 
phase, indicating the reverse effects of the protein environment 

on the FeS bond strength. It is also interesting to note that in the 
gas phase the strength of the FeS bond in the ferric state, is big-
ger than the strength of this bond in the ferrous state. However 
in the protein, the change of the strength in the FeS bond is op-
posite, and in the ferric state of the protein, this bond is generally 
weaker than in the ferrous state.

Figure 3c,d, show the correlations between the local mode force 
constants ka and the bond length R, in the ferric and ferrous states. 
According to Figure 3c the strength of the FeS bonds in the ferric 
state of the chains AB, CD, and EF is relatively well correlated 
with the bond length (R2 = 0. 9108), which follows a general rule 
that a stronger bond is shorter, based on the Badger power rela-
tionship between them [64, 93]. However, according to our re-
sults, the FeS bonds in the GH protein chain and in the gas phase 
are outliners in the correlations for this oxidation state. The av-
erage bond length in the ferric state for the AB, CD, and EF pro-
tein chains (R = 2. 372 Å), is similar to the average bond length 
in the gas phase (R = 2. 384 Å), and to the average bond length 
for the GH protein chain (R = 2. 383 Å). According to Figure 3d, 
all investigated FeS bonds in the ferrous state, follow the general 

FIGURE 4    |    Properties of FeS chemical bonds in AvBF and gas phase models. (a) Relation between local mode force constant ka and energy density 
at bond critical point for ferric state. (b) Relationship between local mode force constant ka and energy density at bond critical point for ferrous state. 
(c) Relation between local mode force constant ka and charge difference for ferric state. (d) Relation between local mode force constant ka and charge 
difference for ferrous state. For molecular labels, see the text.
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rule showing a relatively good correlation between the bond 
strength and the bond length (R2 = 0. 9141). The average bond 
length in the ferrous state of the protein (R = 2. 343 Å) is smaller 
than the average bond length in the gas phase (R = 2. 366 Å). 
Generally, we observed that the average FeS bond length in the 
ferric state of the protein (R = 2. 372 Å) is bigger than in the fer-
rous state (R = 2. 343 Å), which is also consistent with the 
Badger rule saying that the strength of this bond in the ferric 
state (ka = 0. 436 mDyn∕Å) is smaller than in the ferrous state 
(ka = 0. 696 mDyn∕Å). However in the gas phase, the average 
FeS bond length in the ferric state (R = 2. 383Å) is bigger than in 
the ferrous state (R = 2. 366 Å), but the average strength of this 
bond in the ferric state (ka = 0. 803 mDyn∕Å) is also bigger than 
in the ferrous state (ka = 0. 544 mDyn∕Å), which shows the ex-
ception from the Badger rule.

Figure 4a,b present a correlation between the local mode force 
constant ka and the energy density at a bond critical point H𝜌 
in the ferric and ferrous states. Because, we observe in our 
study that in the ferric state of AvBF, there is a correlation 
between the local mode force constant and the bond length 
of the FeS bond only for AB, CA, and EF protein chain pairs 
(see Figure 3c), therefore we limit the correlations of the other 
bond properties of this bond to these protein pairs. According 
to Figure 4a there is a relatively weak correlation between the 
local mode force constant and the energy density at a bond 
critical point (R2 = 0. 6836) for the selected protein chains, 
where the GH protein chains and GAS are still outliners. 
The average energy density in the ferric state of the selected 
chains (H𝜌 = − 0. 0169 Hartree∕Bohr3) is slightly less negative 
than in the gas phase (H𝜌 = − 0. 0174 Hartree∕Bohr3), which 
indicates on a less covalent character of this bond in the pro-
tein. However, in the ferrous state the correlation between 
the local mode force constant and the energy density is better 
(R2 = 0. 7855) but still not perfect, and the average energy den-
sity in the ferrous state (H𝜌 = − 0. 0124 Hartree∕Bohr3) is more 
negative than in the gas phase (H𝜌 = − 0. 0106 Hartree∕Bohr3), 
showing the opposite protein effect. Comparing the average 
energy density of the FeS bond in the protein between the fer-
rous state (H𝜌 = − 0. 0124 Hartree∕Bohr3) and the ferric state 
(H𝜌 = − 0. 0169 Hartree∕Bohr3), we can conclude that oxida-
tion process of the protein leads to a more covalent character 
of this bond, however the bond becomes generally weaker (the 
average value of ka = 0. 696 and 0.436 mDyn/Å, for the ferrous 

and ferric state, respectively). Here it is important to notice 
that the energy density at a bond critical point, shows the co-
valent character of a chemical bond, but only in one point on 
the potential energy surface. However, the local mode force 
constant is based on a local mode covering a much bigger area 
of the potential energy surface, giving a much more accurate 
value of the bond strength.

Figure 4c,d show a correlation between the local mode force 
constant ka and the charge difference between the Fe and S 
atoms ΔQ in the ferric and ferrous states. In the ferric state, we 
limit the correlation between these bond properties to the se-
lected protein chains AB, CD, and EF, as we have done it in the 
previous bond properties of this study. According to Figure 4c, 
there is a relatively weak correlation (R2 = 0. 4507) of these 
bond properties in the ferric state, and the average charge dif-
ference in the protein (ΔQ = 0. 585 e) is slightly bigger than in 
the gas phase (ΔQ = 0. 564 e), indicating on a slightly bigger 
polarization of the electron density in this bond, which is in-
duced by the protein surrounding. According to Figure  4d, 
in the ferrous state the correlation between the local mode 
force constant and the charge difference has a similar quality 
(R2 = 0. 4118), and the average charge difference in the protein 
(ΔQ = 0. 398 e) is similar as in the gas phase (ΔQ = 0. 399 e). 
Generally, we observe in our study, that the oxidation process 
of the protein, is increasing the charge difference (the aver-
age value of ΔQ = 0. 398 and 0.585 e, for the ferrous and ferric 
state, respectively) and it is making the FeS bond generally 
weaker (the average value of ka = 0. 696 and 0.436 mDyn/Å, 
for the ferrous and ferric state, respectively).

LMA is a powerful tool to derive a computational descriptor of 
the strength of chemical bonds and non- bonded interactions 
via local vibrational stretching force constants ka(AB) [41, 42]. 
However, it also offers a tool for the assessment of the stiff-
ness of bond angles via local bending mode force constants 
ka(ABC), which we recently explored to assess the stiffness of 
the Cp- M- Cp (cyclopentadienyl- metal- cyclopentadienyl) bridg-
ing motifs in ansa- metallocences [94]. Table 3 shows the values 
of the bond angle 𝛼, the local mode force constant ka, and the 
local mode frequency 𝜔 for the SFeS bond bending in both the 
ferric and the ferrous oxidation state of the protein chains and 
the gas phase model. Figure  5a,b present the correlations be-
tween the average local mode force constant of the FeS bonds 

TABLE 3    |    Local mode bond angle 𝛼, local mode force constant ka, local mode frequency 𝜔a of the SFeS bending mode, in ferric and ferrous state 
of AvBF protein chains and gas phase model. For labels see the text.

Label Ferric Label Ferrous
𝜶 ka 𝝎a 𝜶 ka 𝝎a

Degree mDyn/Å cm− 1 Degree mDyn/Å cm− 1

ABo 169 0.166 194 ABr 167 0.187 206

CDo 170 0.163 192 CDr 170 0.185 204

EFo 172 0.161 191 EFr 171 0.191 208

GHo 167 0.172 197 GHr 169 0.179 201

GASo 170 0.100 151 GASr 171 0.146 182
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(for  example the value of ABo for the FeS bond is an average 
value of the ABoa and ABoa bonds) in the selected protein 
chains, and the local mode force constant of the SFeS bond 
bending of the corresponding protein chains. Consequently to 
our analysis of the FeS bonds in the ferric state, there is a cor-
relation between the local mode force constant of the FeS bond 
in this state, and the local mode force constant of the SFeS bond 
bending (see Figure 5a, R2 = 0. 9944) for the protein chain pairs 
AB, CD and EF, while the protein chain pair GH as well the gas 
phase model are the outliners. For the ferrous state, we observe 
a relatively good correlation (see Figure  5b, R2 = 0. 9078) be-
tween the local mode force constants related to the FeS bond 
and the SFeS bond bending. The correlations between the local 
mode force constants in both the ferric and the ferrous state pre-
sented in Figure 5a,b, show that stronger FeS bonds are related 
to stronger SFeS bond bending. However, according to our anal-
ysis, there is no direct correlation between the stiffness of the 
SFeS bonds as reflected by ka and the SFeS bond angle 𝛼, as it is 
presented in the Supporting Information.

According to Table 3 and Figure 5a,b, the average stiffness of 
the SFeF bending mode for the selected chains in the ferric 
state of the protein (ka = 0. 163 mDyn∕Å) is larger than in the 
gas phase (ka = 0. 100 mDyn∕Å). Similarly, the average stiff-
ness of the SFeS bending mode in the ferrous state of the pro-
tein (ka = 0. 186 mDyn∕Å) is also larger than that in the gas 
phase (ka = 0. 146 mDyn∕Å), which indicates that the protein 
environment increases the stiffness of this bending mode. The 
increased stiffness of SFeS bond bending can be explained by 
the fact that in the protein both methionines are connected 
to the protein back bone, which decreases the mobility of the 
move involving the side chains of both amino acids, and in-
creases the SFeS bending mode stiffness relative to the gas 
phase. It is also interesting to note that the oxidation process 
of the protein decreases the stiffness of the SFeS bond bend-
ing (the average value of ka = 0. 186 and 0.163 mDyn/Å, for the 
ferrous and ferric state, respectively), which is also consistent 
with the decreased values of the FeS bond strength (the aver-
age value of ka = 0. 696 and 0.436 mDyn/Å, for the ferrous and 
ferric state, respectively).

4   |   Conclusions

We investigated in this study the strength of the FeS bonds in the 
heme groups of AvBF for both the ferric and the ferrous oxida-
tion states. For comparison, we used the related gas phase mod-
els to elaborate on the influence of the protein environment. The 
calculations of the protein were based on the QM/MM method, 
where we separately calculated each protein chain pair (AB, CD, 
EF, and GH) involving one heme group.

• The strength of the FeS bonds, as reflected by local FeS 
force constants, were correlated with their bond length, 
the energy density at a bond critical point, and the Fe and 
S atomic charges. In the ferric oxidation state of the pro-
tein, we found a good correlation between these properties 
for protein chain pairs AB, CD, and EF with the protein 
chain pair GH as an outlier. In the ferrous oxidation state 
we found a good correlation between these properties for 
the entire set of investigated FeS bonds. These results as 
well as the correlation between the local mode FeS force 
constants and the Fe and S charge differences, strongly in-
dicate that a change of the oxidation state from ferrous to 
ferric, makes the FeS bonds more covalent and more polar.

• Overall, we found that in the ferric state, the strength of the 
FeS bonds of the protein is smaller than that in the gas phase, 
which is opposite to the ferrous state, where the FeS bonds are 
stronger than those in the gas phase. Therefore, according to 
our results, the protein environment plays a key role in the 
FeS bond strengths in the different oxidation states of the pro-
tein, which obviously is a key factor for the balance between 
these two states and the biological consequences thereof.

• For the majority of investigated protein chain pairs, we 
found a Badger type correlation between the FeS bond 
strength and the FeS bond length, which is in line with 
the general assumption that a stronger bond is generally 
a shorter one, which is not always the case as amply doc-
umented in the literature [70, 74, 95, 96]. The GH protein 
chain pair and the gas phase models in the ferric state, are 
other examples of the growing list of that exception.

FIGURE 5    |    Correlation between average local mode force constants of FeS bonds and local mode force constants of SFeS bond bending in AvBF 
and gas phase models. (a) For ferric state. (b) For ferrous state. For molecular labels, see the text.
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• We investigated the SFeS bond angle and its stiffness, and 
found that the stronger FeS bond correlates with the more 
stiffer SFeS bond angle for both the ferric and the ferrous 
states. We also observed that the change from the ferric to 
ferrous oxidation state of the protein, generally increases 
the stiffness of the SFeS bond angle, which is consistent 
with the increase of the FeS bond strength.

In summary, our findings allow a better understanding of 
how heme- BF bonding plays an important role in the balance 
between the Fe3+ and Fe2+ ions in BF, explored at the molec-
ular level. The results of this study will form a basis for sub-
sequent studies on the impact of small molecular candidates 
being designed for a controlled manipulation of the balance 
between the ferric and ferrous oxidation states. We hope that 
our study will inspire our colleagues who are working on new 
antibiotics, to follow the new direction of the research, which 
is based on the iron imbalance in hemoproteins investigated 
in our study.
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