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ABSTRACT
We present the design, implementation, and evaluation of
SeaScan, an energy-efficient camera for 3D imaging of un-
derwater environments. At the core of SeaScan’s design is
a trinocular lensing system, which employs three ultra-low-
power monochromatic image sensors to reconstruct color
images. Each of the sensors is equipped with a different filter
(red, green, and blue) for color capture. The design introduces
multiple innovations to enable reconstructing 3D color im-
ages from the captured monochromatic ones. This includes
anML-based cross-color alignment architecture to combine
the monochromatic images. It also includes a cross-refractive
compensation technique that overcomes the distortion of the
wide-angle imaging of the low-power CMOS sensors in un-
derwater environments. We built an end-to-end prototype
of SeaScan, including color filter integration, 3D reconstruc-
tion, compression, and underwater backscatter communica-
tion. Our evaluation in real-world underwater environments
demonstrates that SeaScan can capture underwater color im-
ages with as little as 23.6 mJ, which represents 37× reduction
in energy consumption in comparison to the lowest-energy
state-of-the-art underwater imaging system.We also report
qualitative and quantitative evaluation of SeaScan’s color
reconstruction and demonstrate its success in comparison
to multiple potential alternative techniques (both geometric
and ML-based) in the literature. SeaScan’s ability to image
underwater environments at such lowenergyopensup impor-
tant applications in long-termmonitoring for ocean climate
change, seafood production, and scientific discovery.
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Figure 1: SystemOverview. (a) shows SeaScan imaging a coral reef model.
(b) depicts our trinocular lensing system. (c) shows the processing pipeline.

CCS CONCEPTS
•Networks→ Sensor networks; •Computingmethodolo-
gies→Machine learning.

KEYWORDS
Subsea IoT,EnergyEfficient Imaging,DeepLearning,Backscat-
ter

ACMReference Format:
Nazish Naeem, Jack Rademacher, Ritik Patnaik, Tara Boroushaki,
andFadelAdib. 2024. SeaScan:AnEnergy-EfficientUnderwaterCam-
era forWireless 3D Color Imaging. In The 30th Annual International
Conference on Mobile Computing and Networking (ACMMobiCom
’24), November 18–22, 2024, Washington D.C., DC, USA.ACM, New
York, NY, USA, 15 pages. https://doi.org/10.1145/3636534.3690661

1 INTRODUCTION
Long-termunderwater imaging ofmarine animals, plants and
the ocean is critical to discovering new species, monitoring
the impact of human activities on the ocean, and sustainably
monitoring and maintaining aquaculture farms [25, 27, 40].
For example, underwater cameras can help aquaculture farms
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in regulating feeding patterns, detecting diseases, and mon-
itoring both contamination in their food chains and waste
outflow to their surrounding environments [17, 63]. More-
over, long-termunderwater imaging canplay an instrumental
role in oceanography and climatology, allowing us to study
and understand sub-sea geological behavior such as subma-
rine volcanoes and hydrothermal vents, nutrient transport
dynamics of the ocean carbon cycle, and habitat deterioration
such as coral reef bleaching and acidification [16, 31, 44].
Recent advances in underwater imaging have taken im-

portant steps toward this vision through the introduction of
underwater cameras that consume joule-level energies per
image capture [2]. Yet, it remains desirable to further reduce
the energy consumption of these underwater cameras to ex-
tend their battery lifetime (proportionately). For example, if
we can design underwater cameras to run on sub-joules or
tens of milli-joules, then they could last for many years on
coin cell batteries,1 paving the way for long-termmonitoring
in challenging and remote underwater environments.

In this paper,we askwhetherwe canpush the boundaries of
underwater color imaging by further reducing the energy con-
sumption of underwater cameras. One of the key challenges
in doing so lies in how state-of-the-art imaging systemswork.
Specifically, these systems use ultra-low-power monochro-
matic CMOS image sensors, but reconstruct color images by
sequentially emitting flashes of red, green, and blue light us-
ing LEDs; capturing a monochrome image with every flash;
then, linearly combining these images to form a color image.
Since the sequential flashing and buffering consume more
than 80% of the energy during the image capture phase alone,
eliminating the need for them would significantly reduce
the energy consumption of the camera. A natural alterna-
tive is to use a color imaging sensor; however, these sensors
typically consume at least an order of magnitude more en-
ergy [24, 26, 45, 46] than commercial-off-the-shelf (COTS)
monochromatic CMOS imaging sensors [23].
We introduce SeaScan, an energy-efficient underwater

imaging system for wireless 3D color imaging. SeaScan lever-
ages COTS ultra-low power monochromatic imaging sensors
to capture color images without flashing LEDs. Not only can
SeaScan capture rich color images, but it can also construct
3D point clouds and wirelessly transmit images at ultra-low-
energy via underwater backscatter.

At the core of SeaScan is a trinocular lensing design that is
inspired by how human eyes (as well as color cameras) work.
As depicted in Fig. 1(b), SeaScan consists of three monochro-
matic CMOS lenses equippedwith different passive color (red,
green, and blue) filters. In principle, the images captured from
these filter-equipped lenses can be combined to form a color
1A typical coin cell battery of 230mAh at 2V. Thus, a 50 mJ-camera that
captures an image of corals once per hour can last for about 4 years.

(RGB) image. However, translating this design into a practical
system faces several challenges. In typical color cameras, adja-
cent photodetectors capture different colors of the same part
of a scene, and can be linearly combined to reconstruct a color
image (The same happens with different cone cells in the hu-
man eye). In contrast, SeaScan captures different colors from
spatially separated lenses. As a result, the same object appears
at different locations (pixels) in three resulting images. Thus,
a direct combination of the images would result in poor color
reconstruction, as shown in Fig. 2(d). One might assume that
knowing thepositionof the three lenses andapplying a simple
geometric transformation would enable us to combine the
three images for color reconstruction. But, the translational
and rotational relationship of the position of the cameras does
not directly translate into the captured images, thus resulting
in poor color reconstruction as shown in Fig. 2(e).

To overcome this challenge, SeaScan introducesCross Color
Alignment, a learning-basedapproachfor reconstructingcolor
images from its trinocular lensing design. One thing to note
here is that the color image reconstruction is not entirely
an image alignment problem but also an inference problem.
This is because we are capturing images from three spatially
separated cameras. As a result, it is possible that a part of the
scene is visible in one camera but occluded from another cam-
era’s field of view. Therefore, Cross Color Alignment not only
aligns but also infers themissing colors from the contextual in-
formation. Ourmethod breaks the color image reconstruction
problem into two steps. First, we coarsely align the images
using a RANSAC-flow architecture [50]. Second, we feed the
aligned images into to SeaNet, a custom-designed 2D convolu-
tional neural network, that performs fine alignment and color
inference on the misaligned and missing parts of the images.

Another challenge in enabling color imaging with SeaScan
arises from the low-power COTS CMOS imaging sensor’s
built-in wide-angle lens. This wide-angle lens is useful for
many applications including surveillance, vehicle cameras,
or multi-object detection, but introduces distortion to the im-
ages [67] that adds new complexities to the image alignment
process. Since SeaScan relies on a learning-based approach to
reconstruct color images, the presence of such wide-angled
distortions in the images significantly impacts the perfor-
mance of our algorithm. Moreover, filtering the incoming
light from the scene into the appropriate red, green, and blue
channels introduces additional challenges with reflections
and artifacts in the resulting images. These artifacts not only
negatively impact image and color alignment, but manifest
new features in the captured images that cause the depth esti-
mation process to incorrectly estimate the three dimensional
characteristics of the scene.
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Figure 2: This figure shows (a) Image captured from a GoPro camera. (b) Grayscale image of the same scene captured from a low power CMOS imaging sensor.
(c) Output image of a machine learning based colorization method when image in part (b) is given as input. (d) Image captured by SeaScan if the three images
were directly combined without any alignment. (e) Image captured by SeaScan if the three images were linearly transformed before combining. f)Image captured
by SeaScan if the three images combined using the Cross Color Alignment method described in the paper.
To overcome these challenges, SeaScan exploits the phys-

ical characteristics of light propagation at medium bound-
aries. Specifically, we design the waterproofing encapsula-
tion of SeaScan such that the refraction across the water-
air boundary inverts the impact of distortion caused by our
imaging sensor’s wide-angle lens. By carefully selecting the
water-air boundary layer, we can constrain the field of view
of the camera and capture rectilinear images of the under-
water scene that can be fed directly to our color alignment
and depth estimation algorithms. Furthermore, instead of us-
ing highly selective and expensive optical filters for the red,
green, andblue channels, SeaScan leverages cheaper andmore
widely available gel filters. These filters not onlymaintain the
wavelength-selective properties needed for color estimation
but significantly improve reflection artifacts that arise from
the interaction of light between the scene, our waterproof
encapsulation, the filters, and the image sensors.

Weimplementedanend-to-endprototypeofSeaScanshown
in Fig. 1(a) and tested it across multiple kinds of images
and baseline metrics. We extend our core colorization in
three ways to push the boundaries of underwater imaging,
1) SeaScan extends the capability of the imaging system to
3D by leveraging state-of-the-art image-based depth estima-
tion algorithms. This allows SeaScan to recreate the 3D point
cloud of the captured environments and gives a deeper under-
standing of the underwater world. 2) We employ underwater
backscatter for wireless communication of the underwater
images at extremely low power. 3) We further incorporate
image compression to reduce the data that needs to be trans-
mitted and therefore reduce the communication time. As a
result, we further reduce the energy consumption of SeaScan
compared to the state-of-the-art.
We evaluated SeaScan in more than 80 real-world under-

water experiments, and compared it to multiple baselines
including a state-of-the-art NN-based Colorization, Direct
Combination, and Linear Transformation Alignment:
• For the image capture phase SeaScan consumes 23.6𝑚𝐽 of
energy in comparison to the state-of-the-art [2] that con-
sumes 894.2𝑚𝐽 of energy for color imaging, demonstrating
more than 37× reduction in the energy consumption.

• WecompareCross ColorAlignmentwith two types of base-
lines 1) learning-based grayscale colorization method and
2) alignment-based methods. Our method shows a 50% im-
provement in the CIEDE2000 in comparison to the best
baseline on the test dataset.

• We also show the effectiveness of SeaScan in tasks like
KNN-based color classification on images captured from
SeaScan. SeaScan is40%moreaccurate thana randomguess
in correctly identifying the colors of a captured object, and
20%more accurate than the closest baselines.

Contributions SeaScan is the most energy-efficient under-
water color imaging system, and the first camera capable of
3D color imaging in underwater environments. Its design in-
troduces multiple innovations including a trinocular lensing
design, learning-based color alignment method, and cross-
refractive design to capture color images at ultra-low energy.
The paper also contributes an end-to-end prototype imple-
mentation and evaluation of the system, with integrated com-
pression and underwater backscatter communication.

2 TRINOCULAR PASSIVE IMAGING
2.1 The Alignment Problem
To understand why color reconstruction from a trinocular
lensing system is challenging, consider Fig. 3a, where we
depict the camera capturinga color imageof a simplified scene
containing two simple cubes: one red and one blue. Since the
threemonochromatic sensors are equippedwith passive color
filters, theynotonly seedifferentviewpointsof the samescene
but also the same object may exhibit disparate features across
the three images (since many features are color-based).2

Fig. 3b shows the images captured by the trinocular lensing
system. Note that the three sensors capture grayscale images;
however, for simplicity, we represent images captured by red,
green, and blue color filters as red, green, and blue. Note that
both cubes appear at different locations across the three im-
ages. Moreover, note that the distance between the pixels of
the two cubes is not the same in the three images. This is
2Note that because eachmonochromatic sensor has a form factor of 1.2x2 cm,
they cannot be perfectly co-located, which causes target displacement in
the captured images.
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Figure 3: Trinocular Lensing System. a) shows the three CMOS imaging
sensors equipped with passive color filters imaging two cubes. The camera
viewpoint can be seen on the imaging plane. b) shows the images captured
from the three monochrome cameras equipped with color filters. c) shows
the results of 1. Direct Combination, 2. Linear Transformation alignment
and 3. Original Color Image if captured from a color camera

because the position of an object in the image depends on the
relative position of the camera from the object.
Now that we have three images from the three cameras

the next step is to form a color image using the three images.
A naive solution is to simply combine the three images cap-
tured from the trinocular lensing system to forma color image
as shown in image 1 in Fig. 3c. However, since the cameras
are looking at the object from distinct physical positions, the
objects appear at different locations in all three images, and
therefore, the final color image results in distorted colors.

Another potential solution is to consider the fixed camera
positions and determine transformations between the camera
images, anticipating an inverse transformation to align the
images correctly before incorporating them into the color
image channels. While this seems reasonable, it’s important
to note that camera transformations don’t directly translate
into image transformations [55]. Image 2 in Fig. 3c shows the
result of aligning the images using the transformation in the
position of the cameras. In the rest of the paper, we refer to
this type of alignment as linear transformation alignment.
2.2 Trinocular Cross Color Alignment
To overcome the above challenges and capture color images
from the trinocular lensing system, SeaScan introduces Cross
Color Alignment, a learning-based approach for aligning the
monochromeimagescaptured fromthe threefilteredmonochro-
matic sensors. This method operates in two stages:.
CoarseAlignment: In the past, researchers have extensively
looked into the problem of image alignment to enable tasks
like visual localization, texture transfer, predicting the 2D
geometry optical flow estimation, etc [48]. However, these
methods alone are not sufficient for solving the problem inour
trinocular lensing system, where the three images of interest

represent different channels.
To address this problem, SeaScan takes a multi-stage ap-

proach, and leverages these past approaches to perform the
first stage of alignment.
In the coarse alignment stage, SeaScan adapts RANSAC-

flow net [51] as a backbone to align the three images in differ-
ent color channels. It does so inapairwise fashion. Specifically,
we chose one of the captured images (say green camera im-
age3) and used it as the reference/target image as shown in
Fig. 4. The other two images are alignedwith this target image
in two steps. In the first step the red camera image is coarsely
aligned with the green image and the result is combined with
the green image to form a color image that only has a red and
green channel (the blue channel is all zero) shown in Fig. 4
as red-green image. Now in the second stage, this aligned
red-green image acts as the reference or target to align the
blue camera image using the same process as before. After-
wards, the aligned blue image is ready to be combined with
the other two images to form a coarse aligned color (RGB)
image as shown in Fig. 4. A key thing to note here is that this
method of coarse alignment of the images is translationally
and rotationally invariant. Specifically, this method does not
depend on the distance or relative orientation between the
cameras. As a result, this alignment process is robust tominor
changes in the relative position or orientation of the CMOS
sensors during the manufacturing process.
Fine Alignment:
Next, we perform fine alignment to correct artifacts and

infer the missing color information. We designed a convolu-
tion network, SeaNet, consisting of 2D convolutional layers
with skip connections. Fig. 5 shows the end-to-end neural
network architecture. SeaNet consists of 10 2D convolution
layers(∼81𝑘 parameters), 2max-pooling layers and 2 upsam-
pling layers. Upsampling layers help in changing the activa-
tion size before the skip connections. We have observed that
these skip connections are critical in preserving the structural
information of the image that is lost at the convolution and
pooling steps. We give the course-aligned image (from the
previous step) as input to the network. Although this image
is not an accurate representation of the final color image,
it has enough information for the network to reconstruct a
representative color image.

To trainournetwork,weuseNeRF-StereoDataset [56]with
an 80-20 split (on ∼6𝑘 image triplets). This dataset comprises
trinocular real-world image triplets with 3 different camera
distance ranges.Wedivide these image triplets into left, center,
and right images. Since, in SeaScan, our idea is to use 3 passive
filter cameras where the leftmost camera is the red camera,
the middle camera is the green camera, and the rightmost
camera is the blue camera; we extract the red, green, and blue
3In principle, one could use any of the other cameras as reference.
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Figure 5: SeaNet Architecture: The Conv2D layers are written following
the convention [channel] Conv2D [k × k] where channel is the number of
output channels and [kernel × kernel] is the kernel size
channels from the left, center, and right images of the dataset,
respectively. We then convert these images into grayscale
images before feeding them to the neural network. The color
images corresponding to the center camera areused as ground
truth to train SeaNet. During the process of training, these
images were randomly reshaped to improve the performance
of the neural network on different sizes of images.
3 CROSS-REFRACTIVE COMPENSATION

AND FILTER SELECTION
Up to this point, we have described how our cross-color align-
ment techniqueworks and howwe use a SeaNet to correct for
missing colors in the coarse aligned images. In this section,we
will discuss the complementarydesignof both theunderwater
encapsulation and compensation for the unique lensing and
distortion effects experienced in underwater environments.

3.1 Distortion Compensation
While our CMOS imaging sensor performs excellently in
terms of power, its wide-angle lens introduces a radially sym-
metric negative distortion in the resulting images. This distor-
tion is knownasbarrel distortion [35]. To illustrate this, Fig. 6a
shows a checkerboard pattern captured from the CMOS imag-
ing sensor placed at roughly 30 cm from the sensor against
a straight wall in air. The farther away we look from the cen-
ter of the image, the more the distortion increases, and the
straight lines of the checkerboard begin to curve into an in-
creasingly barrel shape. As a result, the image magnification
decreases with the distance away from the center.
For our cross-color alignment approach to work properly

A. B. C.

Figure 6: Distortion Effects: (a) A checkerboard in air with distortion. (b)
A checkerboard underwater with a dome encapsulation. (c) A checkerboard
underwater with flat encapsulation.

Figure 7: EncapsulationMethods: (a) Dome encapsulation that passes
incident light rays without refraction. (b) Flat encapsulation that decreases
the FOV and compensates for the wide-angle effect of the image sensor
(similar to any learning-based approach), the underlying dis-
tributions of training and testing data need to be similar. How-
ever, due to thebarrel distortion, this relationshipbetweenour
trainingdata (described in§2.2) andour test data (fromthe real
world) is mismatched, severely impacting the performance
of our cross-color alignment algorithm on the raw images.
One possible solution to this problem is to augment the

training dataset to include these distortions via modeling
the imaging sensor. However, this approach requires care-
ful characterization of the CMOS sensor [23] and the optical
properties of its lens. Unfortunately, not only do we not have
access to the exact lens shape and its optical characteristics,
but mathematically modeling the interaction of the lens with
the scene to sufficiently represent the true distribution of the
testing dataset is challenging and prone to significant errors.
Furthermore, simply removing the lens is not a viable option
(it would result in an unfocused image) and custom-designing
a distortion-compensation lens is less desirable than relying
on commercial off-the-shelf components.

Thus, to correct for distortions without introducing signif-
icant complexities, our idea is to leverage underwater light
propagation properties. Specifically, we know thatwhen light
rays travel from one medium to another they experience re-
fraction. The direction of this refraction depends on both
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the refractive indices of the two mediums and the angle of
incidence. We can exploit this refraction between the two
mediums to cancel out the barrel distortion in the captured im-
ages. Inwhat follows,we describe two different encapsulation
designs and their impact on the observed barrel distortion.
Dome Encapsulation:One of the more common encapsula-
tions for underwater imaging systems is a dome as shown in
Fig. 7a. In such encapsulations, the rays of light entering are
perpendicular to the tangential plane and parallel to the nor-
mal vector at that point, allowing the light to focus on the cen-
ter of the domewithout any refraction. As a result, this type of
encapsulation does not introduce any change in the distortion
pattern of the CMOS imaging sensor if the camera is placed at
the center of the dome. Fig. 6b shows an image taken under-
water from the CMOS imaging sensor when placed in a dome
encapsulation. Since the dome doesn’t perform any distortion
compensation, the barrel distortion in the checkerboard still
exists and does not cancel the effect of the wide angle lens.4

FlatEncapsulation:Wepropose touseaflatencapsulation to
correct the distortion in the images captured from the CMOS
imaging sensors. In this case, the light is no longer parallel to
the surface normal. Fig. 7b shows how a flat acrylic housing
causes the incident light to refract across the encapsulation
boundary.5 This can be mathematically written as:

𝑛𝑎𝑖𝑟

𝑛𝑤𝑎𝑡𝑒𝑟
=
𝑠𝑖𝑛(𝛼)
𝑠𝑖𝑛(𝛽) (1)

where 𝑛𝑎𝑖𝑟 and 𝑛𝑤𝑎𝑡𝑒𝑟 are the refractive indices of air and
water; 𝛼 and 𝛽 are the angles of incidence and refraction. As
a result, the field-of-view (FOV) of the imaging sensor is de-
creased, nearly eliminating the wide-angle distortion caused
by the lens. Fig. 6c. shows the image of the same checkered
board captured by the CMOS sensor when placed in a flat
encapsulation.

To quantitatively evaluate the effectiveness of this method,
we compute the distortion in the images before and after
distortion compensation as 𝐷 = Δ𝐻

𝐻
× 100, where 𝐻 is the

predicted height of the object in the image and Δ𝐻 is the
change in the object’s height from the predicted height in
the captured image. Using this metric, we quantify that the
flat encapsulation reduces the distortion by 4× improvement
(from 8% to 2%). This resulting distortion is sufficiently small
that it enables the trinocular cross-color alignment to work
correctly in the end-to-end reconstruction, aswedemonstrate
qualitatively and quantitatively in §6. This illustrates that the
4The magnitude of barrel distortion seems less magnified in Fig. 6b. as
compared to Fig. 6a. This is becausewhen the CMOS sensorwas placed in the
encapsulation it was a little higher than the center of the dome because of the
circuitry which changes the light propagation pattern. The higher we place
the camera the more the encapsulation starts to behave like a flat surface
5The refractive index of clear acrylic is close to that of the water therefore
for simplicity, we can assume the acrylic and water to be one medium and
air as a different medium.

Figure 8: Dichroic Filter Problem: Incoming white light reflecting from
dichroic filters, introducing artifacts into the captured images.

barrel effect is significantly reduced in the captured image
and enables our test dataset to be representative of and drawn
from the same distribution as the training dataset.6

3.2 Filter Selection
Next, we focus on the selection of the filters for the red, green,
and blue channels. Recall from §2 that our idea is to use a
passive colorization technique using color filters on three
grayscale cameras to enable energy-efficient color imaging.
Proper performance of the color filters is critical to the end-
to-end colorization performance of SeaScan.

There are twokey factors to be considered in the filter selec-
tion. First, the wavelength bands of the filters should not have
significant overlap. This is because we need the monochrome
images captured by each camera to be as orthogonal in color
(to the human eye) as possible to each other. If thewavelength
bands have significant overlap, then colors that have signif-
icant power in multiple images can recombine to an incorrect
output image color. Second, we must also make sure that the
presence of the filters themselves does not introduce arti-
facts such as distortions, internal reflections, or blurriness in
the captured images. These artifacts can both deteriorate the
performance of our cross color alignment method and effect
recoveredcolors in the images.Given these considerations,we
investigated two types of filters: dichroic filters and gel filters.
Dichroic Filters: Dichroic filters are highly precise color
filters that only pass light of very specific wavelengths [61].
They operate on the thin-film interference phenomenon, and
are widely used in optical research, high-power laser appli-
cations, and even theatrical lighting [66]. While these filters
perform very well at filtering specific wavelengths, they re-
flect wavelengths outside of their filtering range. This poses
a problem for SeaScan because the unwanted wavelengths
don’t actually disappear. In fact, shown in Fig. 8, the wave-
lengths reflected from any filter partially reflect back off the
viewport and can impinge onto a different filter that will pass
the wavelength to the image sensor. This effect manifests by
introducing significant lighting and reflection artifacts into
6Our discussion in this section has focused on one camera lens, however,
this also extends to our three-camera imaging system.
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each of the images. This creates errors in the depth estima-
tion process and negatively affects the performance of our
cross-color alignment method.
Gel Filters:A color gel or a lighting gel is a simple transpar-
ent colored material that is used to change the color of any
white light [32]. The primary advantage of these filters is that
they operate by absorbing unwantedwavelengths rather than
totally reflecting them. In the context of our encapsulation,
thismeans that the filterswill absorbwavelengths that should
not pass through thefilter and suppress the lighting and reflec-
tion artifacts that are seen with dichroic filters. Even though
these filters don’t have well-defined passband wavelengths
like the dichroic filters do, their bandof operation andfiltering
performance are sufficient to reconstruct color images from
the monochrome image sensors. Thus, we selected gel filters
as our red, green, and blue color filters in SeaScan’s design.

4 END-TO-END SYSTEM
Now that we have described SeaScan’s core design, we de-
scribe howwe extend it to an end-to-end system.
From 2D to 3D: 3D underwater color reconstruction is im-
portant for various applications: monitoring fish growth, in-
frastructure, etc. Thus, we investigated various methods that
can leveragemonocular and stereo cameras for 3D reconstruc-
tion [11, 21, 49]. Our investigation showed that a (very) recent
depth estimation method, called Depth Anything [65], per-
forms extremely well. This method takes monocular images
as input and outputs the depth estimation for each pixel in the
captured scene. Thus, we integrated Depth Anything into our
end-to-end pipeline. Specifically, SeaScan feeds the 2D color
images to Depth Anything to estimate the depth of each pixel,
then combines the depth estimates with the captured color
image to reconstruct a 3D point cloud of the environment.
Compression: Recall that SeaScan aims to transfer its cap-
tured images wirelessly to a remote receiver. Unfortunately,
the limitedbandwidthofunderwater acoustic communication
(kHz-level) leads to long data transfer durations (e.g., around
over an hour for the state-of-the-art low-power underwater
camera), and can consume up to 20% of the overall energy of
the system (even if it relies on an ultra-low-power underwater
communication technology like backscatter). Thus, to further
improve the energy efficiency of the system, we implement
an on-board JPEG compression algorithm to reduce the size
of the image that needs to be communicated. The on-board
JPEG compression algorithm helps us reduce the image size
significantly. By controlling the quality of the compressed
image (a tunable parameter in the JPEG compression algo-
rithm), we can control the amount of data that needs to be
transmitted. This allows us to considerably reduce the com-
munication time as compared to the state-of-the-art system
which improves the overall energy efficiency.

a)System Block Diagram

b) Custom Hardware

c) Custom 
Encapsulation

d) Experimental Setup

Figure 9: System Implementation & Evaluation Overview
Backscatter Communication: After capturing and com-
pressing the filtered monocular images, SeaScan needs to
wirelessly transmit this data to a remote server for color recov-
ery and 3D reconstruction. Since SeaScan’s goal is to enable
energy-efficient underwater imaging, it integrates underwa-
ter backscatter [29] for net-zero power wireless communica-
tion. Specifically, the pixel data for each monochrome image
is encoded into data frames and transmitted on an uplink
channel. Similar to pastwork, the data frame can includehead-
ers (with sequence numbers and addressing), footers (CRC
checks), and coding. At the physical layer, the data is encoded
using FM0modulation, and the backscatter is governed by an
embedded microcontroller that interfaces with the backscat-
ter switch. Our design focused on omnidirectional backscat-
ter nodes, but can be extended to retroreflective designs that
would enable data transmissions up to hundreds of meters as
demonstrated in recent work [3, 4]. Furthermore, if desired,
the design can be extended via energy harvesting [2, 29] to
enable battery-free operation of SeaScan.

5 IMPLEMENTATION
5.1 EmbeddedHardware
We designed and implemented a custom printed circuit board
(PCB) powered by a Samsung 25R 2500 mAh battery [1] to
house the three cameras, a microcontroller for receiving, pro-
cessing, and transmitting the images, and backscatter switch-
ing. The overall schematic architecture is shown in Fig. 9a
and the PCB is shown in Fig. 9b.
(a) Image SensorsWe use the HM01B0 CMOS imaging sen-
sors [23] fromHimax as our 3 cameras. These cameras con-
sume a maximum of 4 mW during the active capture phase.
(b) MicrocontrollerOur microcontroller is STM32U535VE-
TQ6 fromSTMicroelectronics [38].Weuse its serial peripheral
interfaces (SPI) to receive the serial data from the HM01B0
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cameras. We chose this microntroller for its superior ultra-
low-power consumption in both run and low-power modes.
We send a main clock (MCLK) frequency of 4 MHz to each of
the cameras and sequentially take the pictures from camera
1, camera 2, and camera 3 by receiving the serial data on two
of the three available SPI interfaces: SPI1 and SPI2. These SPI
interfaces are placed in the receive-only slave mode and use
the HM01B0 cameras’ pixel clock (PCLK) output as their SPI
clocks.Wecapture the images by receivingdata fromcamera 1
onSPI1, fromcamera 2onSPI2, and thenwehot-swap theSPI1
to a different set of pins to receive data from camera 3. Note
that the three cameras capture images sequentially due to the
limitedavailabilityof theSPIon theSTM32U535VETQ6micro-
controller; however, the three cameras can still capture images
in a fraction of a second. Since this microcontroller contains
274 KBytes of SRAM, we can store each of the 320× 240-sized
images temporarily in SRAM before JPEG compression.
(c) JPEGCompression&BackscatterTransmissionOnce
the images are captured, we JPEG compress each of them us-
ing the open-source JPEC library [39] using a quality factor
of 30% to prepare them for backscatter transmission. The
CPU operates at an 80 MHz clock rate in order to compute
faster and optimize the energy consumption of the system.
After compression, we throttle the microcontroller’s clock
rate down to the minimum possible 100 kHz for the lowest
possible power consumption. We transmit the compressed
image data to the backscatter switch using the SPI3 interface
in transmit-receive slave mode. The image data bits are en-
coded into FM0 symbols which are then transferred to the
SPI3 transmit data buffer via the direct-memory access (DMA)
controller. Backscatter switching is realized using a dual n-
channel BSD840NH6327XTSA1 [52] MOSFET.

5.2 Encapsulation
Recall fromourdiscussion in §3, our cameraneeds to be encap-
sulated such that the CMOS imaging sensors face a flat clear
acrylic housing. Todo so,we laser cut a clear, scratch-resistant
piece of acrylic into a circle that serves as the viewport for
the scene. This circular viewport fits the circumference of a
dome7 that provides enough room to house our custom PCB
and image sensors. The acrylic viewport and backing dome
are secured together with 8 machine screws that compress
an o-ring to create a watertight seal. We attached a Micro-
Con-X [15] 4 pin circular connector to the flat viewport in the
encapsulation as shown in Fig. 9c.

5.3 Software
The camera data was received and decoded inMATLAB on an
Ubuntu 20.4 machine. This machine is connected to a remote
serverwith aGTX1080TiGPUwhereweperformCrossColor
7This dome is NOT the viewport, it simply is a backing piece that creates
the volume in which our electronics reside.

Alignment, depth estimation and point cloud generation. We
trained SeaNet with the GTX 1080 Ti GPU in Python with
Adam optimizer and smooth L1 loss for 300 epochs.

6 RESULTS
6.1 Experimental Setup
To evaluate the performance of SeaScan, all real-world exper-
iments were performed underwater in either a small 20′′×
12′′×10′′ tank or a large 4𝑚×3𝑚×1.2𝑚 experimental pool
under standard indoor lighting conditions.We note that in all
of our experiments, there was no underwater light present.
We used a GoPro 9 camera to obtain the ground truth. In our
evaluation, we use models of fish and coral reefs, as well as
a Macbeth chart as a gold standard for color reconstruction
accuracy [47]. Our evaluation setup with the Macbeth chart
is shown in Fig. 9d.

6.2 Energy Consumption
We measure the energy consumption of SeaScan in three
phases: image capture, data compression, and backscatter
communication. For a given phase, as the microcontroller
firmware runs, we measured the current trace of our system
at different 𝐼𝑑𝑑 testpoints on the PCB using the DMM6500
multimeter [53]. We calculated the average power as defined
by 𝑃 = 𝐼𝑑𝑑𝑉𝑑𝑑 , where the 𝑉𝑑𝑑 is the voltage at the testpoint.
Using the average power and the time duration, we computed
the total energy consumption of the entire system and its
components (as 𝐸=

∫
𝑃 (𝑡)𝑑𝑡 ).

Tab. 1 compares the energy consumption to a state-of-the-
art baseline for low-power underwater color imaging [2] for
each of the three phases. We make the following remarks:

• The energy consumption during the image capture phase
for SeaScan is 23.6 mJ, while that of the baseline is 894.2 mJ.
This is a 37× reduction compared to the prior work.

• SeaScan takes 0.6 seconds for the image capture phase, and
baseline requires 111.2 seconds. Thus, our system is able
to capture images 185 × faster than the prior art. This is
because our architecture runs at a much higher clock rate.

• For the JPEG compression phase, SeaScan consumes a to-
tal of 9 mJ.8 However, due to the compression9, the total
energy for backscatter communication is significantly less
for SeaScan (85.1mJ) than it is for the baseline (234.9mJ).
Note that for fair comparison, we use the same datarate as
in [2] i.e., 1kbps for the backscatter communication.

• SeaScanconsumesa total energyof 117.7mJ,while thebase-
line consumes 1129.1 mJ. Thus, our system achieves more

8The baseline does not perform image compression.
9We use a quality factor of 30% for JPEG compression. Although, the overall
compression ratio depends on the information content of the raw image.
In practice, we have observed that the output image can be anywhere from
3 - 6 KB in size with a 30% quality factor, yielding a compression ratio of
between 12.8:1 and 25.6:1
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Image JPEG Backscatter
Capture Phase Compression Phase Communication Phase

Average Average Average Total
Power Time Energy Power Time Energy Power Time Energy Energy

Baseline [2] 8.0 mW 111.2 s 894.2 mJ — — — 59.0 𝜇W 3975.0 s 234.9 mJ 1129.1 mJ
SeaScan 39.3 mW 0.60 s 23.6 mJ 39.3 mW 0.23 s 9.0 mJ 457.3 𝜇W 186.1 s 85.1 mJ 117.7 mJ

Table 1: Energy Consumption. The table shows the energy consumption of the state-of-the-art imaging system [2] and SeaScan in Image Capture Phase,
JPEG Compression Phase, and Backscatter Communication Phase.

Image Capture Phase JPEGCompression Phase Backscatter Communication Phase
Components Average Power Energy Average Power Energy Average Power Energy

Monochrome CMOS Sensors 3.8 mW 2.3 mJ 0 mW 0mJ 0 𝜇W 0mJ
Microcontroller 28.9 mW 17.3 mJ 33.4 mW 7.7 mJ 395.3 𝜇W 73.6 mJ

Other Active Components 6.7 mW 4.0 mJ 5.7 mW 1.3 mJ 61.8 𝜇W 11.5 mJ
Total 39.3 mW 23.6 mJ 39.3 mW 9.0 mJ 457.3 𝜇W 85.1 mJ

Table 2: Energy Consumption Breakdown. The table shows the energy consumption of different components of SeaScan over all three phases.

than 9× reduction in total energy consumption compared
to the state-of-the-art underwater imaging system.

• Interestingly,SeaScanconsumesmore instantaneouspower
than the baseline. During the image capture phase, it has
an average power consumption of 39.3 mW compared to
8 mW for the baseline. For the backscatter communication
phase, SeaScan has an average power consumption of 457.3
𝜇W,while the baselinehas a power consumptionof 59.0 𝜇W.
The higher power consumption of our system is despite
the fact that SeaScan does not flash LEDs and is because
SeaScan runs at a higher clock rate and has a larger mem-
ory block as compared to [2]. This was a deliberate design
decision because a high clock rate is more energy-efficient
even if it consumes more instantaneous power.
Tab. 2 breaks down the energy consumption of SeaScan by

hardware components across the three phases. Here we note:

• Themonochrome CMOS sensors require an average power
of 3.8mWduring the image capture phase, and consume2.3
mJ of energy. Note that the cameras are disabled during the
JPEG compression and backscatter communication phases,
hence they do not consume energy in those phases.

• The STM32U535VETQ6microcontroller uses an average
power of 28.9 mW during image capture, 33.4 mW dur-
ing JPEG compression, and 395.3 𝜇Wduring backscatter
communication. The microcontroller consumes 17.3 mJ of
energy over image capture, 7.7 mJ over compression, and
73.5 mJ over backscatter. The reduction in power consump-
tion from JPEG compression to backscatter is caused by
the microcontroller switching to a low power mode for the
backscatter phase.

• The PCB also includes power converters and load switches
which draw power during operation. These miscellaneous
active components use 6.7 mW, 5.7 mW, and 62 uW during
image capture, JPEG compression, and backscatter phases,
respectively. The components consume 4 mJ, 1.3 mJ, and

11.5 mJ while collecting images, compressing data, and
communicating over backscatter, respectively.
Note that SeaScan can capture color images without the

need to illuminate the scene with different color lights. Fur-
thermore, it can be augmented with a white LED (10.73mJ) to
enable its operation in dark environments (e.g., in deep sea).
In this case, the energy consumption of SeaScanduring the im-
age capture phase increases to 23.6mJ+ 3×10.73mJ= 55.79mJ,
which is 16× lower than the 894.2mJ consumed in [2]. Here,
the 16× improvement comes entirely from SeaScan’s novel
optimized microcontroller architecture for ultra-low-power
underwater imaging.

6.3 Qualitative Results
Next, we evaluate the qualitative performance of SeaScan and
compare it to alternate implementations and a GoPro camera
underwater as ground truth.
AlternateImplementations.Wecompared theperformance
of our Cross Color Alignment algorithmwith (recall from §2)
• Direct Combination: This method involves directly apply-
ing red, green, and blue images to the red green and blue
channels of a color image without any transformation.

• Linear Transformation Alignment: Here, we use the posi-
tion of the three cameras to determine the transformation
between them.Then,we linearly invert these transformsbe-
fore applying the three images to their respective channels.

• -basedColorization-basedColorization-basedColorization-
based ColorizationNN-based Colorization: [68] This base-
line uses state-of-the-art neural network based colorization
method to convert grayscale images into color images.

Imaging Results. Fig. 10 shows real images captured by our
setup frommultiple scenes.

The first column in Fig. 10 shows the image captured by the
GoPro 9 camera. The second, third, fourth, and fifth column of
Fig. 10 showthecolor imagesasa result ofDirectCombination,
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Direct Combination
(No Alignment)

Linear Transformation
Alignment

Our MethodGround Truth Colorization

Figure 10: Qualitative Results. This figure shows the qualitative results of our method and the baselines. The first column shows the images taken from
the GoPro 9 camera. The columns represent different imaging methods and the rows represent different scenarios The second, third, and fourth columns show
the results of Direct Combination, Linear Transformation Alignment, and NN-based Colorization, respectively. The fifth row shows the result of our system.
Linear Transformation Alignment, NN-based Colorization,
and our method respectively. The first row shows the set of
images for a Macbeth chart taken from a distance of 70𝑐𝑚
from the camera. The second row shows the set of images
of the same object in the same environment with a distance
of 100𝑐𝑚 from the camera. The third and fourth rows show
results for an image of a plastic model of a coral reef and a toy
fish, respectively, captured from a distance of 30 cm. Based
on these qualitative results, we note:

• It can be seen from Fig. 10 that Cross Color Alignment (our)
method perfectly aligns the three images taken from three
different cameras and fills in the information gap as well
while keeping the true colors of the scene intact.

• Note that Direct Combination performs better in the im-
age of the Macbeth chart at 1m (second row) compared
to 0.7m(first row). This is because as we move the object
further from the camera, the difference in the position of
the object in the three camera images is very small, reduc-
ing the need for alignment for far away objects. However,
when zoomed into the edges of the chart in the second row,
one can notice the blurry edges and artifacts which are the

result of misalignment between the three cameras.
• Linear Transformation Alignment is not able to align the
colors in different scenarios, this is because this method
uses the physical transformation between cameras. As ex-
plained in §2, this physical transformation does not match
the transformations between the image of an object across
the three camera frustum.

• Note that NN-based Colorization fails in coloring the im-
ages, especially the Macbeth charts. This is because the
neural network, which NN-based Colorization relies on,
guesses colors based on visual cues in images, and there is
no reliable cue to enable guessing Macbeth chart colors.

Impact of Alignment Steps. Fig. 11 shows the qualitative
performance of Cross Color Alignment algorithm steps. Re-
call from §2.2, Cross Color Alignment is a two-step process.
Fig. 11a shows the qualitative performance of Cross Color
Alignment after the first step (i.e., Course Alignment), and
Fig. 11b shows the results after the second step (i.e., FineAlign-
ment). The first column from the left in Fig. 11a and b is from
the test dataset [56] and the other two images are captured
from our energy-efficient imaging platform. After the coarse
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a) After Coarse Alignment 

b)  After Fine Alignment

Figure 11: Impact of Cross Color Alignment steps. a) shows the impact
of Coarse Alignment b) shows the performance of the Fine Alignment step.

alignment step, most of the objects in the Fig. 11a images are
misaligned with artifacts at the edges and incorrect colors
in some parts of the images. Once we apply fine alignment
on these images, note that the fine alignment step (i.e., the
SeaNet) has removed the misalignment and the colors of the
images are more representative of the captured scenes.
6.4 Color Classification
In this section, we evaluate the performance of SeaScan in de-
tecting different colors in each scene. This is important since
many underwater imaging applications rely on tracking the
changes in the appearance of underwater objects over time,
for instance, to detect coral reefs’ bleaching by observing their
color change over time [18], or the changing hues in colors of
marine mammals as a result of diseases and infections [20].
To perform color classification, we first transformed the

colors of the pixels from RGB space to LAB color space, a
three-dimensional color space that is focused on the human
color perception range [9]. We then perform KNN classifica-
tion on 𝑛 ∈ {3,4,5,6,7,8,9} different colors (furthest colors in
LAB space that are present in the macbeth chart).
Fig. 12a plots the accuracy of the color classification algo-

rithm on the output of our method and the baselines. The
figure also plots the expected accuracy of a random guess
where it randomly assigns a color class to each pixel.We note:
• SeaScanconsistentlyoutperformsall thebaselineandshows
a 100% accuracy in classifying colors into 3 categories

• Note that although Direct Combination reached 91% accu-
racy in classifying pixels into 3 classes, its accuracy drops
below 35% when the number of classes is increased to 9.

• TheLinear TransformationAlignment shows 80% accuracy
when there are only 3 classes, and drops to 22% accuracy
with 9 classes. The random policy has 11% accuracy with
9 classes.

• NN-basedColorizationhas55%accuracywithonly3classes,
and its accuracy falls to 20% with only 8 classes.

6.5 PSNR vs Distance
To evaluate the performance of our system at different dis-
tances, we capture images of the Macbeth chart at different

distances from our system and calculate the Peak Signal-to-
Noise Ratio (PSNR) using the images captured from a GoPro
9 camera as ground truth. PSNR is a standard quantitative
measure to evaluate the quality of an image in the presence
of noise. Higher PSNR indicates a better quality image. Note
that the physical position, camera resolution, and camera in-
strinsics of GoPro and SeaScan are different. Consequently,
pixel-by-pixel comparison of the images captured fromGoPro
and SeaScan is not possible. To deal with this problem, we
extracted the individual Macbeth chart color patches from
the GoPro and SeaScan images manually and compare them.
Therefore, it is the relative PSNR values that are important
here rather than the absolute values.
Fig. 12b plots the image’s PSNR on the y-axis and the dis-

tance of the Macbeth chart from the camera on the x-axis. We
make the following remarks:
• Note that the PSNR of our method (purple line) is on av-
erage 2𝑑𝐵 higher than the simple alignment method at
all distances. This is considered a meaningful quantitative
improvement in the imaging literature [12, 37, 54], yet the
qualitative results reported earlier remain the more desir-
able approach to evaluate imaging performance.

• The performance of simple alignment and linear transfor-
mation alignmentmethods showvery similar trends across
different distances with an average difference of ∼0.5𝑑𝐵

6.6 PSNR vs Image Quality (JPEG)
In this section,weevaluate theperformanceofSeaScanagainst
different image qualities as a result of image compression. Re-
call from §4 that we implement image compression on our
system to reduce the data that needs to be transmitted to
further decrease the energy consumption of our system.
Fig. 12c shows the PSNR on the y-axis and JPEG image

quality on the x-axis for our method and the baselines. Note
that even at 10% image quality the performance of ourmethod
has negligible effect and consistently performs better than the
baselines. Our method consistently has a PSNR above 9.5 dB,
while baselines consistently have a PSNR lower than 8.5 dB.

Fig. 13 shows the qualitative results of ourmethod on three
image qualities(30%, 60% and 100%). Note that the perfor-
mance of Cross Color Alignment method is not affected even
though thequality of the imagehasbeen significantly reduced.

6.7 Performance of Passive Colorization
To further evaluate the performance of the Cross-Color Align-
ment algorithm,we use two types of datasets 1) unseen online
test dataset [56] and 2) real-world images taken with SeaScan.

In addition to PSNR, we compute two additional metrics:
• Structural Similarity Index [8]: SSIM is an image quality
metric between -1 and 1 indicating the structural similarity
between any given two images. Similar to PSNR, the higher
the SSIM better the performance of the system.
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Figure 12: (a) shows the color classification accuracy vs the number of colors (or classes). (b) shows the performance of our method and the baseline at different
distances, plotting PSNR vs distance. (c) shows the effect of the compression on the performance of our method and the baselines, ploting PSNR vs image quality.
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Figure 13: Performance on Different Image Qualities. SeaNet’s
performance on images with 30%, 60%, and 100% JPEG compression qualities

• CIEDE2000 [22]: A quantitative metric to measure the per-
ceived color difference between two images. Unlike PSNR
and SSIM, lower CIEDE2000 is better.

Performance on Online Test Dataset. We evaluate the
performance of our Cross-Color Alignment algorithm, de-
scribed in §2, on unseen online dataset [56]. Specifically, this
dataset includes multiple RGB images from the same scene.
To evaluate our system on this dataset, we choose 3 different
images from each scene in the test dataset, and extract the red
channel from the first, green channel from the second, and the
blue channel from the third image. This allows us to simulate
SeaScan images from its three red, green, and blue camera.
We evaluate the performance of our algorithm on over

1190 images. Fig. 14a shows the performance of our align-
ment method and compares it to the baselines as bar plots.
Specifically, Fig. 14a shows the average CIEDE2000, PSNR,
andSSIMrespectively for ourmethod (purple bars),NN-based
Colorization baseline (yellow bars), Direct Combination base-
line (red bars), andLinearTransformationAlignment baseline
(blue bars). We make the following remarks.
• CIEDE2000 (Fig. 14a(i)) of ourmethod is 5.05,∼2× less than
the simple and linear transformation alignment methods.

• CIEDE2000 for NN-based Colorization baseline is much
higher than that of the other three methods with a value of
199.7. This is because, out of all four methods we are com-
paring, NN-based Colorization method does not have any
hint about thecolorof theobjects in the scene. It relies solely
on the neural network parameters learned during training.

• PSNR (Fig. 14a(ii)) of Direct Combination and Linear Trans-
formation Alignment are comparable with values of 30.5
and 30.8𝑑𝐵 respectively.Whereas ourmethod shows better
performance with a PSNR of 34.1𝑑𝐵.

• Fig. 14a(iii) shows the SSIM of the four methods. It is to be
noted that SSIM ranges from −1 to 1, with its value being
1 for two identical images. Note that our method shows an
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(b) Performance on the Captured Images
Figure 14: Quantitative Performance of Passive Colorization. (a) and
(b) plots CIEDE2000, PSNR, and SSIM performance of the SeaNet on test
data [56] and underwater images captured by SeaScan, respectively.

SSIMof 0.9913which is very close to a perfect SSIM,wheres
the other three methods show SSIM of 0.82,0.83 and −0.22

Performance on Images Captured by SeaScan˙Nowwe
evaluate the performance of the Cross-Color Alignment algo-
rithm on the images captured using our platform.We image
the Macbeth chart, as shown in Fig. 9d, at different distances
using our platform.We used a GoPro 9 camera and placed it
next to our camera to capture the image of the same scene.
As mentioned in §6.5, we cannot directly compare the two
images captured by these two cameras. Therefore, we extract
the color patches out of the images to perform the comparison.
Fig. 14b shows theCIEDE2000, PSNR, and SSIMof ourmethod
and the baselines. We make the following remarks:

• Fig. 14b(i) shows that our method has a CIEDE2000 of 35.8,
∼ 5 − 20% less than the baselines. It is to be noted that
since these values are calculated by comparing the images
captured using a low-power CMOS sensor with a high-
resolution GoPro 9 camera, it is the relative difference that
has more significance than the absolute value. This plot
signifies the correctness of the color and is highly depen-
dent on the choice of filters. With better filter design the
absolute CIEDE2000 can be further reduced.
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Figure 15: Estimated 3D Point Clouds. shows the estimated point cloud
of a plant in a small tank andMacbeth chart in a large tank

• Fig. 14b(ii) shows the PSNR of ourmethod in purple as com-
pared to the other baselines. Ourmethod shows an increase
∼2−3𝑑𝐵 increase in PSNR as compared to the baselines.

• Fig. 14b(iii) shows the SSIM of our method and compares it
with the SSIM of the baselines. It can be seen from the plot
that the average SSIM of our method is over 0.5.

6.8 Generated Point Clouds
Finally, we qualitatively show sample 3D point clouds gener-
ated using the images captured from SeaScan in Fig. 15 for an
underwater plant andMacbeth chart. This shows that SeaScan
is capable of being used with the existing computer vision
techniques to extend its applications.

7 RELATEDWORK
Low-power &Underwater Cameras. The past few years
have witnessed growing interest in ultra-low-power cam-
eras in the mobile computing community [28, 30, 41, 43, 58].
Past work has achieved important advances in developing
low-power imaging systems, addingwireless capabilities, and
increasing their frame-rate and resolution. However, the ma-
jority of this past literature has focused on grayscale imaging
in air. Our research shares the motivation of these past sys-
tems and aims to achieve ultra-low-power color imaging in
underwater environments.

One might wonder whether recent systems for low-power
color imaging in air – such as Video Backscatter [41] and
NeuriCam [58] – could be used for underwater color imag-
ing. However, Video Backscatter’s COTS implementation is
limited to grayscale imaging (the potential for color imaging),
and it still requires specialized ASICs to achieve color imag-
ing. Additionally, NeuriCam’s approach would not work well
underwater. This system combines a (highly duty-cycled)
color sensor with a (high-frame rate) grayscale sensor; by
streaming sensor high-frame-rate data to a receiver, it can
interpolate the color images. However, due to the significant
bandwidth limitations of the underwater acoustic channel,
it remains infeasible today to stream high frame-rate videos
using low-power underwater cameras. Moreover, this past
system consumes 83 mW, which is significantly higher than
SeaScan’s peak power consumption.
In the context of underwater imaging, most past systems

consume tens ofWatts, which makes it difficult to use them
for long-term battery-powered operation [7, 17, 34, 59, 60, 64].
The only systemwe are aware of for low-power underwater
color imaging consumes around 1 J of energy due to LED
flashing [2]. SeaScan is motivated by this recent system and
has orders of magnitude lower energy consumption.
Finally, past work has investigated building custom chips

for low-power imaging [10, 14, 33, 42]. However, since these
ASICs arenot commercially available, they require specialized
costly fabrication. In contrast, SeaScan is designed entirely us-
ing COTS hardware,making it easily available for researchers
and practitioners for use and deployment.
Colorization and Color Reconstruction. The problem of
colorizing grayscale images has received attention over the
past few years [5, 13, 62, 69], for example, to colorize footage
of past historical events. The vast majority of these methods
rely onML-trainedmodels for colorization.However, because
thesemethods are trained on in-air images (mainly of humans
and aerial sites), they do not performwell on underwater im-
ages as we demonstrated empirically in our results. Moreover,
due to the dearth of available underwater footage, it is difficult
to retrain for underwater environments.

There has also been past research onML-based approaches
for color enhancement of underwater color images to perform
dehazing or extract the true colors of the scene [6, 19, 36, 57].
These methods address an orthogonal problem to SeaScan,
and SeaScan’s output can be fed into them to extract true color
(similar to how an underwater GoPro image can be fed into
them to extract its true colors).

8 CONCLUSION
Low-power underwater imaging is important for long-term
observations of subsea environments, with applications rang-
ing from ocean climate change monitoring and scientific dis-
covery to seafood production and robotic navigation. This
paper marks a new step towards that vision by introducing a
highly energy-efficient underwater color imaging system. As
the research evolves, it would be valuable to investigatemeth-
ods that continue to push the boundaries of these systems
through even lower power as well as higher frame rates and
resolutions. Moreover, it would be interesting to investigate
how some of the proposed methods here (e.g., trinocular lens-
ing)may lend themselves to in-air imaging applications.More
generally, the paper sits at the intersection of two emerging
trends in the mobile computing community - of low-power
imaging and ocean IoT - and we believe that the area of low-
energy underwater imaging will benefit from technical ad-
vances in both of these areas.
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