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ABSTRACT

This study introduces an innovative framework designed

specifically for accurate colon segmentation in abdomen CT

scans, tackling the distinct challenges inherent to this task.

Building upon well-established 2D segmentation models, our

architecture adeptly incorporates 3D contextual information

via a novel method that generates an attention map for a given

slice by considering its neighboring slices in a sequence. Our

approach accomplishes effective colon segmentation without

requiring complex 3D convolutional neural networks (CNNs)

or Long Short-Term Memory (LSTM) networks by combin-

ing 2D CNNs. Validated on a dataset of 98 CT scans from

49 patients, the architecture exhibits notable performance,

successfully capturing nuanced details crucial for precise

colon segmentation. The experiments encompass a thorough

examination of model selection and cross-validation, pro-

viding valuable insights into the efficacy of our proposed

approach. The outcomes underscore the potential for stream-

lined colon segmentation in medical imaging by judiciously

integrating 2D and 3D information, employing solely 2D

networks, and mitigating challenges associated with 3D

networks. The code for model architecture is available at:

https://github.com/Samir-Farag/ICIP2024.git

Index Terms— CRC, CTC, colon segmentation, deep

learning.

1. INTRODUCTION

Colorectal cancer (CRC) is a malignancy characterized by

the uncontrollable proliferation of abnormal cells within the

colon or rectum. CRC ranks as the third most frequently

diagnosed cancer in the United States [1, 2]. To reduce mor-

tality rates due to CRC, routine CRC screening is advised

for people with average risk starting at the age of 45, see

the American Cancer Society (ACS) guidelines for CRC

[3]. CRC screening aims at identifying precancerous polyps

This work has been funded by NSF grant 2124316.

Fig. 1. CTC Platform: (a) Typical pipeline; (b) CTC compo-

nents: 2D CT slices, 3D model reconstruction and visualiza-

tions: Fly-In and Fly-Through.

before they progress into cancer and many CRC screening

methods are available today, see [4] for a comprehensive

list. These methods differ among them in terms of sensitiv-

ity, specificity, safety, invasivity, feasibility, and affordability

with colonoscopy being the gold standard for CRC screening

and adenoma identification.

Computed tomographic colonography (CTC) is a nonin-

vasive screening method that does not necessitate sedation

with good safety and ease of performance [5, 4]. CTC costs

less compared to colonoscopy and its disadvantages dimin-

ish compared to the risk of operation and hospitalization for

colonoscopy [6, 4]. Regarding the risk of radiation exposure,

CTC has a significant benefit-to-risk ratio [7, 4].

Our team has an extensive experience (e.g., [8, 9, 10]) in

developing CTC approaches. The CTC framework consists

of four-steps, as shown in Fig. 1-(a), starting from an abdom-
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Fig. 2. Examples of segmentation challenges due to inaccu-

rate position, thickened colonic folds, and other artifacts.

inal CT scan of a prepped patient. These steps are: 1) Image

segmentation to isolate the lumen from the rest of tissues in

the abdomen (e.g., the liver, lungs and small intestines, in ad-

dition to addressing uncertainties of CT acquisition); 2) 3D

model building to construct the colon, which also involves

extracting the centerline as a datum for visualization, and the

registration of supine and prone CTC scans; 3) Visualization

to present the lumen on radiology stations with details in 3D

and corresponding 2D CT, Fig. 1-(b), in addition to function-

alities for polyp editing; and 4) Analysis step which performs

polyp detection, classification and archiving, and preparation

of a full patient record.

The segmentation step is considered crucial in the afore-

mentioned pipeline since errors in this step will propagate to

the subsequent steps, moreover, the outcome of any subse-

quent step is indeed another representation of the information

contained in the segmented image obtained in this step. This

motivates us to focus on the segmentation step and enhance

its performance. Enhancing the segmentation should entail

performance gain in the subsequent steps.

Accurate segmentation of colons from abdomen CT scans

is a challenging task, e.g., Fig. 2, due to: 1) colons are highly

variable with asymmetric topology [11] and variable location

for different CT images [12]; 2) the presence of Hounsfield

intensity regions consisting of soft tissues, air regions which

are similar to others gas-filled organs (e.g., small intestine),

and high attenuation structures which are similar to bones;

and 3) imperfect preparation of the patient, e.g., the presence

of residual stool, lesions, which results in disconnected colon

segments. These challenges may confuse segmentation algo-

rithms and thus could hinder the accurate segmentation [12].

Colon segmentation approaches that have been reported

in the literature could be grouped into two main categories:

(1) classic segmentation approaches, which typically employ

techniques such as Markov Random Field model [8], edge

detection, region growing and division [13, 14, 10]; and (2)

deep learning (DL) approaches, see [15, 16, 17, 18] for more

details. Compared to classical techniques, DL approaches

achieve greater accuracy and often require less expert anal-

ysis and hand-crafted elements. DL approaches exploit the

available data to learn complicated high-level characteristics

that can be used for segmentation. On the other hand, classi-

cal approaches tend to focus on low-level traits that may not

be as helpful for segmentation. Although DL approaches are

successful segmentation tools, Jakob Wasserthal et al. [18],

who developed the state-of-the-art (SOTA) segmentation ap-

proach, Totalsegmentator, reported that the colon posed the

most significant challenges, with a failure rate of ∼ 35% of

cases. This failure primarily resulted from difficulties in ac-

curately segmenting small parts of the colon.

In this work, we exploit the success of deep learning

techniques in medical image segmentation and present a deep

learning approach for automatically segmenting the colon

from abdominal CT images. The primary contributions of

our work can be succinctly outlined as follows:

i Develop a novel 2D DL architecture that adeptly incor-

porates 3D contextual information, as shown in Fig. 3.

ii Use a custom loss function to accurately train the colon

segmentation model.

iii Create a densely-annotated dataset of 49 patients (98

scans; prone and supine) for colon segmentation.

2. PROPOSED APPROACH

In the medical imaging literature, the decision between em-

ploying two-dimensional (2D) and three-dimensional (3D)

deep learning models holds paramount importance. While

2D-based models adeptly handle individual CT images, of-

fering computational efficiency and adaptability to irregular

sampling, 3D models excel in capturing interslice context

at the cost of heightened computational demands due to an

expanded parameter space. It’s noteworthy that applying 3D

networks to process CT datasets may entail downsampling,

potentially compromising crucial information.

2.1. A 2D meta-architecture

Considering the delicate balance between computational effi-

ciency, model intricacy, and dataset requisites, we have cho-

sen 2D CNNs as the preferred approach for colon segmenta-

tion from CT abdominal images. This decision seeks to strike

a balance between computational practicality, segmentation

accuracy, and the preservation of essential details in CT scans.
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Fig. 3. Proposed Architecture: It consists of a Batch Sequence flatten block, a Mask Proposal Network, a Batch Sequence

Unflatten Block, a Mask Attention Block, and a Mask Refinement Network. The Mask Attention Block consists of a softmax

layer followed by a sequence softOR and a Hadamard product. Each of the Mask Proposal Network and the Mask Refinement

Network can be any of-the-shelf segmentation model.

Fig. 4. A meta-architecture consists of encoder and decoder. The encoder has a CNN-based backbone which generates multi-

resolution feature maps that are passed to the decoder via skip connections. The decoders fuses these features through upsam-

pling/deconvolution blocks to generate a final feature map. The segmentation head uses this feature map to generate a predicted

segmentation mask. During training, the custom dice uses the predicted and ground truth masks to update the network weights

via back propagation.

Numerous segmentation architectures have been pro-

posed, with the encoder-decoder architecture demonstrating

significant success in various segmentation tasks. Fig. 4 il-

lustrates an overview of the meta-architecture for a generic

segmentation model, which consists of an encoder and a de-

coder. The encoder has a CNN backbone which generates a

multi-resolution feature map from a given input image or im-

age sequence. These feature maps are passed to the decoder

via skip connections which use multiple upsampling blocks

that fuse the multi-scale features and generate a final feature

map. The final feature map is passed to the segmentation

head to generate a segmentation mask that matches the input

image resolution.

2.2. Proposed architecture

Most of the proposed segmentation architectures in the liter-

ature target 2D images in contrast to 3D image sequences.

While the colon can be segmented effectively utilizing only

information from 2D CT images, in this work, we introduce a

straightforward yet effective novel architecture that harnesses

the power currently available 2D state-of-the-art segmenta-

tion model, while efficiently incorporating 3D information.

The proposed approach is rooted in the idea that, rather than

designing a completely new architecture, we should leverage

established off-the-shelf building blocks and efficiently com-

bine them to address our specific problem. As shown in ex-

periments, this architecture can capture subtle issues that arise

when using only 2D information to segment the colon.

Figure 3 depicts our proposed architecture for colon seg-

mentation. It consists of main five blocks, a Batch-Sequence

Flatten (BSF) block, a Mask Proposal Network (MPN), a

Batch-Sequence Unflatten (BSU) block, a Mask Attention

(MA) block, and a Mask Refinement Network (MRN), and

two loss functions, with the Mask Attention block being the

most important one.

Bacth-Sequence Flatten (BSF) block: The proposed

model takes a batch of CT image sequences I , as an input,

with size N × K × C × H × W , where N,K,C,W,H are

the batch size, the sequence length, the number of channels,

the image width and the image height, respectively. The BSF

block converts this batch to another batch with an equivalent
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size of N ∗K to prepare it for the MPN.

Mask Proposal Network (MPN): The MPN accepts the

flattened batch and generates a batch of the corresponding

proposed masks which then is converted back to a batch of

mask sequences MS by the Batch-Sequence Unflatten block.

Mask Attention (MA) block: The MA block receives the

proposed mask sequences which are passed through a soft-

max layer for conversion from logits to probabilities. After

that, each mask sequence is converted to only one attention

mask corresponding to the middle image of the sequence. the

conversion is done by summing all masks per sequence pixel-

wise. This summation is similar to the logical OR operation

for binary images, we call it sequence soft-OR. At the same

time, the middle image from each sequence is sampled and

passed to the MA block where it is attended by its correspond-

ing attention mask using a Hadamard product to generate a

batch of attended images IA. The purpose of the mask atten-

tion block is to aggregate information from the neighborhood

of each CT image by giving higher weight to pixels proposed

by the MPN as being colon in this neighborhood. The moti-

vation behind this is that the anatomy of the human body does

not have abrupt changes within a small neighborhood around

each CT slice and thus if a pixel in the current CT slice is

colon it is most likely that this pixel will be colon within the

next or the previous few CT slices. The word few here is

reflected in the sequence length K > 0 which gives a neigh-

borhood of K/2 around the current sclice and is considered

a hyper-parameter of the model with K = 1 is equivalent to

segmentation using only 2D information.

Mask Refinement Network (MRN): Finally, the last

stage of the pipeline MRN accepts the attended batch of

CT images IA and produces its final corresponding batch of

segmentation masks. The MPN and the MRN can be any

off-the-shelf 2D-segmentation model.

One important thing to note is that this architecture is

totally 2D with a trick inside the mask attention block that

aggregates information from the neighborhood of the current

mask to generate a single attention mask for the current CT

slice. This approach is efficient in terms of model size and

computational cost compared to 3D CNNs and simple to train

compared to LSTM.

Finally, two separate loss functions are used, one to force

the MPN to propose accurate masks and the other to force the

MRN to generate accurate segmentation masks from the at-

tended images IA. The first loss compares the ground truth

segmentation masks with the proposed masks while the sec-

ond loss compares the ground truth masks with the final pre-

dicted masks.

2.3. Custom loss function

While most segmentation problems treat the objects to be seg-

mented as a whole, i.e. all the pixels belonging to a certain

class or object are treated as equally important, this should not

be the case for colon segmentation. The reason is that pixels

at the boundary of the colon are more important than pixels

at its interior since almost all colon’s interior is filled with air

which has a well-known Hounsfield value range, making it

easy to segment by simple thresholding. Thus, to force the

model to learn the intricate details of the colon boundary,

we designed a per-pixel weighted dice loss that gives more

weight to pixels near the boundaries of the colon (boundary

weight). For each CT image pixel, a weight is assigned based

on a weight map computed from each ground truth segmen-

tation mask corresponding to this slice, see Fig. 5-(a, b). The

purpose of this modification is to give more importance to

pixels near the boundary of the colon region in the loss calcu-

lation. This is often necessary in medical imaging tasks where

precise boundary detection is crucial. The loss function is de-

fined by

L(x, y, b) = α ·DiL(x, y) + (1− α) ·BL(x, b), (1)

where, x represents the predicted segmentation mask, y de-

notes the ground truth binary mask, b stands for the computed

boundary map, α is the boundary weight, a hyperparameter

controlling the trade-off between the dice loss, (DiL), and the

boundary loss, (BL), enabling the prioritization of boundary

pixels in the loss function to improve the precision of colon

boundary detection. The DiL is defined by

DiL = 1−
2
∑N

i=1 pigi
∑N

i=1 p
2
i +

∑N

i=1 g
2
i

, (2)

where pi ∈ [0, 1] signifies the probability for the i-th pixel

to be colon , and gi ∈ {0, 1} represents the ground truth for

the same pixel, and N represents the total number of pixels

[19]. Further, BL(x, b) = 1
N

∑N

i=1 bi · xi, where, N repre-

sents the total number of pixels, bi and xi are the values of

the boundary map and predicted segmentation mask at pixel

i, respectively. The boundary map b is calculated by find-

ing the minimum Euclidean distance from each pixel (i, j) to

any pixel on the boundary of the binary mask M . The dis-

tance transform assigns a higher value to pixels closer to the

boundary, and a lower value to pixels in the interior of the

binary mask. Where bi,j is the value in the boundary map at

position i, j, that is the value in the distance map at the same

position:

DM(M)i,j = min
(x,y)∈Boundary(M)

√

(i− x)2 + (j − y)2. (3)

3. EXPERIMENTS

We conduct a series of experiments to rigorously evaluate the

effectiveness of our proposed colon segmentation approach.

Two pivotal questions are addressed: 1) How can we assess

the performance of our model given that there is no stan-

dard benchmark for colon segmentation? 2) How should we

3215

Authorized licensed use limited to: University of Louisville. Downloaded on September 30,2024 at 20:12:51 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 5. An example of a CT slice (a) and its pixel-wise weight

map (b) that is generated from the ground truth to force the

network to learn the colon surface. An example of data aug-

mentation with elastic deformation (c) for the same CT slice.

choose the MPN and the MRN? Unfortunately, most of the

previous work, e.g., [12, 17] evaluated their models on either

a private dataset or a public dataset whose annotation is still

private. Given that in mind and to address the first question,

we will pick a base model against which we will assess our

model performance on our private dataset. Regarding the sec-

ond question, we should choose the MPN and MRN in a way

that allows a fair comparison with the base model. The goal

of the first experiment is to investigate which SOTA segmen-

tation architecture and backbone are optimum for the base

model. The second experiment objective is to show that our

proposed model can overcome the subtle issues encountered

by the base model and to make sure that the model generalizes

well over the whole dataset. Also, it’s important to highlight

that we conducted a comparative analysis by contrasting our

proposed method with the nnUNet [20] which is the SOTA

3D-based method for medical image segmentation.

Dataset: We conducted our experiments on a private

dataset provided by CTC experts from the University of Wis-

consin. This dataset comprises scans of 49 patients in both

supine and prone positions. Experts annotated the colon seg-

ments in these 98 CT scans. We normalized CT images with

µ = 841.78 and σ = 1508.98 before being fed into the model

for training or validation, where µ and σ are the mean and

standard deviation, respectively, of the raw Hounsfield values

over the whole dataset, which is available upon request.

Base Model: Among the encoder-decoder architectures

proposed in the literature, see [21] for a detailed review,

UNet [22], UNet++ [23], Linknet [24], FPN [25], PSPNet

[26], PAN [27], DeepLabV3 [28], and DeepLabV3+ [29]

are considered the most successful ones. The brute force

experimentation with all of these models to pick the most

accurate base model is not feasible. However, UNet++ and

DeepLabV3+ are updated versions of UNet and DeepLabV3,

respectively, and thus perform better. PSPNet and FPN per-

form poorly compared to all other models, especially PSPNet

performs badly for detecting small objects and producing

accurate pixel-level masks. So, we will not experiment

with these specific two models. Taking this into account,

we are only left with four models, i.e., UNet++, Linknet,

PAN, DeepLabV3+. There are hundreds of available back-

bones that can be used with these selected four segmentation

models and experimenting with all these variants is almost

impossible. To tackle this problem, we will take the number

of encoder parameters as the criteria for choosing backbones.

This criterion is valid because as the number of parameters

increases the model capacity increases and this gives the

model the ability to learn complex tasks such as colon seg-

mentation. Conducting a series of experiments with different

architectures and backbones, Table 2, shows that Unet++

with resnest269e backbone gives the best performance for the

base model. Now for fair comparison, we utilized Unet++

with resnest269e backbone for the MPN and Unet++ with

resnest26d backbone for the MRN. The reason we picked a

smaller backbone for the MRN is that its task is much easier

since the heavy work has already been done by the MPN.

Evaluation: In the second experiment, we conducted

a patient-independent 7-fold cross-validation for the base

model with resnest269e encoder and UNet++ decoder as well

as our proposed model. To enrich the training dataset, we

incorporate deformable augmentations e.g., Fig. 5-(c), which

is an appropriate augmentation in case of soft organs like

colon. The total size of the dataset is 42,609 CT images;

divided into 42 patients/ 7 patients on average 36,469/6140

images respectively for training/validation in every fold. Ta-

ble 1 indicates the validation metrics for the base model

compared to the proposed model. We employed different

well-known metrics [30] such as the dice coefficient, Jaccard

Coefficient, and Hausdorff Distance. These metrics quantify

the pixel-wise agreement between the predicted and ground

truth segmentation [31]. Additionally, we incorporated the

average inference time per scan for each model as a trade-off

consideration.

Due to computational burden, the 3D network was eval-

uated using low-resolution images. However, the 2D-based

proposed model performs as accurately as the 3D network

(Fig.6-e) without the need to downscale the images. Despite

this, the base model encountered some subtle limitations, as

depicted in Fig.6-c. The C-LSTM model exhibited the worst

performance (shown in Fig.6-d), almost missing most details.

In contrast, the proposed model managed to address these lim-

itations effectively, as illustrated in Fig.6-f.

The primary challenge in traditional encoder-decoder net-

works lies in their inability to incorporate temporal informa-

tion in a sequence of images such as colon CT scan. There-

fore, we explore the fusion of C-LSTM with UNet by replac-

ing the convolutional layers in the encoder section with C-

LSTM layers, as described in [32]. However, its performance

is still lower than the proposed approach, as shown in Table 1,

because it has a larger number of parameters that should be

optimized and this hinders the network learning especially for

long and high-resolution image sequences.

Technical and Implementation details: To train all

models, an AdamW optimizer [33] is used with an initial
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Table 1. Evaluation of volume segmentations for nnUNet, Base Model (UNet++/resnest269e), C-LSTM, and the proposed

model using the metrics reported in [30]. The dataset size for train/val: 29,430/7,786. INFTIME stands for average inference

time per scan.

Model DICE JACRD bAVD KAPPA ICCORR MUTINF SNSVTY SPCFTY INFTIME

nnUNet [20]∗ 98.79% 97.61% 0.0133 98.73% 98.79% 25.78% 98.85% 99.94% 7 min

Base Model 97.44% 95.75% 0.3136 97.39% 97.47% 22.72% 98.01% 99.89% 6 min

C-LSTM 89.16% 80.68% 0.39 88.62% 91.10% 21.30% 96.38% 99.08% 10 min

Ours 98.76% 97.60% 0.03 98.70% 98.76% 22.90% 98.60% 99.90% 5 min
∗ Due to computation burden, it was evaluated on half the resolution.

Table 2. Validation Dice and JACRD Scores for Multiple Ar-

chitectures with Different Backbones.
Architecture/Backbone Val. Dice Score JACRD

PAN/resnest269e 97.1% 95.46%

DeepLabV3+/resnest269e 97.35% 95.74%

Linknet/resnest269e 97.36% 95.96%

UNet++/resnest269e 97.44% 95.75%

learning rate set to 10−4, and a weight decay of 3−2. More-

over, A cosine annealing learning rate [34] is used with Tmax

is set to the number of batches per epoch. All models are

trained with batch size equal to 8, and image size 512 × 512
except the C-LSTM-based network is trained with image size

128 × 128. Moreover, we start training with a pre-trained

model from PyTorch Segmentation Models Library [35]. All

the training was performed on Nvidia TITAN RTX 24 Gb.

Discussion: From the conducted experiments, we can

conclude that, with a suitable loss function and appropriate

data augmentation, colon segmentation can be done in 2D

quiet efficiently using the existing off-the-shelf segmenta-

tion models and backbones, specifically using UNet++ with

resnest269e as a backbone. However, the best performing

model did miss some tiny details in the colon in some CT

images (see Fig. 6), which could be reflected in colon 3D

reconstruction. We also noted that the proposed model did

succeed to get the missed parts in some of the neighboring

slice. This suggests that incorporating 3D information via

efficient 3D convolution e.g., [36] may address this limita-

tion. One important rule to note is that splitting data between

training and validation should be done per patient, i.e. no

CT images from the same patient contribute to the training

and validation dataset at the same experiment. This is critical

since each two successive CT images of the same patient

almost have the same information, and accordingly, when we

violated this rule, we got a validation dice score of 99.4%.

4. CONCLUSIONS

In this study, we introduced a novel architecture for colon seg-

mentation in 3D medical imaging, seamlessly blending the

capabilities of established 2D state-of-the-art segmentation

models with efficient 3D integration. Extensive experiments

Fig. 6. Example for models limitations. (a) Original CT im-

ages, (b) Ground truth labels, and predicted labels for Base

Model (c), C-LSTM (d), nnNUNet (e), as well as Ours (f).

Green circles indicate challenging regions that may be missed

by a model. Both 3D-based approach nnUNet (e) and our 2D-

based approach (f) successfully capture these regions.

on a manually annotated private dataset of 98 scans, en-

compassing both prone and supine positions, highlight the

high performance of the proposed approach. We built on the

UNet++ model with the resnest269e backbone, which out-

performs other encoder-decoder architectures. Moreover, our

proposed model exhibits a unique proficiency in restoring in-

tricate details of the colon, challenging to be captured by the

base model. This precision advancement holds great promise

for downstream applications, particularly in 3D reconstruc-

tion. In contrast, alternative techniques like Convolutional

Long Short-Term Memory (C-LSTM) proved demanding in

training time and failed to deliver commensurate improve-

ments. The incorporation of a custom loss function, empha-

sizing critical features like colon boundaries, further elevates

our model’s performance. Overall, our proposed method

shows promising results, providing a robust foundation for

future applications in clinical settings.
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