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Abstract
Software engineers develop, fine-tune, anddeploydeep learning (DL)
models using a variety of development frameworks and runtime en-
vironments. DLmodel convertersmove models between frameworks
and to runtime environments. Conversion errors compromisemodel
quality and disrupt deployment. However, the failure characteristics
of DLmodel converters are unknown, adding risk when using DL
interoperability technologies.

This paper analyzes failures in DLmodel converters. We survey
software engineers about DL interoperability tools, use cases, and
pain points (N=92). Then, we characterize failures in model convert-
ers associated with the main interoperability tool, ONNX (N=200
issues in PyTorch and TensorFlow). Finally, we formulate and test
two hypotheses about structural causes for the failures we studied.
Wefind that thenode conversion stage of amodel converter accounts
for ∼75% of the defects, and that 33% of reported failure are related
to semantically incorrect models. The cause of semantically incor-
rect models is elusive, but models with behaviour inconsistencies
share operator sequences. Our results motivate future research on
making DL interoperability software simpler to maintain, extend,
and validate. Research into behavioural tolerances and architectural
coverage metrics could be fruitful.

CCS Concepts
• General and reference → Empirical studies; • Computing
methodologies→Machine learning; • Software and its engi-
neering→ Software verification and validation.
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1 Introduction
Deep Learning (DL) achieves state-of-the-art performance in many
domains [27, 38]. Software engineers engage in many activities for
deep learning, including developing, re-using, fine-tuning, and de-
ploying DLmodels [4, 30, 33, 34]. They use tools at each stage: DL
frameworks fordevelopment (e.g.,PyTorch [56]);DLmodel registries
for re-use (e.g.,HuggingFace [18]), andDL compilers for deployment
platforms (e.g., TVM [11]). Preferably, these tools would be interop-
erable, so that DL models can move seamlessly from one to another.
Model conversion errors disrupt engineering workflows or compro-
mise the resulting models [55]. High-quality model converters are
crucial to the deep learning ecosystem.

Researchers have characterized failures in most of the DL ecosys-
tem, but not in model converters. As depicted in Figure 1, previous
works have considered DL development frameworks [32, 45, 46, 58,
65] and DL deployment compilers and runtimes [29, 63]. In con-
trast, prior research on DL model converters is limited to measuring
conversions of 5 DLmodels [55]. We lack systematic knowledge of
failure symptoms, causes, and patterns in DLmodel converters.

In this work, we analyze failures of DLmodel converters. We first
survey software engineers (N=92), focusing on their experiences
with DL interoperability tools, their use cases, and failure modes
encountered. Thenwe analyze failures inDLmodel converters to the
ONNX IR (OpenNeuralNetwork eXchange’s Intermediate Represen-
tation), themostprominent interoperability target forDLmodels.We
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Figure 1: Paths from model development to deployment
on hardware. Model interoperability facilitates reuse across
frameworks and deployment environments [15]. A repre-
sentsmodel conversion to a common intermediary. B repre-
sents compilation. C representsmodel deployment. D repre-
sentsmodel conversion to a framework.

sample 200 closed GitHub issues (100 per converter) and determine
failure symptoms, causes, and locations. Finally, we examine two
possible root causes of model converter failures, testing hypotheses
about specification updates and model types.

Our survey results show that ONNX is the most popular inter-
operability tool. It is primarily utilized for model deployment and
framework conversion, with crashes and performance degradation
being the most reported problems. Our failure analysis found that:
common symptoms are crashes and incorrect model behaviors; com-
mon causes are incompatibility and type problems; and these issues
tend to occur in a converter’s graph translation and graph opti-
mization components. Most results were consistent between both
systems examined as well as with prior studies. Finally, in our root-
cause examination ofwhy converters fail, we describe somemodel
characteristics that are correlated with converter failures.
Our contributions are:

• We survey 92 engineers and report common interoperability
tools, use-cases, and pain point (§4).

• We analyze failures in two DLmodel converters: PyTorch and
TensorFlow into ONNX. We taxonomize and measure the dis-
tribution of failure symptoms, causes, and locations (§5).

• We find that defective converter behavior is correlated with un-
usual models, but not with changes in the ONNX specification
nor with the use of individual model layers or sequences (§6).

Significance for software engineering: DL interoperability tools,
especially model converters, underpin many deployment pipelines.
We conducted the first systematic study of DL interoperability tools
and model converters through a user survey and failure analysis.
Understanding how andwhy these tools fail will help software en-
gineers make informed judgments about their robustness.

2 Background and RelatedWork
Herewe define DLmodel converters via the concept of interoperabil-
ity, and discuss prior failure studies of DL ecosystem components.

Table 1: Stages of a DL model converter to the ONNX in-
termediate representation, based on torch.onnx, tf2onnx, and
mxnet.onnx.

Component Definition
LoadModel Framework representation→ONNX graph. Tracing used

for dynamic graphs (e.g., PyTorch).
Node conversion Graph nodes replaced by ONNX equivalents.
Optimization Nodes (e.g., operator fusion), dataflows (e.g.,DCE).
Export Model serialized into protocol buffer (protobuf).
Validate Syntactic checks (compliance with spec) and semantic

checks (behavioral changes).

Figure 2: PyTorch model converted to ONNX Intermediate
Representation. The PyTorchmodel calculates the per-row
maximumusing torch.max. In ONNX, this uses the operators
ArgMax plus ReduceMax.

2.1 DLModel Conversion as Interoperability
In the context of DL, interoperability focuses on model reuse and
is defined as the ability of DL software to exchange DL models (i.e.,
deep neural networks/DNNs) [44]. Wegner describes two patterns
for interoperability: creating pairwise mappings between systems;
and introducing a common intermediary understood by all partici-
pants [69]. These patterns are illustrated in Figure 1 in the context
of DL. The two patterns trade-off customizability for scalability.

Two kinds of DL systems interoperate on DLmodels: frameworks
for DL model development, and runtimes for DL model deployment.
In the downward path of Figure 1, pairwise mappings occur in DL
compilers such as TVM [11], which map from framework represen-
tations into internal compiler representations for each supported
framework. Along the rightward path, common intermediaries such
as ONNX [1] andMMDnn [44] give standard representations for DL
models. In this pattern, each framework and runtime has a one- or
two-way adapter to the common intermediary.
DLModel Converters:Model converters fill a purpose similar to
compiler front-ends [42]. They transform a model from a DL frame-
work into a high-level IR representing themodel’s computations and
control flow. Graph-level optimizations are applied before further
conversion to a low-level IR for hardware optimization and code
generation. Table 1 summarizes a typical design.

Figure 2 illustrates a model converted from PyTorch to ONNX.
Conversion is challenging, as noted by AirBus [25, 54] and oth-
ers [13], because it maps between graphs expressed with different
operators and different semantics. Model conversion can produce
models that are incompatible with runtimes or have different be-
haviours. For a compatibility issue, in PyTorch #78721 a converted
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ONNXmodel had a type mismatch [66]. For a behavioral issue, in
PyTorch #74732 a converted ONNXmodel’s prediction changed [73].

After conversion to an IR, models can be rendered back to DL
frameworks or deployed to hardware. Framework-to-framework
conversion can bypass issues in model reengineering [33]. Deploy-
ment from an IR allowsDL runtimes to optimize against the IR rather
than the many DL frameworks.

2.2 Failure Studies of DL Components
Softwareengineering failures informdevelopmentandmaintenance[5,
6, 57]. Previous failure analyses of DL interoperability software fo-
cused on the “Development” and “Runtime” components of Figure 1.
Chen et al. studied 800 defects from 4 DL frameworks to obtain
testing guidelines [45]. Shen et al. studied DL compiler defects [63],
and others have tested DL compilers [43, 72]. Some of this work has
incidentally examined interoperability failures [43, 52]; for example,
Shen et al.’s study of DL compilers included “front ends” offering
interoperability through pairwise (DL framework specific) and com-
mon intermediary (ONNX) model loaders [63];

The two prior failure studies of DL model converters focused
on testing and fault localization. Openja et al. converted 5 popular
DL models [55]. They considered only the current state of model
converters, not past failures. Louloudakis et al. studied behavioral is-
sues resulting from framework-to-framework conversion [47]. They
found failures in 10 out of 36 conversions. They created a fault lo-
calization and repair pipeline to localize and fix discrepancies [48].

In light of this literature, the main contribution of our work is
the first systematic analysis of failures in DLmodel converters. As
a conceptual contribution, we frame DLmodel converters as a class
of interoperability software. We consider how andwhy they fail.

3 Research Questions & Study Design
Figure 3 shows our RQs (§3.1) and study design (§3.2), detailed next.

3.1 Research Questions
Wesummarize the relatedwork in §2 as follows: TheDL ecosystem is
growingmore complex (§2.1), motivating a shift to common interme-
diaries such as ONNX. Analyzing failures in this emerging pattern
will inform ecosystem participants of risks and opportunities for
improvement. Prior work examined failures in DL frameworks and
runtimes, but has paid little attention to interoperability (§2.2).

Failure Analysis (RQ2)
Symptoms, causes, locations

Hypothesis Testing (RQ3 - RQ4)
Opset, model type

# Real models: 1,605

# Synthetic models: 3,544

tf2onnx
# failures

100/242 sampled

torch.onnx 
# failures

100/327 sampled

Interoperability
Study (RQ1)

# Survey Participants: 92

Which tool to study?

Interop. Tools

What scenario to study?

Use Cases

Does real failures match?
What failure to measure?

Failure Modes

Figure 3: Goal, research questions,methods, and data sources.

Our study fills this knowledge gap by analyzing failures in DL
interoperability software. We specifically focus on ONNX, the lead-
ing DL interoperability framework. Our research proceeds in three
themes: (1) why and how engineers use interoperability tools; (2) a
failure analysis of themost popular interoperability tool; and (3) eval-
uating hypotheses about the root causes of failures.
Theme 1: Interoperability User Survey (§4)
RQ1 How and why do engineers use interoperability tools?
Theme 2: Failure Analysis (§5)
RQ2 What are the failure characteristics in DL interoperability

software — symptoms, causes, and locations?
Theme 3: Hypotheses on ONNX Failure Causes (§6)
RQ3 Does ONNX evolution affect converter failure rates?
RQ4 Domodel types affect converter failure rates?

3.2 Study Design
Figure 3 relates research questions tomethods. For RQ1weuse a user
survey (§4). The survey results inform the remainder of the work.
For RQ2 (§5) andRQ3-4 (§6)we applymethods frommining software
repositories and software testing. We analyze GitHub issues (RQ2),
correlate issue frequency to ONNX versions (RQ3), and evaluate
ONNX on a range of model types (RQ4).

4 Theme 1: Interoperability Study
To understand the use of DL interoperability, we surveyed DL prac-
titioners on DL development and deployment practices. We selected
the survey methodology to gather insights across diverse practices
and experiences [16]. Our method is given in §4.1, results in §4.2.

4.1 Methodology
4.1.1 Instrument Design. We followed Kitchenham & Pfleeger’s
guidelines to develop our survey instrument [39]. Table 2 illustrates
the result. We asked general questions about DL interoperability,
and specific questions about ONNX (interview data [62] and GitHub
suggest it is most popular). We removed some demographic ques-
tions after the pilot study (e.g., ML/SE expertise, organization types)
to reduce survey time in order to increase response rates, as is rec-
ommended by survey guidelines such as [26]. The pruning removed
both demographic and technical questions, and reduced the survey
time from 15-20minutes (withwhichwe had a 1% response rate from
130 initial invitations) to 5-8 minutes (yielding a 4% response rate
from subsequent invitations). Wemade sure that we did not prune
too far, so that the collected demographic data (reported in Table
3) is consistent with prior empirical software engineering works
such as [17, 34, 51]. We iterated internally, piloting with 3 external
participants to check instrument clarity.

We sent the survey out in batches to allow for iteration. We ex-
amined the results halfway to determine whether the instrument
aligned with a larger sample of users’ behavior. We observed an
unexpectedly high incidence of one use case, and so in the second
half we added an open-ended question to clarify this use case.

4.1.2 Population and Sampling. With approval from our Institu-
tional Review Board (IRB), survey respondents were recruited from
Hugging Face users. The Hugging Face ecosystem is the primary
location for deep neural network-based model development and re-
use [34, 36], so its users are a suitable population for questions about
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Table 2: Survey excerpt. *Shown to secondhalf of participants.

Topic Example questions
Demographics (1) How long have you worked onML/DL projects? (2)

What deployment environments are targeted?
Interoperability
tool usage

(1) What do you consider when choosing between de-
ploying fromaDL framework vs. via a tool likeONNX?
(2) Do you use ONNX as part of your model develop-
ment and deployment process?

Use cases (1) Forwhat purpose do you use interoperability tools?
(2*) If you use ONNX for framework-to-framework
conversion, please describe your use case further?

Failure modes
(ONNX-
specific)

(1) Do you commonly encounter problemswhile work-
ing with ONNX models? (2) If you encounter such
problems, how do you address them?

DL interoperability tools. To increase the likelihood of responses
from experienced software engineers, we collected email addresses
from users with PRO accounts (i.e., paid), and from accounts in orga-
nizations marked as company, community, and non-profit (excluding
types such as education). Participants received $10 gift cards.

We targeted a confidence level of 90% with a 10% margin of er-
ror. With an estimated Hugging Face user population of 1.2 mil-
lion [22, 24], a sample size of 69 respondents was needed. We sent
out surveys in batches until reaching our desired sample size. In total,
we distributed our survey to 228 PRO users and 1,985 organization
members. We received a total of 92 valid responses (4% response
rate). All questions were optional to improve the response rate, so
we do not have responses from all subjects on all questions.

Table 3 shows respondent demographic information.

Table 3: Participant demographics (N=92 but 3 skipped this).

Kind Distribution of Responses
ML experience <1 yr. (8) ; 1-2 yr. (17) ; 3-5 yr. (32) ; >5 yr. (32)
SE experience <1 yr. (4) ; 1-2 yr. (12) ; 3-5 yr. (20) ; >5 yr. (53)
Org. size Small, < 50 employees (48) ; Medium, < 250 employ-

ees (17) ; Large, >250 employees (24)
Deployment
environment

Web application (59) ; Cloud anddata center (52) ;Desk-
top application (19) ; Mobile (14) ; IoT/embedded sys-
tems (14) ; Other (4)

4.1.3 Analysis. Most questionswere closed-ended (multiple-choice,
checkbox). Qualitative analysis was needed for 3 open-ended ques-
tions, about use cases, model deployments, and interoperability
problems. Two authors reviewed the data and agreed that the re-
sponses to these questions were short and did not involve much
subjectivity. Therefore, all data were analyzed by one author.

4.2 RQ1: Engineers and Interoperability Tools

Finding 1.ONNX is the most popular interoperability tool, used
by approximately 42% of respondents.Meanwhile, 41% of respon-
dents do not use interoperability tools.
Finding 2. Model deployment and framework-to-framework
conversion are the primary use cases for interoperability tools,
both used by over half of the interoperability-using respondents.
Finding 3.Many respondents (59%) encounter ONNX problems.
Crashes and performance differences are the most common fail-
ure modes. Each was encountered by ∼35% of respondents.

4.2.1 Interoperability Tool Usage. The majority of respondents uti-
lized thePyTorchorTensorFlow frameworks formodel development.
Most of the respondents utilized PyTorch (89%). TensorFlow is the
second most used framework (37%). JAX, MLX, and other frame-
works made up 20% responses. The data show that the respondents
often use multiple frameworks or have moved from one framework
to another (e.g.,moving from TensorFlow to PyTorch), perhaps mo-
tivating their use of interoperability tools.

Approximately 42% (39/92) of respondents reported using ONNX.
Only15respondentsusedother interoperability tools suchasMMdnn
and NNEF. The rest (41%) do not use interoperability tools. In our
survey, although we did not gather extensive data on participants’
specific roles, insights from their deployment considerations sug-
gest they are primarily model developers. They either lack model
deployment responsibilities or deploy the models directly.

4.2.2 Use Cases. Interoperability tools are used equally to inter-
operate between frameworks and to deploy models. 69% (37/54) of
respondents report using model conversion for deployment of DL
models.Whereas 52% (28/54) of respondents reportusing framework-
to-framework conversion (e.g., PyTorch to TensorFlow).

For the respondentswhouse interoperability tools for framework-
to-framework conversion, most of them use the tools to “integrate
the models in non-Python code”. For example, one respondent wants
to “interactwith the baseCUDA system”. Another respondent “exports
[pre-trainedmodels] to ONNX for import into Axon, an Elixir/Nx based
DL framework that often [lacks] native pre-trained models”.

Table 4 presents the deployment considerations of practitioners
when using interoperability tools. Many practitioners report deploy-
ing directly from frameworks when they want easy deployment or
expect to update models often. The broader organization’s practices
mayplay a role: “if I have control over the entire training to deployment
pipeline, it is easier to use PyTorch exports”.

Table 4: Induced themes formodel deployment consideration
when using interoperability tools, such as ONNX. Based on
code-able responses from 32 participants.

Theme # Participants (%)
Simplicity 8 / 32 (25%)
Deployment requirements 7 / 32 (22%)
Inference speed 5 / 32 (16%)
Portability 5 / 32 (16%)
Other (e.g.,maintenance, stability) 2 / 32 (6%)
Deploy directly from the DL frameworks 13 / 32 (35%)
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Interoperability tools are preferred when respondents care about
performance gains, portability, language compatibility, or if they
require exotic configurations. Examples were: “[PyTorch in browser
is] too big”, and “[ONNX offers] portability over performance”.

4.2.3 Failure Modes. We ask practitioners about their experiences
using ONNX. 59% (32/54) of practitioners report encountering prob-
lems when using ONNX, while 41% (22/54) report that they do not
commonly encounter problems with ONNXmodels. Crashes (19/32,
59%) and performance differences (19/32, 59%) are the most promi-
nent. Often models do not convert, or there are performance differ-
ences between the original and converted models. There are also
some other problems (6/32, 19%) mentioned by the respondents. Ex-
amples included “ONNX doesn’t support Fourier layers” and “driver
problems during...deployment on user machines”.

Table 5 presents practitioners’ strategies for resolving issues with
the ONNX converter. Many (44%) turn to community resources, in-
cluding GitHub issues and Stack Overflow posts, for help. One-third
(31%) verify the conversion process through testing, while 19% ex-
plore solutions by changing ONNX versions. Some had experienced
no good solution, resolving ONNX issues “case-by-case”.

Table 5: Induced themes for strategies to addressONNX issues.
Based on code-able responses from 16 participants.

Theme # Participants (%)
Seeking help from the community 7 / 16 (44%)
Test with executions 5 / 16 (31%)
Version changes 3 / 16 (19%)
Other (i.e., documentation, config) 3 / 16 (19%)

5 Theme 2: Failure Analysis (of ONNX)
The second theme of this work is a failure analysis of deep learning
interoperability software, specifically, deep learning model convert-
ers. We apply the method of Failure Analysis [5, 6, 40, 57], which
characterizes and reports the distributions of past failures to revise
engineering methodologies and prioritize research targets.

Many model converters have been proposed, but our survey data
show which converters are of practical interest (§4.2.1): those for
the ONNX framework (∼half of respondents use it); and specifically
those associated with the PyTorch and TensorFlowmodel develop-
ment frameworks (the two most common).
AboutONNX: TheONNX (OpenNeuralNetwork eXchange) spec-
ification provides a common representation that DL frameworks
and runtimes use to represent DL models [53]. The ONNX specifica-
tion has three main components: (1) A definition of a computational
graph; (2) definitions of standard data types; and (3) definitions
of built-in operators such as ArgMax [53]. The ONNX specification
changes regularly to keep up with DL framework evolution [64].
These changes consist of adding new types and operators, and updat-
ing the behavior of existing operators. These changes are versioned
within operator sets. As of 2023 there have been 18 operator sets,
totaling 149 additions and 217 updates to the available operators.

5.1 Methodology
5.1.1 Data Selection. Figure 4 depicts our data selection method.
We describe the five main stages and rationales next.

Figure 4: Filtering of issues for each repository studied. Filters
are using GitHub search predicates. Commit/PR filters are
applied to issue timeline events. Data were collected on Jan. 6,
2023. 100 issues per repository were analyzed.

Table 6: Popularity and data availability of ONNX convert-
ers. Framework→ONNX converters (top) have notablymore
activity than ONNX→Framework converters (bottom). *:
torch.onnx is a component in the PyTorch repository, so stars
are skewed. PyTorch issues are filtered for those in the con-
verter. Data fromApril 11, 2024. Parenthesized numbers are
issues at time of data collection (July 7, 2023).

Project Input Stars Forks Closed Issues
torch.onnx PyTorch, Caffe2 *77,429 20,938 *1,286 (959)
tf2onnx TensorFlow, Keras 2,200 425 848 (792)

Paddle2ONNX PaddlePaddle 637 145 192
sklearn-onnx Sci-kit Learn 506 94 328
onnx2torch ONNX 370 35 32
onnx-tf ONNX 291 25 129

onnx-coreml ONNX 385 79 archived

(1) Repositories: For the reasons noted above, we studied the DL
model converters from PyTorch and TensorFlow into the ONNX IR
(torch.onnx and tf2onnx, respectively). We note that among ONNX
model converters, those for PyTorch and TensorFlow have the most
failure data available on GitHub (Table 6).

Using the PyTorch and TensorFlow converters covers two rele-
vant differences within DL and interoperability. Within DL, these
converters include both common representations of computational
graphs: static (TensorFlow) and dynamic (PyTorch) [8, 31]. Within
interoperability, these converters include both kinds of converter
owners. Converters are naturally owned either by the upstream
producer of the data or the downstream consumer of the data. In
our case, torch.onnx gives an example of upstream ownership (it is
owned by the PyTorch engineers), while tf2onnx gives an example
of downstream ownership (it is owned by the ONNX engineers).
(2) Filters for Relevance:We follow prior work [10, 23, 61], and
study closed issues because these issues typically contain greater
information about failure causes and symptoms. For each repository,
we collected closed GitHub issues related to ONNX conversion. For
torch.onnx, the PyTorch repository marks ONNX converter issues
with the labelmodule: onnx. We collect all closed issues with this
label, yielding the search filter: is:issue label:“module: onnx” is:closed.
For tf2onnx, all issues are relevant. We remove issues labeled “pend-
ing onuser response” and “question” because these issuesmaynot be
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failures. This yields in 959 issues in torch.onnx (from 20,782 issues,
not all ONNX-related) and 649 issues in tf2onnx (from 792 issues).
(3) Filters for Data Availability: Following prior work [23, 32],

we subsequently filtered for GitHub issues that contained enough
information for failure analysis. We filter issues for sufficient infor-
mation (e.g., the issue is resolved with a commit and pull request).
This filtering is conducted upon the timeline events for each GitHub
issue and the filtering criteria are given in Figure 4. This filter yields
327 issues in torch.onnx and 242 issues in tf2onnx.
(4) Filter Validation:We piloted filters to ensure they captured
relevant issues (recall) but not irrelevant issues (precision).We hand-
labelled 50 issues per repository prior to filtering, applied the filter,
and measured recall and precision. If recall and precision ≥0.8we
consider our filter to acceptably balance manual work against bias.
For torch.onnx, we measured recall of 0.81 and precision of 0.94. For
tf2onnx, we measured recall of 0.82 and precision of 0.93.
(5) Sampling:Given the similarnumberof issuesafterfiltering (Fig-
ure 4), we randomly sampled and analyzed 100 issues per repository,
or roughly one-third of relevant issues. This quantity is comparable
to the proportion (∼44%) analyzed in prior work [63].

5.1.2 DataAnalysis. Wedescribe converter failures in 3 dimensions:
location, symptoms, and causes.

Location:Wemap failures to the converter stages in Table 1: Load
Model, Node Convert, Optimization, Export, and Validate.

Symptoms&Causes:We adapted taxonomies from Shen et al. [63],
the closest relatedwork, as discussed in §2.2. Conceptually, we chose
to reuse deep learning compiler taxonomies due to the expected
similarity between compiler front-ends and converters. This choice
also follows the recent advice ofAmusuo et al., who called for greater
reuse of taxonomies in failure analysis research, where feasible [5].
To assesswhether the taxonomies are applicable to converters,we tri-
aled the taxonomies on a sample of 30 randomly chosen issues from
each repository. Two researchers classified symptoms and causes.
Computing inter-rater reliability via the Kappa coefficient [12], we
found 𝜅=0.90 (causes) and 𝜅=0.95 (symptoms), i.e., “strong agree-
ment” [49] for both taxonomies.

The taxonomywe used for symptoms is: crash, wrongmodel, bad
performance, build failure, and unknown/other. In a crash, conver-
sion errors out. Awrong model is syntactically sound but semanti-
cally incorrect. Bad performance indicates unexpectedly high time
or memory cost, e.g.,worse than on a previous version. Build failure
means the user could not install the converter.

The taxonomy of failure causes is more complex — see Table 7.
Interrater Agreement: In our pilot study of applying Shen et al.’s
taxonomies, we observed strong agreement between raters. There-
fore, we relied on a single rating (one rater analyzing all issues) of
the 200 sampled issues. To assess the risk of taxonomic drift [70], a
second rater analyzed one tranche of randomly selected failures. In
those 20 samples, the two raters had perfect agreement/𝜅=1.0. We
conclude the single-rater analysis was sound.

Table 7: Taxonomy of failure causes, adapted from [63], with
concise definitions. Italics and Strikeout indicate changed or
deleted wording, respectively. Bold indicates additions.

Cause Definition

Incompatibility - Internal API compatib. issues in model converters.
Incompatibility - External Compatibility issues with third-party li-

braries (e.g., ONNX, TensorFlow).
Type Problem - Node Issues related to atomic DL operators in

model conversion.
Type Problem - Tensor Issues related to the types of tensors.
Type Problem - Conventional Issues with types of conventional variables

in software systems.
Tensor Shape Problem Input/output tensor shape issues.
Alg. Error - Optimization Error Issues in model converter optimizations.
Alg. Error - Tracing Issue Issues tracing dynamic models in computa-

tional graphs.
Alg. Error - Non-optim. Code Logic Bugs outside DL compiler optimizations.
Testing Test errors, incl. flaky or missing tests.

5.2 RQ2: The Characteristics of Failures

Finding 4. Location: Most failures are in Node Conversion (74%).
Finding 5. Symptom: Themost common symptoms in DLmodel
converters are Crash (56%) andWrong Model (33%).
Finding 6. Causes: Crashes are largely due to Incompatibilities
andType Problems.Wrongmodels are largely due toType Problems
andAlgorithmic Errors.

5.2.1 Failure Locations. tf2onnx and torch.onnx have similar failure
locationdistributions (Table8).Themostcommonlocationof failures
is the Node Conversion stage: 148/200 failures occur in this stage,
with a similar proportion in tf2onnx (70%) and torch.onnx (78%). The
Graph Optimization stage is the second most common location of
failures, with 19 in total. The distribution of failures in this stage
differs between converters, with ∼3x more in tf2onnx.

Table 8: Failure locations (cf. Table 1). Themajority of failures
occur duringNode Conversion in each ONNX converter.

Location TF PT Total
LoadModel 5 6 11 (6%)
Node Conversion 70 78 148 (74%)
(Graph) Optimization 14 5 19 (10%)
Export (Protobuf) 1 0 1 (1%)
Validation 0 3 3 (2%)
(Not Distinguishable) 10 8 18 (9%)
Total 100 100 200 (100%)

5.2.2 Failure Symptoms. The distributions of symptoms for both
tf2onnx and PyTorch are similar — see Table 9. The most common
failure symptoms are Crash andWrong Model, comprising ≥85% of
failures in each converter. The Bad Performance and Build Failure
make up around 5% of failure symptoms.

Our results show the similarity of the failure symptom distribu-
tion between DL model converters (our work) and DL compilers
(Shen et al. [63]). In the last two columns of Table 9, we see the Crash
and Wrong Model symptoms make up the majority of symptoms
across both DL converters and DL compiler front-ends. TheWrong
Model and Crash symptoms appear characteristic of interoperability
in this context, regardless of implementation.
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Table 9: Distribution of symptoms. TF : tf2onnx. PT : torch.onnx.
DL Comp.: Symptoms of DL compiler failures in compiler
front-ends, per Shen et al. [63]. Percentages are rounded.

Symptom TF PT Total DL Comp. [63]
Crash 50 62 112 (56%) 226 (63%)
WrongModel 35 30 65 (33%) 100 (28%)
Build Failure 3 2 5 (3%) 3 (1%)
Bad Performance 2 1 3 (2%) 6 (2%)
Hang 0 0 0 (0%) 4 (1%)
Unreported 10 5 15 (8%) 20 (6%)
Total 100 100 200 (100%) 359 (100%)

Table 10: Joint distribution of primary causes and symptoms.
The majority of Crashes result from Incompatibilities and
Type Problems.Algorithmic Errors that result inWrongMod-
els occur more often in tf2onnx. The top-5 causes in terms
of frequency are shown, with the rest binned asOther. Rare
symptoms are likewise binned asOther.

Cause \ Symptom Crash Wrong Model Other Total
TF PT TF PT TF PT TF PT

Incompatibility 19 28 4 3 2 1 25 32
Type Problem 8 14 17 13 0 2 25 29
Algorithmic Error 4 3 10 3 4 0 18 6
Shape Problem 5 4 4 7 0 1 9 12
API Misuse 6 5 0 1 0 0 6 6
Other 8 8 0 3 9 4 17 15

Total 50 62 35 30 15 9 100 100

5.2.3 Failure Causes. We report the joint distribution of failure
causes by symptom in Table 10. Themost common failure causes are
the Incompatibility and Type Problem, withmore than 50% of failures
exhibiting these causes for both converters. Algorithmic Errors and
Shape Problems each contribute ∼20% of cases. By symptom, crashes
were caused by incompatibility and type problems, while wrong
models were caused by type problems and algorithmic errors.

For most causes, we see a similar distribution in each studied con-
verter. ForAlgorithmic Error, we observe that tf2onnxhas three times
as many as torch.onnx. The disparity in Algorithmic Errors varies
by the subclass, with the majority in torch.onnx being related to the
loading of models namely tracing. An example is PyTorch #84092:
trace not working on autocast. In contrast, in tf2onnx themajority are
related to optimizations, such as tf2onnx #226 (incorrect reshape) and
tf2onnx #1719 (incorrect folding). We conjecture that this difference
may have a deeper cause: recall that the PyTorch converter is owned
by the PyTorch engineers, while the TensorFlow converter is owned
by theONNX team (§5). This difference in ownershipmay reduce the
team’s understanding of the implications of optimizations, leading
to worse outcomes in TensorFlow.

6 Theme 3: Investigating Deeper Causes
In the final theme of this work, we investigate the possibility that
ONNX converter errors have a shared structural cause. By this, we
mean a latent cause beyond the code-level causes in the taxonomy
of Table 7. If so, ONNX users could use this factor to better assess
their risk for the associated failure modes. Based on our survey data

(§4) and failure analysis (§5), we formulate and test two hypotheses
of structural failure causes. The RQs and hypotheses are:

RQ3: Does ONNX evolution affect converter failure rates?
We hypothesizeH𝑅𝑄3 : Changes in ONNX operator sets are correlated
with increased defects. This hypothesis is based in data from our sur-
vey and failure analysis. In the survey, 19% of respondents reported
changing ONNX versions as a possible solution (Table 5). This sug-
gests that conversion defects (not just compatibility issues) may be
localized by version. In the failure analysis, we found that crashes
were largely due to Incompatibilities or Type Problems (Table 10).
These failure modes relate to API compatibility and conversion cor-
rectness, which can be affected by changes in the ONNX opset.

RQ4: Domodel types affect converter failure rates?We hy-
pothesizeH𝑅𝑄4 : Failures are caused by model structure, i.e., models
with particular layers (node) or layer sequences are more prone to de-
fects. This hypothesis is primarily based on our failure analysis. The
majority of failures occurred during Node Conversion (Table 8), indi-
cating that nodes and node sequences may be problematic. Survey
data also had a relevant anecdote: one respondent solved conversion
issues by re-implementing models in pure tensor operations, imply-
ing that conversion may fail due to the use of certain operations.
In the remainder of this section, we describe the method and result
for testing each hypothesis. Ultimately, we find evidence to support
H𝑅𝑄4 . This result will help guide future validation efforts (§7.1).

6.1 RQ3: Does ONNX Evolution Lead to Failures?

Finding 7.H𝑅𝑄3 is rejected: Changes in ONNX operator sets are
not strongly correlated with increased defects.

Here we describe the method and results for testingH𝑅𝑄3 : That
changes in ONNX operator sets are correlated with increased de-
fects. The expected correlated failures in the model converters are
incompatibility and type problems (defined in Table 7).

6.1.1 Methodology. We test the hypothesis by checking whether
larger changes in the ONNX specification correlate with greater
incidence of failures in DLmodel converters. To obtain the size of
changes to theONNXspecification,we count the number of operator
changes (additions or updates) per release in theONNX release notes
(Figure 5). We approximate the number of failures per release using
the GitHub issue creation times of the failures sampled for RQ2. We
then attribute each issue to the nearest previous ONNX release.

We note four ways in which this measurement approximates: (1)
DLmodel converters lag behind ONNX releases (this might cause
a failure to be mis-attributed to another release, i.e., offset in time);
(2) Failures might be in any ONNX available release, not just the
most recent (possibly inflating the failure rate of a given release); (3)
our failure analysis data were randomly sampled, possibly under-
sampling certain time windows (though we note that our sample
comprises ∼30-50% of qualifying issues); (4) as noted in the user
survey (§4.2.3), users may simply revert to a previous operator set
without opening a bug report. For items 1 and 2, issues do not reliably
include ONNX versions, so no more accurate data is available. For
item 3, we use the data sampled during RQ2 so that we can check
incidences by cause (incompatibility and type problems).

We test the hypothesis qualitatively and quantitatively. Qualita-
tively, we inspect a visualization of the hypothesized trend. We also
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Figure 5: Additions and updates of operators by ONNX op-
erator set version, from version 1 (2017)—version 18 (2022).
Version size := sum of operator additions and updates.

measure the relationship, assessing the correlation in the number
of changes in an ONNX release and the number of failures between
its release and the next. We use the Spearman correlation, which
is a commonly-used and robust metric for measuring a monotonic
relationship between two variables [21].

6.1.2 Results. Figure 6 depicts the hypothesized correlation be-
tween ONNX releases and model converter failures from §5. After
larger ONNX releases (Figure 5) we expect more failures (Figure 6).

Qualitatively, in Figure 6 we see no discernible increase in the
number of failures following larger ONNX updates. Quantitatively
(Spearman), results are similar. The test yields a weak positive cor-
relation (𝜌 =0.34). Similarly, Incompatibility and Type Problems are
weakly positively correlated (𝜌 =0.33). In the test, we discarded the
first release (convertersmay be unstable) and themost recent release
(insufficient data). We also merged releases 2–7 because they are too
close together (released within a 1-month period).

Conclusion: Given the weak correlations, we do not find evidence to
support H𝑅𝑄3 . There is a fairly steady rate of defects in ONNXmodel
converters, whether the associated ONNX release is large or small.

6.2 RQ4: DoModel Types Affect Failure Rates?

Finding 8. Real models convert well: converter crashes and
incorrect behavior affected only 5% of models. Synthetic models
show incorrect model behavior more often than Real models:
320/3544 (9%) of synthetic models vs. 20/1605 real models (1%).
Finding 9.We find support for H𝑅𝑄4 . Though incorrect conver-
sions are not directly attributable to the use of unusual operators,
they may be attributable to operator sequences.

For this RQ we analyze models at two scales, macro and micro.
In ourmacro scale analysis (§6.2.1, §6.2.2), we study entire models
(all layers). For our micro scale analysis (§6.2.3, §6.2.4) we study
individual layer and sequence patterns from the macro analysis.

6.2.1 Method for Macro Analysis. At the macro scale, we test DL
converters using two types of models and then analyze the failure-
inducing inputs. We used a differential testing approach (Figure 7).
Differential tests need (1) inputs, and (2) a difference criterion [50].

Figure 6: Cumulative number of failures in the torch.onnx and
tf2onnx converters, plotted quarterly from 2018-2023. The gap
between two points is the number of newly opened issues
during that time period. The O’s track all failures. The X’s
track the subset of Incompatibility andTypeProblem failures.
The annotated vertical lines indicate the release of ONNX
operator sets with ≥ 5 changes.

(1) Inputs: For inputs,we converted both realmodels and synthetic
models. Real models contain input patterns that the converter ex-
pects. Synthetic models are more diverse and should exercise edge
cases on the converter. Real and synthetic models came from:
• Real Models:We used the HFTorrent dataset from Jiang et al. [34].
At time of experiment, this was the largest available set of real-
world DL models, containing 63,182 pre-trained models collected
from the HuggingFace model registry.1 We filtered for the 1,761
models with both PyTorch and TensorFlow versions, allowing
comparison between the two converters on similar inputs. These
models represent 112 distinct full architectures (58 backbones).

• Synthetic Models:We systematically generated synthetic DNNs
for conversion, using the NNSmith tool [43]. NNSmith generates
random valid TensorFlow and PyTorch DNNs that use operators
supportedbyONNX.Weaddedaparameter to NNSmith to generate
DNNs of a given size (# nodes). We then systematically generated
DNNs containing between 15-100 nodes in increments of 5. For each

1Future measurements could use the PeaTMOSS dataset [35] or its successors.

Figure 7: Macro analysis:Real and Syntheticmodels are con-
verted and then differences aremeasured. For synthetic mod-
els, we used tf2onnx or torch.onnx directly. For real models we
used HuggingFace’s converter, which does preprocessing and
then calls those converters.
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node count, we generated DNNs until two conditions were met:
(1) All NNSmith-supported operators appeared at least once in the
family; and (2) ≥ 100 distinct models were created.
In initial tests, we found the resulting models were often con-

vertible yet unsupported by ONNX RunTime. To address common
errors, we constrained the NNSmith synthesizer. Specifically, we re-
moved 1 operator out of 71 for torch.onnx and 3 out of 56 for tf2onnx.
Additionally, we confined the tensor data type to float32.

There are other DL model generation approaches, e.g., MUF-
FIN [28], COMET [41], and LEMON [68]. These tools generate in-
puts by mutating seed models, typically real models. We viewed
HFTorrent as a sufficient source of real models, and synthesized
with NNSmith as a complementary approach.
(2) DifferenceCriterion: For eachmodel, we attempt to convert it
to ONNX using its respective converter. If conversion succeeds, we
load it into the ONNX RunTime. For models that load successfully,
we perform inference on both the original model (using PyTorch
or TensorFlow) and the converted model (using ONNX Runtime).
For real models, we use the inputs provided by the model owners
to test the model. (These are also known as “dummy inputs” on the
HuggingFace platform.) For syntheticmodels, we use 100 randomly
generated inputs matching the model’s input shape.

In both cases, to measure model misbehavior we used a simple
community-accepted approach: the distance measure and threshold
used by the PyTorch exporter. This rule is that between the origi-
nal and ONNX-converted models, in the inference result tensors, the
maximum absolute element-wise difference should be <10−7 [59].

We considered alternatives to measure behavioral differences.
A more general notion of tolerance or “acceptable error” could be
used, but the choice of tolerance is not well established — the Py-
Torch verification tool uses 10−7, NNSmith uses 10−3 [43]. Openja
et al. [55] proposed using model accuracy and robustness, but this
method requires training each model on a suitable dataset. Training
substantially increases the cost of the measurement, and the dataset
requirement limits the types of models that can be generated.

6.2.2 Results for Macro Analysis. RealModels: Real models ex-
hibited few converter failures and little incorrect model behavior.
Most issues occurred within the HuggingFace-specific converter.
Converter failures occurred for only 85/3,522 models (∼2 %). Once
models reached torch.onnx and tf2onnx, over 90 % could convert
and had equivalent behavior in ONNX Runtime.

One interesting form of failure we observed was models with
identical architectures but varying conversion issues. For example,
in tf2onnx, various checkpoints of the t5model had 65 HuggingFace
conversion errors, 56 unsuccessful tf2onnx conversions, 1 unsuc-
cessful ONNX Runtime load, 0 incorrect outputs, and 183 successes.
We could not determine the cause(s) of this instability.
Synthetic Models: Synthetic models exhibit more difficulties and
often show incorrect model behaviour.

Crashes: Synthetic models exhibit difficulties when converting to
ONNXand loading convertedmodels to theONNXRuntime.Wefind
802/3,544 (∼23%) Unsuccessful Conversions, almost entirely in syn-
theticmodels ontf2onnx. These crashes correspond to4unique crash
locations. Of the 2,742/3,544 (∼77%) synthetic models that success-
fully convert, only 1,244/2,742 (∼45%) successfully load into ONNX
Runtime. We observed 11 unique ONNX Runtime errors, of which 6

Table 11: Results of conversion testing. Realmodels’ conver-
sionmay fail in theHuggingFacewrapper. Both kinds ofmod-
els may fail in DLmodel converter, or when the result is fed
to ONNXRuntime (ORT). Behavioural Difference: ORT infer-
ence results with difference > 10−7. Real models fail rarely,
synthetic models often.

Outcome tf2onnx torch.onnx
Real Syn. Real Syn.

Start: Total models 1,761 1,820 1,761 1,724
Conv. Fail (HF) 456 (26%) N/A 342 (20%) N/A
Conv. Fail 65 (4%) 800 (44%) 20 (2%) 2 (1%)
ORT load Fail 19 (1%) 757 (42%) 27 (2%) 741 (42%)
Mismatch 9 (1%) 220 (12%) 11 (1%) 100 (6%)
Successful 1,212 (68%) 43 (2%) 1,361 (75%) 881 (51%)

appear to correspond to open GitHub issues [3, 9, 20, 37, 60, 66]. We
disclosed the rest to the engineering teams. For most disclosures, we
have not yet received a response. For one disclosure,which described
amodel that causes the libc++ abi to terminate unexpectedly during
inference with ONNX Runtime, it had been (unintentionally) fixed
in the development branch. The defect still affects older releases.

BehaviouralDifferences:Weobserveda large fractionofbehavioural
differences (incorrect output) with synthetic models. Compared to
real models, which had 20 instances, synthetic models had 320 in-
stances where the inference results exceeded the threshold. The
majority of these instances were observed in the tf2onnx converter.
For both converters, we disclosed such instances to the respective
engineering teams (we have not heard a response yet). A summary
of disclosed issues can be found in the artifact.

6.2.3 Method for Micro Analysis. To investigate the causes of the
conversion failures we observed, we analyze mismatching models
in terms of the operators used. We examine the individual operators
and the sequences of operators. We compare these to non-failing
models (for trends) aswell as to themodels in the converter test suites
(for gaps in testing). Test suite models are collected from converters’
CI/CD pipelines. Figure 8 illustrates our approach.

For operator types, we measure the operators present in each
converted model, out of the set of available operators in the ONNX
opset. For operator sequences, we extract the simple paths through
each model. To illustrate, the ONNXmodel in Figure 2 shows three
operators (ReduceMax_0, ArgMax, and ReduceMax) and two simple
linear paths (ReduceMax_0→ArgMax and ReduceMax_0→Reduce-
Max). Models with similar architectures may have simple paths that
are largely identical, inflating the number of shared sequences. For
example, the sequences aaaabd and aaaabc are identical except for
the last element. To deal with cases we further reduce the common
sequences to the smallest shared subsequences, i.e.,we recursively
find the longest common subsequences for our sequences until we
cannot find any smaller subsequences [14]. After reduction we find
that sequences are between 3 to 5 operators long.
EvaluationCriteria forH𝑅𝑄4 : To evaluate the impact of operator
types, we compare the operators of mismatched and correct models.
If failing and correctmodels use different operators,we conclude that
specific operators may cause failures. To evaluate the impact of oper-
ator sequences, we identify shared operator sequences belonging only
to mismatched models, and their frequency. If mismatching models
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often share common simple paths of operators, that will support
H𝑅𝑄4 . H𝑅𝑄4 would be further strengthened if operator sequences
are rarely shared with correct models.

6.2.4 Results for Micro Analysis. We focused on synthetic models
that converted successfully but had mismatching behavior. There
were 330 suchmodels across TensorFlow andPyTorch.We compared
them to correct models and models from converter test suites.

Incorrect conversions cannot be explained solely by operator
types. Of the 154 ONNX operators, mismatched models contain 58
(torch.onnx) and 54 (tf2onnx) unique operators while correct mod-
els contain 59 (torch.onnx) and 52 (tf2onnx) unique operators. All
but 1-2 operators are shared, indicating that for synthetic models,
operator types do not predict mismatch.

In contrast, our analysis of shared operator sequences supports
hypothesis H𝑅𝑄4 . As shown in Table 12 an overwhelming majority
of mismatched models share unusual operator sequences. 312/320
of the mismatching models tested share at least one operator se-
quence that never occurred in the correct models. Further, we assess
how often the sequences are shared by manymodels. We find that
for torch.onnx, only 1 of the 131 sequences is shared by more than
3 models, and for tf2onnx no sequence is shared by more than 11
models. This indicates the failingmodels will often contain common
operator patterns, suggesting families of sequences that cause er-
rors. Finally, our comparison of test suite and mismatching models
( 3 in Table 12) shows that the failing models share few sequences
with the models used in converter test suites (which are real mod-
els rather than synthetic ones), suggesting a gap in test coverage.
Further analysis is left to future work.

7 Discussion and FutureWork
7.1 Validating DLModel Converters
We find DL model converters are robust to new operator releases
(§6.1). The weak correlation found between ONNX releases and is-
sues implies that test suites are sufficient for catching issues thatmay

Figure 8: Micro analysis: Given two sets of models, we mea-
sure shared operators and simple paths between all model
pairs (intersection). We compare three sets. First, the pair-
ing 1 × 1 comparesmismatchedmodels to themselves. Any
operators and sequences shared bymismatchedmodels may
indicate shared causes of failure. Second, 1 × 2 compares
mismatched and correct models. Overlaps suggest a given op-
erator or sequence is sometimes problematic, depending on
context. Third, 1 × 3 comparesmismatchedmodels to those
from converter test suites. Substantial non-overlap implies
gaps in test coverage.

Table 12: Model sequence analysis results for the synthetic
models that converted but mismatched (“Mismatch” in Ta-
ble 11). 1 : Sequences shared by mismatched models. 2 :
Sequences shared bymismatched and correct models; 3 : Se-
quences shared bymismatched and test suitemodels. 1 \ 2
: sequences present only in mismatched models. Reduced:
smallest shared subsequences (§6.2.3).

Set tf2onnx torch.onnx
Unique Reduced Unique Reduced

Total Models 220 100
1 Mism. ∩Mismatch 2,125 1,126 980 635
2 Mism. ∩ Correct 1,050 508 4,243 2,988
3 Mism. ∩ Tests 35 35 2 2

1 \ 2 1,527 862 176 131

# models with 1 \ 2 216 96

come along with new ONNX releases —modulo the shortcomings
of the approximations listed in §6.1.1.

Converter test suites share little in common with failing mod-
els, often missing critical model structures (§6.2.4). Specifically,
model converters need better testing techniques for behav-
ioral changes. Though this critical failure mode occurred in ∼1/3
of historical failures (§5.2) and affected 6% of the models we tested
(§6.2.2), the existing test suite models share little in common with
models affected by this failure mode. For example, only 37 operator
sequences are shared between mismatching models and test suite
models (Table 12). Introducing operator sequence coveragemet-
rics may help improve the quality of test suites, to promote the
diversity of the models tested. These metrics could also be incorpo-
rated into fuzzers. Since some nodes or sequences are more likely to
cause failures (Table 12), a coverage-guided fuzzing approach could
help identify them.

Identifying behavioral changes after model conversion is critical,
this is typically done with an end-to-end test. End-to-end testing
carrieswith it the need to assess the outcome: is the convertedmodel
acceptable, and howmuch error is tolerable [19, 33]? Engineers cur-
rently use a variety of heuristic tolerances derived from experience
(§6.2.1). Theoretical and empirical examination of the expected and
acceptable tolerance would benefit DLmodel converter testing.

7.2 Comparison to Prior Studies
7.2.1 DLModel Converters. Openja et al. evaluated DLmodel con-
verters by converting 5 models [55]. We extend their findings in two
directions. First, we conducted a failure analysis (§5) to study how
converters fail. Second, we convert models systematically (§6) and
analyze them to understandwhy they fail. We considered both real-
istic and syntheticmodels. For realisticmodels, rather than picking 5
real-world models, we used 1,605 models from a large model corpus.
For synthetic models, we adapted a DL model generation tool to
conduct a bounded systematic exploration of converter behaviors.
We omitted measurements of model size, adversarial robustness,
and prediction accuracy, to focus instead on measuring the common
failure modes (crashing and behavioral differences) identified in our
failure analysis. Our analysis reveals that converters can successfully
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convertmany realmodel but syntheticmodels aremore prone to fail-
ure, moreover analyzing the synthetic models reveals that particular
operator sequences co-occur with failures.

7.2.2 DLCompilers. Shen et al. studied failures inDLcompilers [63],
including the components that loadmodels fromDL frameworks and
from common intermediary formats such as ONNX. Many of their
results generalized toDLmodel converters: (1) wewere able to adapt
their taxonomies of failure symptoms and causes to DL model con-
verters (§5.1.1,Table 7); and (2) as shown inTable9,we foundasimilar
distribution of failure symptoms for DL model converters. However,
the causes of failures between the two contexts differed: as noted
in §5.2.3, Incompatibilities were more common in DL model convert-
ers, while Algorithmic Errorswere more common in DL compilers.

This causal asymmetry may be attributable to differences in the
requirements of DL model converters and DL compilers. The pur-
pose of DL model converters is interoperability (§2.1), making com-
patibility failures a focus and reducing the need for optimizations.
Hardware-specific optimizations are left to the consumer of the
model. Conversely, DL compilers must provide both compatibility
and hardware-specific optimizations.

7.2.3 Methodological Innovations on the “Bug Study”. Our study
began with a survey that offered valuable insights into the problem
domain, guidingourdesignof the subsequent failure study, including
the selection of the interoperability tool and the creation of a failure
taxonomy (§5). This methodological progression, from survey to
failure study, and then to hypothesis testing about the failures, di-
verges from the typical failure study in software engineering. Those
studies typically focus on the “middle step” [5], understanding the
root causes of defects and the conditions under which they mani-
fest (e.g., [32, 74]). Our hypothesis testing phase, in particular, adds
understanding by providing an estimate of failure rates, an aspect
seldom addressed in standard failure studies. We suggest that this
holistic approach, integrating a survey, failure study, and hypothesis
testing, may be a useful methodology for future failure studies.

8 Threats to Validity
Wediscuss three typesof threats tovalidity [71].Taking intoconsider-
ation the criticisms of Verdecchia et al. [67], we focus on substantive
threats that might influence our findings.

Construct Threats are potential limitations of how we opera-
tionalized concepts. Wemitigated definitional concerns for RQ2 by
adapting existing taxonomies in our failure analysis. We defined
failures consistently with other works (GitHub issues closed with a
repair), thoughwenote there are othermeans of failure discovery [7].
To answer RQ3, we conservatively defined failure in terms of clear
misbehaviors — when ONNX converter output is incompatible with
ONNX Runtime, or the model’s behavior changes. This may mask
some “Crash” failures in the ONNX converter. In addition, different
measures of behavioral difference are possible, such as the L1- or L2-
distance. We used the measure recommended by PyTorch.

Internal threats are those that affect cause-effect relationships.
We specifically allowed respondents to leave answers blank to im-
prove the response rate. As a result, the results for interoperability
tool use in RQ1 may be biased as only 48/92 respondents use an

interoperability tool (§4.1.2). However, of the 48 respondents who re-
ported using interoperability tools, 98% (47/48) gave analyzable data.

Our failure characterization in RQ2 was manual. We mitigated
subjectivity via interrater agreement, on a pilot sample and a sub-
sequent tranche during the full analysis (§5.1.2). In §6.1.1 we noted
several approximations in our test of hypothesis H𝑅𝑄3 . We tested
hypothesis H𝑅𝑄4 indirectly, using a frequency analysis of operators
and sequences in mismatched models rather than directly testing
the discovered subsequences.

External threatsmay impact generalizability. For RQ1, the sur-
veyedpopulation (HuggingFaceusers)maynot fully reflect allONNX
users. However, it is an appropriate population, and we sampled at a
confidence level of 90%. For RQ2-4, we examined two DLmodel con-
verters for one interoperability framework (ONNX). Our resultsmay
not extend to othermodel converters nor other interoperability tasks.
Asmitigation, our data suggest thatONNX is themost popularDL in-
teroperability tool. ForONNX,our resultswere similar across the two
converters, suggested generalizability in two dimensions: DNNmod-
eling approaches, and converter owners (§5.1.1). With regard to our
methodology for RQ3-4,we generated syntheticmodelswith theNN-
Smith tool. Other methods [28, 41, 68] might have different results.

9 Conclusion
DLmodel converters play a crucial role in providing interoperability
between DL frameworks, registries, and runtimes. Understanding
the nature of failures in DLmodel converters enables engineers to
make informed decisions when relying on them.We conducted the
first failure analysis ofDLmodel converters, considering thePyTorch
and TensorFlow converters for the popular ONNX intermediate rep-
resentation. The most common symptoms of failure are crashes and,
perhaps more concerningly, models that misbehave on certain in-
puts. Of the five stages of a typical model converter, one stage (node
conversion) accounts for ∼75% of the defects. A deductive descrip-
tion of the causes of erroneous converter behavior remains elusive
— individual operators are not predictive of failure; sequences of
operators may be correlated. Our findings suggest that in ONNX,
engineers can rely onmodel converters but should validate the result
for behavioral consistency. Through a mix of positive and negative
results, we exposed several directions for further improvement ofDL
model converters. The main opportunities are newmeasurements:
a new architectural coverage measure for a DLmodel converter, and
a refined measure of tolerance after conversion.

10 Data-Availability Statement
This paper is accompanied by an artifact [2] to support replication
and reproduction. The artifact includes the survey data for Theme
1, the failure analysis data for Theme 2, and the processed results
of data associated with the hypothesis evaluation for Theme 3. The
artifact also includes themodifiedNNSmithmodel generator, and the
specific synthetic models used in the study. The source code for the
artifact is available at https://github.com/PurdueDualityLab/issta24-
onnx-artifact.
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