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Co-speech gestures influence

the magnitude and stability of
articulatory movements: evidence
for coupling-based enhancement

Karee Garvin“’, Eliana Spradling & Kathryn Franich

Humans rarely speak without producing co-speech gestures of the hands, head, and other parts

of the body. Co-speech gestures are also highly restricted in how they are timed with speech,
typically synchronizing with prosodically-prominent syllables. What functional principles underlie

this relationship? Here, we examine how the production of co-speech manual gestures influences
spatiotemporal patterns of the oral articulators during speech production. We provide novel evidence
that words uttered with accompanying co-speech gestures are produced with more extreme tongue
and jaw displacement, and that presence of a co-speech gesture contributes to greater temporal
stability of oral articulatory movements. This effect-which we term coupling enhancement—differs from
stress-based hyperarticulation in that differences in articulatory magnitude are not vowel-specific

in their patterning. Speech and gesture synergies therefore constitute an independent variable to
consider when modeling the effects of prosodic prominence on articulatory patterns. Our results are
consistent with work in language acquisition and speech-motor control suggesting that synchronizing
speech to gesture can entrain acoustic prominence.
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Co-speech gestures—the term for movements of the hands, arms, head, eyebrows, and other parts of the body
that accompany speech-are ubiquitous in human language use. Although gestures have been shown to have a
facilitative effect on speech perception and language processing!~3, gestures occur even when communication is
not face-to-face?, suggesting their functional role is not limited to aiding the perceiver. Indeed, evidence indicates
that even congenitally blind speakers utilize co-speech gestures, suggesting that visual input may not even be
a precursor to gesture acquisition®. A body of recent research has suggested that co-speech gestures may play
a more integral role in speech production. For example, co-speech gestures tend to occur synchronously with
pitch-accented syllables in speech, suggesting that the planning of gesture and speech is closely linked®1%1112,
Furthermore, speech tends to be more fluent when accompanied by co-speech gestures in individuals who
stutter'® as well as individuals with aphasia of speech!*!>. Speaking while gesturing appears to bear some
similarities to speaking with an external timekeeper (like a metronome), the key similarity being the act of
synchronizing speech with another system!6!”.

Despite the intriguing links between gesture and stability of speech, little work has sought to directly
investigate how synchronization between speech and co-speech gesture may influence speech production.
Insights from motor control research provide some hints as to the nature of this relationship. A long line of
research into movement dynamics in both humans and non-human animals has shown that movements of the
upper limbs that are coordinated in-phase, or synchronously, with other movements are relatively larger and
more stable than asynchronous or uncoupled movements'®-2*. For example, in non-speech motor tasks such
as interlimb coordination, synchronous coordination has been shown to result in higher movement amplitude
and greater timing stability of arm movements®*. Increased amplitude and stability of synchronized movement
is observed even when coordinating movement of the limbs to an external stimulus, such as a metronome?. In
these studies, the positive relationship between movement amplitude and stability is striking given that larger
movements are generally found to involve greater variability in timing?®%’. These studies provide evidence that
coordinated upper limb movements are subject to greater stability under a limited set of coordinative regimes:
most notably, in-phase coupling?®?2.
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In the speech domain, there is also evidence that synchronization leads to greater temporal stability of
movements. For example, research from child language acquisition, speech errors, and articulatory timing suggests
that the stability of syllable onsets is relatively greater than that of syllable codas for English and a variety of other
languages®®-3!. Articulatory gestures associated with syllable onsets are also found to show extensive temporal
overlap with those of a following vowel in several languages, while vowel and coda articulatory gestures tend to
occur in sequence, rather than in synchrony>’. There are a variety of models that have been developed to account
for this relationship between gestural timing and stability, all of which incorporate notions of relative timing
between articulatory landmarks, be they movement onsets*®, movement targets*>*?, or a combination of these
landmarks®*. Speech coordinated synchronously with external timekeepers or between individuals is also found
to be more stable than uncoordinated speech. For example, in a study of metronome-timed speech™®, speakers
of languages with different prosodic profiles demonstrated increased duration of metronome-synchronized
syllables (as opposed to those produced on the offbeat of the metronome), as well as reduced variability in
durations for synchronized syllables. Research has also shown that speech synchronized between speakers (‘joint
speech) is relatively less temporally variable than speech spoken alone®. Taken together, these findings suggest
that speech movement is conditioned by the same principles of coordination-based enhancement shown in limb
movement.

There has been comparably little investigation of the effects of co-speech gestures on speech itself. One
study”’” had participants utter short sentences, manipulating where participants were to produce co-speech
gestures within the sentence, and where the nuclear pitch accent was to be produced in the sentence. Thus, in a
Dutch sentence like Amanda gaat naar Malta (‘Amanda goes to Malta’), the relevant pitch accent would either
be produced on the word Amanda or Malta (aligning with the underlined lexically-stressed syllable), and a
beat gesture was to be produced either concurrently with the pitch accent (‘congruent’ conditions), or on the
opposite word from the pitch accent (‘incongruent’ conditions). The study found that participants produced
longer acoustic durations and lower second formant frequencies on syllables where a gesture was present, even
in incongruent conditions, where there was no accompanying pitch accent. Although these results suggest a
clear effect of gesture on speech, the authors note that the act of pairing a gesture with an unaccented syllable
in the incongruent condition may have been unnatural, leading participants to produce a prominence where
one was not intended. Thus, this study leaves open at least two possibilities for the source of gesture’s effect on
speech: (a) prosodic enhancement of unaccented syllables, or (b) a more direct effect of gestural-speech coupling
on syllable duration.

Research questions and hypotheses

In this paper, we investigate how the presence vs. absence of a temporally-synchronized co-speech gesture
(CSG) can influence the articulation of speech. We utilize electromagnetic articulography (EMA) to measure
the position and velocities of the oral articulators of speakers of English to examine how the presence of a co-
speech gesture influences both the magnitude and timing of articulatory movements. We likewise explore how
increased magnitude and temporal stability manifest in the context of synchronization to tease apart the role of
gesture from speech prosody.

Literature on enhancement effects in speech production has proposed two main mechanisms through which
increased articulatory magnitude could be realized: (i) hyperarticulation, whereby articulatory movements are
made more extreme in vowel-specific ways: front vowels become fronter, back vowels become backer, low vowels
become lower, and high vowels become higher38‘40; and (ii) sonority expansion, whereby articulators like the
tongue and jaw will be realized with more extreme downward positions in the presence of a gesture®. In short,
hyperarticulation serves to increase the vowel space (in all directions) through the enhancement of articulatory
movements, whereas sonority expansion serves to increase the overall openness of the oral cavity, and thus
does not predict any vowel-specific effects of enhancement on articulatory movement direction. We investigate
how coupling impacts speech magnitude by comparing these two dimensions of increased gestural magnitude.
There is overwhelming evidence from both speech production and perception that accentual prominence in
English is associated with at least some level of hyperarticulation of vowels, particularly in tongue position*-*2.
Thus, if gestures were found to induce articulatory enhancement without hyperarticulation, this would suggest
that gesture-based enhancement effects were independent from those related to prosodic prominence more
generally.

To provide a baseline for our hypotheses, we first investigate two primary aspects of our data to confirm that
our results replicate the essential findings from key prior studies: (i) co-speech gestures are timed to stressed/
pitch-accented syllables (H1), and (ii) stressed syllables exhibit effects of hyperarticulation when compared to
unstressed syllables (H2). We formalize these and our main hypotheses (H3-H4) as follows:

H1: Co-speech gestures (CSGs) will be timed to the pitch peak of the stressed syllable.

H2: Tongue gestures will have more extreme target achievements in stressed syllables compared to unstressed
syllables, with high vowels realized with higher tongue positions, low vowels with lower tongue positions, back
vowels with more back tongue positions, and front vowels with more front tongue positions (consistent with
hyperarticulation).

H3: Coupling with CSG will lead to increased magnitude of movement of oral articulators.

H3a hyperarticulation: The direction of the effect will differ between vowels, with /i/ realized as fronter and/or
higher and /o, a/ realized as lower and/or backer.
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H3b sonority-expansion: The direction of the effect is consistent across vowel types, where the oral articulators
have a more open posture for /i, o, a/, regardless of vowel quality.

H4: Coupling with CSG leads to increased temporal stability of movement between oral articulators.

To test these predictions, we analyze productions of CVCV tokens with alternating stress on either the first
syllable (initial stress) or the second syllable (final stress), where each stress condition was produced with
(CSG condition) and without (no-CSG condition) an accompanying CSG. To investigate the coordinative and
temporal properties of these utterances, we analyze the movement of the tongue tip (TT), tongue body (TB), and
jaw (JW) for speech articulation and the CSG apex in co-speech gesture articulation, where target achievement
for both oral articulations and CSGs was defined as the point of minimum speed/maximum displacement of the
articulator (details on this method are provided in §4.4.2 and §4.4.3, respectively). All methods were performed
in accordance with relevant guidelines and regulations.

Results
Replication of previous findings
Prior to presenting results of our study, we establish that overall patterns for co-speech gesture timing and stress-
based enhancement are similar in our study to those that have been found in previous work. First, co-speech
gesture apexes have been shown to correlate in time with pitch peak of stressed/pitch accented syllables®4>4, In
our own study, we find that the apex is timed to the target word (e.g. ‘speebee’) in 100% of utterances, and timed
to the stressed syllable within this word in 80% of tokens. Furthermore, we conducted a Pearson correlation test
between the timing of gesture apex and pitch peak, which shows a strong correlation between stressed syllable
peak f0 and apex timing, as shown in Fig. 1 (1(1513)=0.88, p <0.001). This result confirms H1, replicating the
finding of existing literature that co-speech gestures are generally timed to pitch extrema in stressed syllables.
Second, in English, stressed syllables have been shown to have more extreme tongue displacement compared
to unstressed syllables. To test for these effects, we compared the position of the TB during target achievement
of stressed and unstressed syllables in both the vertical (y) and horizontal (x) dimensions. A stepwise ANOVA
model comparison demonstrated that both vowel quality and an interaction with stress, as well as stress as a
random slope, improved the fit of the model for the horizontal dimensions in predicting target achievement
values, as expected (vowel quality: AAIC=6720, X*(2, N=6414)=6608.1, p<0.001; vowel quality*stress:
AAIC=116, X*(3, N=6414) =109.95, Pp<0.001; stress as random slope: AAIC=12, X232, N=6414) =16.324,
p<0.001) and vertical (vowel quality: AAIC=9021, X3(2, N=6414) =8374.2, p<0.001; vowel quality*stress:
AAIC=651, X3(3, N=6414) =633.31, p<0.001; stress as random slope: AAIC=23, X?(2, N=6414) =26.982
p<0.001). These results are consistent with the idea that stress-based enhancement involves vowel-specific
hyperarticulation. As seen in Fig. 2, stressed vowels were realized with both lower and backer tongue positions
for /a/ and /o/, but higher and fronter tongue positions for /i/, consistent with hyperarticulation, per H2a.
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Fig. 1. Correlation of timing between FO maximum and co-speech gesture apex, where both the time of
gesture apex and time of max f0 are relative to the target word onset.
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Fig. 2. TB horizontal (x axis) and vertical (y axis) displacement during target achievement for /i, o, a/.

More negative values on the y-axis correspond to lower positions of the TB and more negative values on the
x-axis correspond to fronter positions of the TB. The plot ellipses illustrate 5% of the mean and one standard
deviation of the mean.

Effect of co-speech gesture on oral articulator magnitude

Hyperarticulation vs sonority expansion

We now examine how the presence of a co-speech gesture may influence speech articulations, considering first
the magnitude of speech gestures from the standpoint of both hyperarticulation and sonority expansion. To
evaluate these effects, we used a series of GAMM analyses of TB vertical and horizontal displacement across each
of the vowel contrasts included in the study, /i, o, a/, z-scored by subject and time normalized to the target word.
The use of GAMMs allows us to examine not only the overall displacement of the tongue across conditions, but
also how these effects may vary over time in the articulation of the target word.

Turning first to vertical displacement, Fig. 3a,b demonstrates that for all vowels in the final stress condition
and vowels /i/ and /o/ in the initial stress condition, the TB is significantly lower across vowel types in the
presence of a CSG. Furthermore, differences across conditions appear to be roughly localized to the site of the
CSG across conditions. Although we focus on the TB results here because TB is most closely associated with
vowel production, we likewise tested TT and TD (tongue dorsum) to ensure that the hyperarticulation effect
wasn't localized to the front or back of the tongue. Our results for the TT and TD are similar to those provided
here for the TB. In other words, the direction of the effect was the same for all vowels, consistent with an effect
of sonority expansion across the board (hypothesis H3b).

We next analyzed TB horizontal displacement across vowels in both stress conditions as a function of gesture
presence. As demonstrated in Fig. 3c,d, there was no significant difference in horizontal displacement for any
vowel type for either stress condition, though displacement values were numerically in the same direction across
vowels. Results were comparable for TT and TD. Together, these results support H2b, consistent with sonority
expansion, and we find no support for H2a, the hyperarticulation hypothesis.

Effects of co-speech gesture on gesture magnitude across oral articulators

In line with prior work on coupling-based enhancement, results from our own data presented in §2.2.1 suggest
that the vertical movements of the tongue are enhanced for target words when produced in time with a co-speech
gesture, regardless of vowel quality. To further delve into the effect of CSG coupling on articulatory gesture
enhancement, we analyzed both the acoustic duration of stressed vowels (pooled across all vowel qualities) in
target words, as well as the magnitude of movement of various oral articulators in the presence vs. absence of a
CSG.

Our results reveal increased acoustic duration of stressed syllables when coordinated with a co-speech gesture,
as illustrated in Fig. 4. An ANOVA model comparison illustrates that the predictor stress improved model fit
(stress: AAIC=948,420, X*(1, N=156,361)=44,633, p<0.001) as did the interaction between stress and
gesture, with final-stress tokens showing a larger effect of gesture presence (stress*gesture: AAIC: =20,981, X2(2,
N=156,361)=4836.5, p<0.001). Stress as a random slope likewise improved model fit (AAIC=16,149,X?(2,
N=156,361)=16,153, p<0.001). These results demonstrate acoustic enhancement of vowels, where stressed
vowels are longer when coordinated with a CSG in both stress conditions, consistent with?’.

We also analyzed the kinematic enhancement of tongue sensor trajectories using a series of GAMM analyses
of vertical displacement and velocity, where values in the y axis are z-scored by subject and the x axis is time
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Fig. 3. GAMMs of TB vertical and horizontal displacement as a function of CSG presence for /i, 0, a/ across
stress conditions, z-scored by subject. In (a) and (b) the top of the plot corresponds with higher tongue posture
and the bottom corresponds with lower tongue posture. In (c) and (d) the top of the plot corresponds with

a fronter tongue posture and the bottom corresponds with a backer posture. Shading indicates portions of
trajectory that are significantly different. x-axis time is normalized by target word.

normalized to the target word. For final stress tokens (Fig. 5a,b), the results reveal greater displacement of both
the TT and TB, with the significant difference in gesture magnitude between CSG and no-CSG conditions
extending throughout the target word for the TT, and timed at the locus of the stressed syllable and the point of
maximum displacement in the TB. In other words, maximum displacement of both the TT and TB during the
stressed vowel was greater when the target word was coordinated with a CSG.

As expected based on prior work?®’, increases in gesture magnitude for stressed syllables were accompanied by
increases in articulatory velocity in the CSG condition. For the TB, downward movement in preparation for the
stressed vowel target and the closure movement during the stressed syllable both occur at higher velocities when
accompanied by a CSG. In the TT gesture, closure movement of the tongue following maximum displacement
of the stressed vowel occurs later in the CSG condition.
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Fig. 4. Acoustic vowel duration in stressed syllables in final stress (left) and initial stress (right) tokens.

Results in the initial stress condition were more modest, yet still exhibit several effects of coupling
enhancement. Namely, Fig. 5¢,d demonstrates that TB vertical displacement at the onset of the stressed syllable
was significantly greater and the TT gesture was significantly longer when speech was accompanied with a CSG.
Nevertheless, there was no significant difference in TT vertical displacement and the TB velocity patterned
opposite from the predicted direction of effect; we return to a discussion of these effects and differences
between stress conditions in §4. Together, these results demonstrate that coupling of speech with CSG leads to
enhancement effects on oral gestures, consistent with studies on synchronized limb movement?*?>.

Despite significant differences in the magnitude of the TT and TB gestures across subjects, GAMM:s analyses
of JW gestures across subjects revealed no significant difference in JW horizontal or vertical displacement or
velocity in either stress condition. We return to this finding in light of individual variability in JW displacement
in §2.2.3.

Individual differences in jaw magnitude enhancement

The asymmetry in results between the tongue and the jaw was surprising, as the jaw has been shown to be
an important effector in the articulation of prosody and sonority expansion’’. However, prior work has
demonstrated individual differences in the extent to which speakers move their jaw while speaking due to
anatomical differences between speakers. Accordingly, we analyzed individual differences in JW vertical
displacement. The analyses revealed that some subjects do indeed show a significant difference in vertical JW
displacement, with greater displacement in the CSG condition (Table 1). Importantly, there was an implicational
relationship between vertical tongue movement and JW movement: if a participant had greater JW displacement
in the CSG condition, they also had greater tongue displacement in this condition; yet the reverse was not true.
These results are consistent with individual differences found in Johnson ¢ suggesting that some speakers make
greater use of the tongue than the jaw in vowel articulations.

Effect of co-speech gesture on temporal stability

In addition to greater movement magnitude, studies on coupling enhancement have shown greater
temporal stability of synchronized vs. unsynchronized movement!'®242>35, We analyzed temporal stability in
synchronization between articulators in producing the stressed vowel. We focus here on the stability between
the TB and other articulators because of the clear effect of CSG on TB magnitude. In addition, we are able to
analyze the relative synchronization of multiple articulators, i.e., TB, JW, and CSG, which all have a maximum
displacement landmark that occurs during the stressed vowel. Specifically, both the tongue and the jaw are
implicated during the production of a stressed vowel and in addition, the CSG apex also tends to co-occur
with the stressed vowel; thus, the measure of variability in the timing of maximum displacement in the TB and
JW can be understood as how consistently the maximum displacement of the TB and JW are timed during
stressed vowel production. Figure 6 demonstrates that there is less variability in the timing of TB and JW
maximum displacement in the presence of a CSG compared to tokens produced without a CSG. An ANOVA
model comparison demonstrates that the predictor stress significantly improves model fit (stress: AAIC =3576,
X3(1, N=156,361)=7.1077, p<0.01), as does the interaction with gesture (stress*gesture: AAIC=3571, X*(2,
N=156,361)=281.47, p<0.001), and stress as a random slope (AAIC=3294, X?(2, N=156,361)=3297.9,
p<0.001),
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Fig. 5. GAMMs of vertical displacement and velocity of the TT (left) and TB (right) across stress conditions,
z-scored by subject. Shading indicates portions of trajectory that are significantly different. x-axis time is
normalized by target word. In (a) and (c) the top of the plot corresponds to higher positions of the articulator
and the bottom of the plot corresponds to lower positions of the articulator. In the velocity plots (b) and

(d), values above the zero line indicate upward vertical movement and values below the zero line indicate
downward vertical movement. Values near zero correspond with low velocity. Where values cross the zero line,
this indicates a change in the direction of the articulator.
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Table 1. By-subject comparison of magnitude effect of CSG on tongue (TT and/or TB) and jaw displacement
in analyses. Checkmark indicates a significantly lower position in articulator vertical displacement during
the stressed syllable during the gesture condition compared to the no gesture condition; n.s. indicates no
significant difference; X indicates a significant difference in the opposite direction, where the articulator was
significantly higher during the stressed syllable in the gesture condition versus the no gesture condition.
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Fig. 6. Variability in synchronization (st dev) between maximum displacement of TB and JW in stressed
syllables.

As mentioned in §1, studies suggest a positive relationship between the strength of temporal coupling of
movements and the magnitude of movement!®2#235, We test this hypothesis in our data by analyzing the
correlation between the temporal lag, i.e., synchronization, between TB and JW movements, and the magnitude
of TB vertical displacement. We also examined the correlation between the lag in timing between gesture
apex and TB and the magnitude of TB vertical displacement. A Pearson correlation demonstrates a significant
positive correlation between TB-JW lag and TB displacement (Fig. 7a) in both stress conditions (Final Stress:
r(650)=0.32, p<0.001; Initial Stress: r(693)=0.30, p<0.001). A stronger correlation was observed between
Apex-TB lag and TB displacement (Fig. 7b) in the final stress condition (Final Stress: 7(650) =0.61, p <0.001;
Initial Stress: r(693) =0.58, p>0.001). In the case of Apex-TB lag, values clustered around zero in the raw data,
with some subjects showing a consistent positive lag. We z-scored the lag by subject to normalize differences
between subjects. Overall, these results demonstrate that greater synchronization is correlated with higher
magnitude in jaw movement. Specifically, in Fig. 7, higher magnitude corresponds with more negative values, as
more negative values are associated with a more open posture of the tongue, resulting in a positive correlation.
We return to differences across stress conditions and explore possible sources of these differences in §4.

Discussion
Co-speech gestures are ubiquitous in naturalistic communication. Although they are known to aid in perception
of speech and in conveying semantic and pragmatic information, our study provides evidence that the facilitative
role of gestures extends to speech production. Specifically, our results suggest that speech movements timed to
co-speech gestures show enhanced magnitude and temporal stability. Consistent with H3, across all subjects in
our sample, vowel durations were longer and tongue displacement was lower for speech produced synchronously
with a manual co-speech gesture than speech produced without a gesture. Most subjects likewise achieved lower
JW positions for target words in utterances containing a gesture.

Complementing the increase in magnitude found in the gesture condition, we also find evidence that
articulatory movements were less variable when produced with co-speech gestures, consistent with H4. Within
stressed vowels (the syllables to which gestures were most closely timed in our data), variability in lag between
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Fig. 7. Positive correlation between articulatory magnitude and stability. Lower (more negative) values in
vertical displacement indicate a lower posture of the tongue, i.e., increased movement magnitude. The x-axis
shows TB vertical displacement. The y-axis shows the lag between TB and JW maximum displacement (a) and
TB maximum displacement and CSG apex timing (b) during the stressed vowel. All values are z-scored by
subject.

target achievement of TB and JW movements (measured in terms of standard deviation) was found to be lower
overall in the CSG condition. Furthermore, we find a direct link between stability of timing to the CSG and
magnitude of oral articulatory gestures, as shorter lag times between TB and CSG are correlated with increased
movement amplitude of the TB across both stress conditions. Taken together, our results display the hallmarks
of coupling-based movement enhancement and stabilization that have been described within several domains
of motor contro]!8:21:24:25.28,30.35,

One interpretation of our results is that by producing speech with gestures, speakers are, in effect, stabilizing
their own articulatory movements and enhancing coordination between those movements. The idea that coupled
movements should be more stable than uncoupled movements is familiar from research on the well-known
‘bimanual advantage’ in tasks such as finger tapping, in which variability in tapping within the hands is reduced
when the two hands are tapping together, as opposed to when participants tap with just one hand?’. The effect
has been found to persist even when non-homologous digits are coordinated together across the two limbs.
Under this account, speech and gesture could be seen as forming an articulatory synergy akin to that formed
between the two hands or between oral articulators during speech®®. There are various ways in which co-speech
gesture could be seen to contribute to articulatory stability. One explanation, offered by Helmuth and Ivy* for
the bimanual advantage, is that stability arises from the integration of the timekeepers across speech and gesture.
Integration could occur either at the level of the timekeeping mechanism itself (e.g. through stronger coupling
within a coupled oscillator model of speech and gestural timing) or at the level of timekeeper outputs in a non-
oscillatory model. Still another explanation (not mutually-exclusive with the above) could be that stability of
movements is related to the presence of additional sources of somatosensory feedback associated with effectors
within the articulatory synergy, be they tactile*®, or a combination of tactile, auditory, and visual feedback™.

An alternative interpretation of our results is that presence of a gesture is associated with (but not necessarily
causing) changes in overall exertion during speech, perhaps in the form of increased attention paid to articulatory
movements. This state of increased exertion could also be linked with increased gestural activation, or more
extreme gestural targets®!, explaining why the tongue (and jaw, for some participants) showed more extreme
positions in the CSG condition. While this explanation is appealing given that gesture presence is known to
be associated with more effortful modes of speech (such as those involved in prosodic focus)*2, the observed
relationship between coupling and articulatory stability in our data is somewhat less straightforward to explain.
One possibility, following Tilsen®?, is that exertive force modulates articulatory task-associated neuronal
ensembles, the size of which can, in turn, influence coupling strength. Under the assumption that articulatory
stability results from greater coupling strength, exertion could be seen as conditioning both gesture presence and
articulatory stability. Thus, gesture need not have a direct influence on articulation. While this account seems
generally plausible, it remains to be seen whether gesture occurrence can be attributed to exertion-related factors,
what those factors might be, and why co-speech gesture, in particular, should be implicated in more exertitive
states. We also note that in-phase coupling is seen to be associated with relatively low-exertion states in Tilsen’s
model, which is not compatible with our finding that in-phase coupling between CSG and oral articulatory
gestures is strongest where oral gestures are most extreme (and thus, arguably, requiring the greatest exertion).

Our findings on the effects of CSG on the magnitude of speech gestures also shed light on the relationship
between co-speech gestures and speech prosody. While our results demonstrate an effect of hyperarticulation in
comparing stressed and unstressed syllables (§3.1), the effects of gesture on speech are distinct from those of stress:
we find a uniformly lower tongue position across vowel types in the presence of a co-speech gesture, consistent
only with sonority expansion effects. Meanwhile, we find no evidence to support an added hyperarticulation
effect in the presence of a co-speech gesture. Thus, it does not appear that gesture presence leads to an increase
in the magnitude of stress correlates in speech. Our results also provide counterevidence to the idea that speech
and gesture serve as redundant and complementary cues to prosodic prominence in the way that e.g. voice onset
time, vowel duration, and fundamental frequency complement one another in cuing voicing contrasts in some
languages®*; if this were the case, we would hypothesize that oral gestures should be less extreme in the context
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of a CSG. However, we find no evidence of a trading relation between speech and co-speech gesture in marking
prominence in our data. Instead, it appears that the presence of gesture has an effect on articulation which does
not implicate phonology or prosody directly [c.f. Franich®]. We term this effect coupling enhancement.

Our findings also point to new avenues for future research on the relationship between speech articulation,
gesture coordination, and rhythm in language. Our findings indicated that the effects of co-speech gestures on
speech dynamics were overall stronger for words with final stress than for words with initial stress. Though we
cannot say definitively why this difference arose across stress conditions, we look to research on the timing of
articulatory gestures at syllable boundaries for some clues. Disyllabic words with initial stress have been shown
to display greater variability of timing in tongue movements for medial consonants, as medial consonantal
gestures (which would normally be expected to serve as onsets to the final syllable) tend to show an attraction
to the preceding stressed syllable®>. Variability of this magnitude is not observed with disyllabic final stress
words. We hypothesize that this variability in coordination reduces the effect of CSG on magnitude and stability
for initial stress tokens in our study.

Finally, we believe our findings can help to bridge a gap between theories of speech-motor coordination and
prosody. Prior work has proposed that speech and CSG are jointly controlled by the same prosodic planning
mechanism®”*8. For example, Krivokapié et al.”® find that both speech articulatory gestures and co-speech gestures
display differences in duration as a function of prosodic prominence. They propose that the same clock-slowing
mechanism for inducing longer durations on speech articulations under prominence may also operate over co-
speech gestures. Our own results suggest that coupling speech to gesture can have effects that are independent
of prosodic effects. However, the effects we observe in our data could act as a precursor to such a prosodic
control mechanism. Assuming a more direct role for co-speech gesture in influencing speech articulation, the
duration-enhancing effect of gesture-speech coupling could be grammaticalized and applied predictably to
different prosodic environments, similar to the grammaticalization of lexical tone based on f0 perturbations over
time®. Indeed, the idea that gesture can entrain articulatory and acoustic cues to prosodic prominence has been
postulated on an even shorter timescale, as young children have been shown to employ prosodically appropriate
co-speech gestures before they learn to produce the acoustic cues to prominence that accompany such gestures
in adult speech®. If this hypothesis proves to be correct, it will have important implications for the study of
prosody and language typology. Concretely, given cross-linguistic variability in the timing between co-speech
gestures and speech, we may expect to see correlations between gesture timing strategies and prosodic patterns
across the world’s languages. A better understanding of gesture as a potential phonetic precursor may help to
shed light on patterns of sound change and the evolutionary relationship between speech and co-speech gesture.

Methods

Participants

Prior approval from the Institutional Review Board (IRB) was obtained for this study and appropriate protocols
were followed for data collection. All methods were performed in accordance with relevant guidelines and
regulations. This included obtaining participants’ written informed consent to participate in the study. Ten
subjects (1 male, 8 female, 1 unspecified) participated in the study. Participants consisted of students and young
professionals recruited in the greater Boston, Massachusetts area; ages ranged from 20 to 40. All participants
reported US English as their native language and none of the participants reported any history of speech/
language or vision impairment.

Materials

Stimuli consisted of nonce words of the shape CVbV, controlling for vowel quality: /i, 0, a~ 9/, initial consonant:
/s, p, 1/, stress (initial vs. final): /sébo/ or /sobd/. Vowels were chosen to mimic stressed and unstressed vowels in
English while sampling a range of the total vowel space. As will be detailed below, target words were produced
in one of two conditions: with or without a concurrent co-speech gesture. Examples of the target words are
provided in Table 2. All target words were produced in the carrier phrase I saw the today, to situate the target
word in the environment V#CVCV#C, to maximize clarity in articulatory data parsing. The task was blocked by
stress condition and by co-speech gesture condition, with the order of blocks randomized by participant. Half of
participants produced the gesture block followed by the non-gesture block and the other half produced the non-
gesture block followed by the gesture block. Each token was repeated 6 times throughout the task block and the
order of tokens was randomized within the task block. A total of 216 tokens per subject were produced (9 word
shapes X 2 stress conditions X 2 gesture conditions X 6 repetitions).

Is/ Ip/ n
) /sibi, sibi/ /pibi, pibi/ /ibi, libi/
o <seeybee, seebeey> | <peeybee, peebeey> | <leeybee, leebeey >
/s6bo, sobd/ /p6bo, pobd/ /16bo, lobd/
ol < sohbo, soboh > < pohbo, poboh > <lohbo, loboh >
faol /sébo, sabé/ /paba, pabé/ /lébo, lobé/
<suhbah, sahbuh> | <puhbah, pahbuh> | <luhbah, lahbuh>

Table 2. Target word shapes included in the study, where IPA transcripts are provided on the first line and
orthographic transcripts seen by participants are included on the second line.
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Procedure

Stimuli were displayed using OpenSesame software®! on a computer monitor at a comfortable distance from
each participant. A member of the research team manually progressed through each experimental item to ensure
that each token was produced correctly before moving on to the next item. If the participant made a speech error,
the researcher prompted the participant to try again and the target utterance was immediately repeated.

Each task block contained a short set of instructions that told the participant what to expect during the task
and provided an example sentence to illustrate stress production. The instructions for each task block were read
aloud by a researcher. Sample sentences on instruction screens contained words that replicated the same stress
construction, but with phones that were not present in the stimulus set. In order to ensure that the prosodic
context was similar between gesture and non-gesture conditions, for all items, participants were given the same
prompt, shown in Ex 1.

1. Imagine youre traveling in a foreign land and see a famous landmark while out exploring. You run into a
friend in your travels and excitedly tell them about your experience.

Prior to the start of the gesture condition experiment block, participants were presented with a single
demonstration video of a researcher naturally producing a sample sentence with a bimanual co-speech gesture
produced synchronously with the target word. Participants were asked to model their gesture after the video, and
to use both hands for the gesture, but were not explicitly told to copy all aspects of the model gesture. Participants
were also not explicitly told when they should begin or end the gesturing within the spoken sentence. Participants
were only instructed to produce a manual gesture as they read each sentence aloud.

Data collection

Acoustic data collection

The primary acoustic data used for acoustic analyses in this study were collected using a Rode NTG2 shotgun
microphone. The microphone was attached to a boom arm mounted to the desk and positioned above the
participants head. This data is time-aligned with the EMA data files, where for the primary acoustic data and
EMA data, each utterance was saved individually. However, the video data was not time aligned to the primary
acoustic data and EMA recordings; thus, secondary acoustic data was also recorded for the video data in order
to time align the two data sets, as discussed in §4.5.1. Secondary acoustic data time-aligned to the video was
recorded using a Zoom Q8 Handy Video Recorder Microphone.

EMA data collection

EMA data was collected using the NDI Wave system, a point-tracking system with accuracy within approximately
0.5 mm® and a sampling rate of 100 Hz. NDI Wave 5 Degree of Freedom (5DoF) sensors were attached to the
face and mouth to capture movement of the articulators. Reference sensors were used to track the position and
movement of the head in order to correct articulatory data for head movement, as discussed in more detail in
§4.4.2. Reference sensors consisted of five NDI Wave 5DoF sensors. Three 5DoF reference sensors were placed
on the right mastoid (RMA), left mastoid (LMA) and on the bridge of the nose (NAS), as illustrated in Fig. 8a;
these sensors remained in place for the entirety of the experiment. Two additional sensors were used to record
the occlusal plane of each participant. Sensors were attached along the sagittal midline to a wax bite plate with
one sensor aligned with the front incisor (OS) and the other aligned with the back molar (MS), as illustrated
in Fig. 8b. Prior to the presentation of the stimuli, participants were asked to hold still and held the bite plate
between their teeth for five seconds while a recording was made of their position. The bite plate was then removed
and set aside for the remainder of the experiment.

Movement of the oral articulators were tracked using six 5DoF sensors attached to the incisors, lips, and
tongue, as shown in Fig. 9. Sensors were attached to the upper and lower lips near the vermilion border, lower
jaw to the gums below the lower incisor (JW), and three sensors were attached along the sagittal midline of the
tongue at the tongue tip (TT), blade (TB), and dorsum (TD). The front-most sensor (TT) was attached less than
1 cm from the tip of the tongue, the back-most sensor (TD) was attached as far back as was comfortable for the
participant, typically 4-6 cm from the tongue tip, and the third sensor (TB) was placed midway between the TT
and TD sensors.

The participant was seated in front of the experiment monitor and beside the EMA magnet. A researcher
then created a mold of the participant’s bite and reference sensors were attached before collecting the bite plate
recording. Next, positions for the oral sensors were marked before gluing to ensure consistency in placement
in the case of re-gluing and then attached accordingly. Tongue and jaw sensors were attached using glue and lip
sensors were attached using medical-grade tape. Before beginning stimuli collection, the researcher engaged the
participant in conversation for several minutes to help them adjust to speaking with the attached sensors.

Throughout the study, one researcher was assigned the task of controlling the experiment program while
another was assigned the task of monitoring the sensor tracking to ensure that all sensors were actively tracking.
The researcher monitoring the sensor tracking would interrupt the experiment to notify the other researcher of
a sensor that began to behave irregularly. In such cases, sensor stability was assessed and sensors were secured
as needed.

Video data collection

Video data was collected using a Zoom Q8 Handy Recorder with a 160° wide-angle lens and a 30 fps framerate.
The camera was mounted directly above the participant’s monitor and angled to ensure it captured the entirety of
a participant’s manual gestures, from resting position in the participant’s lap to full extension during the manual
beat gesture. Examples of still images from the video recording are provided in Fig. 10, where (a) demonstrates
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a. Reference and lip sensor placement b. Bite plate sensor placement

Fig. 8. Reference and lip sensor placement.

Fig. 9. Tongue, lip, and jaw sensor placement.

a no-gesture condition where the hands were kept at rest in the lap and (b) demonstrates a gesture condition at
the point of maximum extension during the beat gesture production. Each task block comprised its own video
recording.

Informed consent was obtained from all subjects and/or their legal guardian(s) for publication of identifying
information/images in an online open-access publication; however, out of consideration for the participant, we
cropped the face to protect their privacy.

Data processing

Acoustic data processing

Primary acoustic data was force-aligned using the Montreal Forced Aligner (MFA)®. Pitch maxima were
extracted from each vowel in target words using a script for Praat®.

Primary acoustic data, which was time-aligned to the EMA recordings, and secondary acoustic data, which
was time-aligned to the video data, was merged using the Python tool audalign, which identifies similarities
across audio files in order to allow for time alignment of signals®®. The alignment between primary and secondary
acoustic data was reviewed by the researchers to identify and correct any misalignments between the two data
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A

a. No gesture condition b. Gesture condition

Fig. 10. Example stills of video camera positions demonstrating target production during the gesture and no
gesture conditions.

b P 1 s |a~d|i o
Primary LL/UL | LL/UL | TT |TT |JW |JW | JW
Secondary TB |TB |TB |TB | TB
Tertiary TT | LL/UL

Table 3. Articulators used in determining target achievement for a given segment. The secondary tier of the
table was only used if no target could be identified from the primary level, and the tertiary tier was only used if
no target could be identified from either the primary or the secondary level.

sets. Corrections were made by identifying a unique acoustic landmark within the utterance that could be used
to synchronize the two recordings.

EMA data processing

The EMA data was rotated along the mid-sagittal plane and head movements were corrected for in Python®
using the reference and bite plate sensors®’, such that the origin of the spatial coordinates corresponds to the
front teeth. All articulatory trajectories were smoothed using Garcia’s robust smoothing algorithm®. All EMA
data was visually inspected by a research assistant to ensure that no recordings containing major tracking errors
or detached sensors were included in the data analysis. Major errors in the recording were identified by ensuring
that all movements were consistent with possible movement of the articulators. Recordings that included any
major errors in tacking were removed from the dataset prior to analysis.

Following a similar procedure to that implemented in®, relevant gestural targets, including the point of
minimum and maximum displacement in the horizontal and vertical plane, as well as local x and y speed minima,
were automatically identified in Python using a window determined by the acoustic signal. The articulator used
to determine target achievement differs depending on the segment quality and the kinematic profile of the
utterance. Target identification proceeded hierarchically based on the articulatory parameters of the segment,
where if a target could not be detected on the basis of the first articulator, a target was assessed using the second
and finally third articulators, as detailed in Table 3. Typically, the secondary and tertiary levels were only needed
in the case of unstressed vowels, which are not the focus of this study.

Video data processing

Co-speech gestures were coded by a team of researchers trained in gesture coding using ELAN® following the
MIT Gesture Studies Coding Manual”!, which outlines several phases of the gesture including preparations,
strokes, holds, and recoveries based on’.

The apex of the gesture was automatically extracted based on manual annotations of gesture strokes using
MultiPose’?, which uses MediaPipe” to track pixel movement in the video recording to extract a set of xy
coordinates for a given articulator. In this study, we identified the right wrist as the most stable articulator for
identifying the apex of the co-speech gesture (though there was one left-handed participant in the sample, he
produced all gestures with both hands). The MultiPose workflow can identify several key kinematic landmarks for
a given articulator. In this study, we defined the CSG apex as the xy speed minimum, which closely corresponds
to the point of maximum extension.

Statistical analysis
The data was analyzed in R7 using a combination of Pearson Correlation Testing, Linear Mixed Effects Models
(Imer)”>, ANOVA model comparisons’®, and Generalized Additive Mixed Models (GAMM)””.
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Linear mixed effects models and ANOVA model comparisons

Linear mixed effects (Ime) models along with a series of ANOVA model comparisons were used to evaluate
differences in displacement of oral articulators at specified timepoints and duration of vowels in target words.
We used an lme model to model the interaction of stress and vowel quality on TB vertical and horizontal
displacement at the point of achievement during production of stressed and unstressed vowels (§2.1). We likewise
used Ime models and ANOVA model comparisons to predict the interactional effect of stress and gesture on a
number of variables including stressed vowel duration ($2.2.2) and synchronization between TB and JW within
the stressed vowel (§2.3).

Subject was included as a random intercept for all Ime models. Following’®, models were initially fit with
maximal random effects structures, and random slope parameters were only reduced from the model if they
eliminated singularity’®. The resulting models are illustrated in (2), where X is determined by the analysis as
outlined above.

A nested series of ANOVA model comparisons was conducted in a stepwise fashion to assess the significance
of the predictors in the model. ANOVA comparisons were conducted in a pairwise fashion beginning with
the baseline model (3.a/b.1) and increasing in complexity incrementally. The reported results included two
commonly used metrics for ANOVA model comparison (1) the AAIC value, calculated as the AIC value of a
given model minus the AIC value of the best fit model within the set, and (2) and Likelihood Ratio Tests with
associated p-values’®.

2. Linear mixed effects model structures:

a. lmer(X ~vowel_quality*stress + (1 + stress|Subject))
b. lmer(X ~ stress*gesture + (1 + stress|Subject))

3. ANOVA model comparison structures:

a. lmer(X ~vowel_quality*stress + (1 + stress|Subject)
Imer(X ~ 1+ (1+|Subject))
Imer(X ~ vowel_quality + (1|Subject))

Imer(X ~ vowel_quality*stress + (1|Subject)
Imer(X ~ vowel_quality*stress + (1 + stress|Subject)

W=

b. lmer(X ~ stress*gesture + (1 + stress|Subject))

Imer(X ~ 1+ (1|Subject))

Imer(X ~ stress + (1|Subject))

Imer(X ~ stress*gesture + (1|Subject))

Imer(X ~ stress*gesture + (1 + stress|Subject))

Ll A

Generalized additive mixed models

Generalized Additive Mixed Model (GAMM) analyses were implemented using the bam package to assess
differences in displacement and velocity of the oral articulators over time during target word production
between the gesture and the no gesture conditions. Al GAMM analyses used the basic model formula provided
in (3), where X is either the vertical displacement, horizontal displacement, or vertical velocity of the relevant
sensor, where all variables were z-scored by subject. Time is normalized such that the onset of the target word
corresponds with zero and the offset of the target word corresponds with 1. This method of time normalization
provided the best alignment between target achievement of the stressed vowel targets without making
assumptions about the nature of the kinematic trace. These models predict a given articulatory trajectory with
gesture presence, smoothed time, and time smoothed by gesture as fixed effects, the random intercepts of subject
and gesture, and the random smooths of subject and time. This model gives both the nonlinear and the constant
difference between the gesture tasks.

4. Generalized additive mixed model structure:
a. bam(X ~ gesture + s(time) + s(time, by =gesture, bs = “tp”, k=10) + s(subject, gesture) + s(time, subject)

Across all data in the GAMM analyses, time was normalized to the production of the target word, and articulatory
trajectories and velocities were compared in the presence of a CSG (gesture condition) and the absence of a CSG
(no-gesture condition).

Defined measures of analysis
In this section, we define each of the measures used in the analysis of this study.

5. Apex (AX) is defined as the point of minimum speed of the right wrist during the execution of a gesture.

6. Time of max f0 is defined as the time of the pitch peak for the phone coinciding with the gesture apex.

7. TB vertical displacement is defined as the vertical (y) position of the TB sensor during the target achieve-
ment of the vowel.

8. TB horizontal displacement is defined as the horizontal (x) position of the TB sensor during the target
achievement of the vowel
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9. Stressed vowel duration: Acoustic duration of the stressed vowel as defined by the start point and end point
of the parsed segment in the forced alignment process.
10. JW to TB lag: Lag between maximum extension of the TB and JW during stressed vowel production.
11. JW to TB lag std: Standard deviation of the TB and JW lag grouped by token and subject (6 repetitions/
token/subject).
Data availability

Data files and scripts for statistical analysis can be found at https://osf.io/tuc86/.
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