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—— Abstract

For a given graph G, a hopset H with hopbound [ and stretch « is a set of edges such that between
every pair of vertices u and v, there is a path with at most 8 hops in G U H that approximates
the distance between u and v up to a multiplicative stretch of . Hopsets have found a wide range
of applications for distance-based problems in various computational models since the 90s. More
recently, there has been significant interest in understanding these fundamental objects from an
existential and structural perspective. But all of this work takes a worst-case (or existential) point
of view: How many edges do we need to add to satisfy a given hopbound and stretch requirement
for any input graph?

We initiate the study of the natural optimization variant of this problem: given a specific graph
instance, what is the minimum number of edges that satisfy the hopbound and stretch requirements?
We give approximation algorithms for a generalized hopset problem which, when combined with
known existential bounds, lead to different approximation guarantees for various regimes depending
on hopbound, stretch, and directed vs. undirected inputs. We complement our upper bounds with a
lower bound that implies Label Cover hardness for directed hopsets and shortcut sets with hopbound
at least 3.
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1 Introduction

A hopset H with hopbound 3 and stretch « for a given (directed or undirected) graph G is a
set of (possibly weighted) edges such that between every pair of vertices u and v in G there
is a path with at most 8 hops in G U H that approximates the distance between u and v up
to multiplicative stretch « (our results hold for a more generalized version of the problem
formally defined in Definition 3). A related object is shortcut sets, which preserve reachability
via low-hop paths, rather than distances. Hopsets were formally introduced 25 years ago
by Cohen [25], and they were used to compute approximate single-source shortest paths in
undirected graphs in parallel settings. More recently, they have been shown to be useful for
a variety of different problems and settings, and have been studied extensively. Examples
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of these applications include low parallel depth single-source shortest paths algorithms
[65, 25, 65, 37], distributed shortest-paths computation [36, 35, 16], and dynamic shortest-
paths [8, 48, 46, 18, 62] with implications for fast static flow-based algorithms [64, 7, 20]
and dynamic clustering [27], faster construction of related objects such as distributed or
massively parallel distance sketches [35, 32, 34], parallel reachability [68], and work-efficient
algorithms for reachability and directed shortest paths [14, 15, 13, 41, 54].

In addition to their wide range applications, hopsets and shortcut sets are also studied as
fundamental objects in their own right. There has been a surge of recent work that, rather
than focusing on running time, focuses on finding the best existential (extremal) upper or
lower bounds for hopsets and shortcut sets [57, 9, 49, 53, 58, 70]. Namely, the main goal is
to find the smallest value v(n, 8, a) such that every graph G on n nodes admits a hopset
with hopbound S and stretch «. Another line of work has explored the connections between
hopsets and many other fundamental objects such as spanners [5, 2], emulators [38, 52|, and
distance preservers [56, 50, 12].

The two main existing lines of work in this direction are on finding efficient algorithms
for constructing hopsets in various computational models for specific applications, or on
existential bounds and structural properties. Such results are very useful, since they give
us a worst-case bound on how many edges we must add to an arbitrary graph if we want a
hopset of a certain quality and how fast can this be done for our particular application. The
focus in these results has been on improving these existential bounds and developing fast
algorithms for a variety of different settings and parameters. see Section 1.2 for a discussion
of known results of this form.

A complementary type of problem with a very different flavor is optimization: given a
graph G, hopbound g, and stretch bound «, can we design an algorithm to efficiently find
the smallest hopset for G (rather than in the worst case over all graphs)? If the minimization
problem is NP-hard, then can we approzimate the smallest hopset for G? Note that the
existential and optimization versions of these problems are complementary: good existential
bounds guarantee that no matter the graph G, there will be a reasonably small hopset;
conversely, good optimization results guarantee that we can find an approximately minimum
hopset, even if the best hopset for G is significantly smaller than for the worst-case graph.
An existential bound might convince someone to use a hopset for some application—since they
know they will never need to add too many edges—but once they commit to using a hopset
for that application, they might naturally want to find the best hopset for their particular
input. Additionally, in many distributed and parallel settings, adding hopset edges can be
seen as a preprocessing step (that can take considerable time), after which (approximate)
distance queries can be performed in fewer distributed/parallel rounds (often corresponding
to the hopbound). Thus in such cases, we may be willing to spend more preprocessing time
in order to add the fewest number of edges.

This natural complementarity between the existential and optimization versions has led
to significant study of both versions for a number of related objects, most notably graph
spanners (subgraphs that approximately preserve distances). For spanners, while the vast
majority of work has been on the existential questions (see, e.g., [3] for the fundamental
tradeoff between stretch and size), there has also been significant work on the optimization
versions (see, e.g., [60, 61, 59, 39, 31, 6, 30, 33, 42, 21, 22, 45, 23, 24]). Similarly, there
has also been work on optimization versions of other related objects such as reachability
preservers|[1], 2-hop covers [26], and diameter reduction[28].

Despite both the recent importance of hopsets and the extensive study of optimization
for related objects, the optimization version of hopsets has not yet been considered. In this
paper we initiate this line of research, introducing these optimization variants and proving
both upper and lower bounds on their approximability.
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1.1  Our Results and Techniques

There are many variants of this problem, divided along three main axes: whether the graph
is directed or undirected, what the desired hopbound [ is, and what the required stretch is
(and in particular whether it is arbitrary or whether it is in some particularly nice regime
like 1 + € for small € or 2k — 1 for integer k). A summary of our results for these variants
can be found in Table 1.

Table 1 Comparison of hopset results, where ¢ > 0 is an arbitrarily small constant, € € (0, 1),
and n > ,81/(1“1“’8_%1“1“1“5). For g > 3, n > 6. “Individual” stretch means arbitrary distance
bounds, possibly different for each individual demand pair. All results are for pairwise demands,
with edge lengths being nonnegative integer and upper bounded by poly(n).

Un/Directed Hopbound 3 Stretch Approximation Theorem
Directed 5(n2/5) Individual 5(B1/3 . n2/3+5/) 21
Directed 5(112/5) Individual 5(11”5,/\/[;) 22
Directed > 20logn 1+¢ 5(n3/4+5' . e*i) 23
Directed 2 Individual O(lnn) Full Version [29]

Undirected 5(71%_2%7) 1+e€ 5(¢B-n%+%n+5/) 24
Undirected O(k:_l/2 n%_ﬁ) 2k —1 6(\/@415‘*‘%*'5/) 25

1.1.1 Upper Bounds

While this list may appear a bit complex, it turns out that almost all of the results are
generated by trading off several approximation algorithms that we design and analyze with
the known existential bounds for the given regime. In particular, we consider three main
approximation algorithms: one based on rounding an LP relaxation, one based on randomly
sampling stars, and one based on defining and analyzing an appropriate variant of junction
trees [42, 44, 22]. Instead of just analyzing the approximation ratio of each algorithm as a
function of n (the traditional point of view), we analyze the approximation ratios as functions
of n, OPT, 8 and the local neighborhood size [31, 6]. Importantly, none of these algorithms
have performance that depends on whether the graph is undirected or directed, or what the
allowed stretch is.

To get the results in Table 1, we trade these three algorithms off not only with each

other based on the described parameters, but also with the known existential bounds.

Unsurprisingly, there are different existential bounds known for each setting. These different
existential bounds are what lead to each of the different rows of Table 1.

We also note that there is a simple reduction from hopsets to the multicriteria spanner
problem, introduced by [44]. For multicriteria spanners, instead of edges being associated
with just edge lengths—as with traditional spanners—edges in the multicriteria spanner problem
each have a resource consumption vector, where each entry corresponds to the consumption
of the respective resource on that edge. The simple reduction to multicriteria spanners
implies a O(|D|Y/2*¢ . B)-approximation for hopsets, where D is the set of vertex demand
pairs given in the input.
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1.1.1.1 Technical Overview

Technical components of our main approximation algorithms have appeared before, in
particular, in the literature on approximation algorithms for spanners. The LP rounding
algorithm we use is a variant of the one introduced for spanners by [6], our star sampling
is a variant of the arborescence sampling used by [31], and our junction tree algorithm is
a variant of the junction trees used by [22] and [42]. But using them for hopsets involves
overcoming a number of technical difficulties.

First, the performance bound on arborescence sampling used by [31, 6] fundamentally
depends on the fact that for traditional graph spanners, the required connectivity implies
that OPT > n — 1, and hence polynomial size bounds of the form n” can be interpreted as
nY~1.OPT, i.e., as n”~l-approximations. But for hopsets, since we are adding edges rather
than removing them, this is not the case: the only bound we have is the trivial bound of
OPT > 1 (or else we are already done). Hence bounds that are sublinear for spanners (e.g.,
the O(n'/2?)-approximation of [6]) turn into superlinear approximation ratios if translated
to hopsets in the obvious way. These are still nontrivial bounds, in the sense that the
trivial bound for hopsets is an O(n?)-approximation (OPT > 1 and we can just add all
pairwise edges to get a solution of size O(n?)). But superlinear approximation ratios are not
particularly satisfying. This is why we need different algorithms for various regimes of OPT.
By combining the star sampling and randomized LP rounding we get an approximation
bound that is comparatively better for cases where § is small and OPT is large. On the
other hand, our junction tree algorithm performs better when OPT is smaller.

Second, while the LP relaxation that we use for our rounding algorithm is a natural
variant of the standard spanner LP relaxation (see [31, 6, 33]), the hopset variant turns out
to be significantly more difficult to solve. Most notably, solving the equivalent LP relaxations
for spanners (either the flow version of [31] or the fractional cut version of [33]) requires using
the ellipsoid method with a separation oracle for a problem known as Restricted Shortest
Path, in which we are given two distance metrics (think of one metric as being our original
edge lengths and one metric as being the fractional values given by the LP to edges) and are
asked to find the shortest path in the second metric subject to a distance constraint in the
first metric. Unfortunately, Restricted Shortest Path is NP-hard, but it turns out that one
can use approximation algorithms for Restricted Shortest Path to solve the LP up to any
desired accuracy (see [31]). But for our hopset LP, the equivalent separation oracle has three
metrics (the original edge lengths, the number of hops, and the LP values), and we need to
find the shortest path in the third metric subject to upper bounds in the first two metrics.
So we design a PTAS for this more complex problem in order to solve our LP.

Third, for similar reasons our junction tree argument is more complex. Junction trees
were originally introduced for network design problems where the only constraints are on
connectivity, not distances; see, e.g., [19, 40]. By reducing to a “layered” graph, Chlamtéé
et al. [22] showed that junction tree-based schemes are also useful in distance-constrained
settings, and this layering technique was pushed significantly further by [42]. When trying
to use these ideas for hopsets, though, we have the same difficulty as when solving the LP:
we have essentially two distance constraints for each demand, corresponding to the number
of hops and the allowed distance. To overcome this, we give a “two-stage” layering reduction,
where we first construct a layered graph that allows us to get rid of the hop requirement
without changing the distance requirements. Then we can use the further layered graph
of [42] to get rid of the distance requirement, transforming it into a pure connectivity problem.
In fact, we can use [42] as a black-box for this second step.

The black-box nature of our use of [42] has an interesting corollary: even without caring
about junction trees, the layered graph reduction we design will immediately let us use the
known results for pairwise spanners [42] (by considering them on the weighted transitive
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closure) to get a non-trivial approximation guarantee for our full problem. However this
reduction introduces additional factors in £, which we improve by white-boxing their approach,
which will in turn give us a better trade-off in combination with the other algorithms.

1.1.2 Lower Bounds

To complement our upper bounds, we show that (at least for directed graphs) we cannot hope
to get approximation ratios that are subpolynomial. In particular, we give an approximation-
preserving reduction from the famous Label Cover problem (or more precisely, its minimization
variant Min-Rep [59]) to the problem of computing the smallest hopset in a directed graph
with hopbound at least 3, for any stretch value. This gives the following theorem.

» Theorem 1. Assuming that NP ¢ DTIM E(2P°'°9() " for any constant € > 0, and for
any B > 3, there is no polynomial-time algorithm that can approzimate directed GENERALIZED
B-HOPSET (for any stretch value; see Definition 3) or the minimum shortcut set on directed
graphs with approximation ratio better than glog' " m

Our reduction is quite similar to known hardness reductions used for spanners [59, 39,
30, 21]. The main difficulty is that these previous reductions, since they are for spanners,
only have to reason about subgraphs of the graph created by the reduction. That is, given an
instance of Min-Rep, they create some graph G and argue that if the Min-REP optimum is
large then any subgraph of G that is a spanner must be large. But for hopsets, not only are
the edges of G “free,” we also need to argue about hopset edges that are not part of G. This
requires some changes in the reductions and analysis. The full reduction and details can be
found in the full version of the paper [29].

1.2 Related Work

In earlier applications, sparse (1 + ¢)-approximate hopsets for undirected graphs were used to
obtain low parallel depth single-source shortest paths algorithms [55, 25, 65, 37]. Similarly,
fast hopset constructions for undirected graphs were studied in many other settings such as
distributed [36, 35, 16, 35, 32, 34] and dynamic settings [8, 48, 46, 18, 62].

Another line of work focuses on fast computation of hopsets for directed graphs and
shortcut sets that preserve pairwise reachability, rather than distances, while reducing the
diameter. These have gained attention particularly due to their application in parallel
reachability and directed shortest path computation [68, 14, 15, 13, 41, 54]. More recently,
hopsets and shortcut sets have been studied from an extremal (or existential) point of view.
In particular, for (1+ €)-hopsets, there are almost (up to 1/e factors) matching upper bounds
[36, 52] and lower bounds [2] in undirected graphs. One trade-off that is widely used in
(14 €)-approximate single-source shortest paths applications is that for any graph, there exists
a (1 + €)-hopset of size n'*t°(1) with hopbound n°Y). On the other hand, [2] showed that
there are instances in which this trade-off is tight. For larger stretch, better size/hopbound
trade-offs are known.

In directed graphs there are polynomial gaps between existential lower bounds and upper
bounds, both for approximate hopsets and shortcut sets. A widely used folklore sampling
approach implies an 6(11) size for exact hopset and shortcut sets, with hopbound O(y/n) L.
A breakthrough result of [57] went beyond this long-standing bound by constructing shortcut

! The upperbounds for directed hopsets and shortcut sets give a smooth trade-off between size and
hopbound. For simplicity, we discuss the important linear-size regime.
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sets of size O(n) with hopbound O(n!/3). Later, [9] showed that the same upper bound
also holds for directed (1 + €)-hopsets (up to log factors in weights and aspect ratio). More
on these existential bounds can be found in Section 4.3, where we trade them off with our
approximation algorithms, and in the full version [29]. Another line of work focused on
obtaining subsequently better existential lower bounds for directed graphs [49, 53, 58, 70].
The current best known lower bound for a linear size shortcut set is Q(n'/4) [11, 70].

Another recent result [11] showed that for exact hopsets both in directed and undirected
weighted graphs, the folklore sampling (see Section 4.3) is existentially optimal, implying
that the separation between approximate hopsets for directed and undirected graphs, does
not hold for exact hopsets.

On the approximation algorithms side, most relevant to hopsets are the weighted pairwise
spanner algorithms [42], 2-hop covers [26], and multicriteria spanners [44]. In particular,
weighted pairwise spanners (like hopsets and unlike k-spanners) do not have n as a trivial lower
bound on OPT, and hence some of the difficulties encountered when designing algorithms
are similar. Additionally, when we do not have distance bounds—that is, when stretch is co
for all demand pairs—weighted pairwise spanners captures the hopset problem.

Approximation algorithms for 2-hop covers [26], hub labelings [26, 4], and 2-spanners
[60, 31] in particular are closely related to our hopbound 2 regime (see full version [29]). In
all of these problems, the requirement of covering using 2-paths leads to algorithms that are
essentially solving some variant of Set Cover. Our situation is similar, so we can use similar
techniques, but our Set Cover variant is slightly different from these other problems, most
notably because we do not “pay” for edges that already exist in the graph.

Multicriteria spanners were recently introduced by [44]; they also rely on a modification
of the junction tree framework to give an approximation algorithm. While their junction
tree framework works for our setting, we present a different framework tailored to hopsets
that yields better approximations for our setting than their framework gives. Other related
problems are optimizations for other variants of spanners, including traditional directed k-
spanner (unit edge costs, all-pairs demands) [31, 6], buy-at-bulk spanners [43], and transitive
closure spanners [10, 17]. In addition to transitive closure spanners, [17] shows hardness of
bicriteria approximation for shortcut sets (where they allow the hopbound to be violated).

2 Preliminaries

Going forward, we will generally operate on what we call the weighted transitive closure of
G, defined as follows. Let dg(s,t) denote the distance in G from s to t.

» Definition 2 (Weighted Transitive Closure). The weighted transitive closure of a graph
G, denoted by Gy = (V, En), is the weighted graph obtained by first taking the transitive
closure of G, then assigning weight dg(u,v) to each edge (u,v) in the transitive closure. We
use E = En \ E to denote the set of edges in the weighted transitive closure that are not
provided in the input G.

Formally, we consider the following problem:

» Definition 3 (GENERALIZED 8-HOPSET). Given a directed graph G = (V, E), edge weights
(or “lengths”) £: E — {1,2,3,...,poly(n)}, a set of vertex pairs D CV x V, and a distance
bound function Dist : D — N>q, find the smallest set of edges H C E such that for each
vertex pair (s,t) € D, it is the case that dg(s,t) < dgf&G(s,t) < Dist(s,t). In other words,
there must be an s —t path P in H U G such that |P| < 3 and ) . p{(e) < Dist(s,t).
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If G is directed, we say that the problem of interest is directed GENERALIZED (-HOPSET;
otherwise it is undirected GENERALIZED 3-HOPSET. Additionally, if for all (s,t) € D we have
that Dist(s,t) = k - dg(s,t) for some k, then this is the stretch-k GENERALIZED [3-HOPSET
problem. Note that GENERALIZED [-HOPSET is a generalized version of the traditional
hopset problem: all of our results hold for any set of vertex demand pairs, and many of our
results hold for arbitrary distance bound functions.

We will use OPT to refer to the cost of the optimal solution to the GENERALIZED (-
HOPSET problem instance. That is, OPT will refer to the number of edges in the optimal
hopset. A path is an i-hop path if there are exactly 7 edges on the path. We also say that a
demand (s,t) € D is settled or satisfied by a graph G (or an edge set F) if there is a path
from s to t in G (in F) with at most 8 hops and distance at most Dist(s,t). Otherwise,
demand (s, t) is considered unsettled or unsatisfied.

Note that the weighted transitive closure of a graph can be found in polynomial-time.
When working in the weighted transitive closure, we will generally assign costs to the edges
in Gps: edges in E will have cost 0, while edges in E will have cost 1. It is easy to see that
GENERALIZED B-HOPSET on G is equivalent to finding a min-cost subgraph of Gj; that
settles all demand pairs. We will use ¢(F) to denote the cost of an edge set F'; namely,
¢(F) = |[FNE| is the number of edges in F not provided in the input. Finally, we will assume
each edge (u,v) € E in the input is a shortest path from « to v in G.

3 LP Relaxation

In this section, we state and solve a cut-covering linear program (LP) for GENERALIZED
B-HOPSET. A few of our approximation algorithms will randomly round the solution to this
LP as a subroutine.

Let P ; be the set of paths from s to ¢ that have at most 3 hops and path length at
most Dist(s,t). We will refer to these paths as “allowed” or “valid” paths. The natural flow
LP for our problem requires building enough capacity to send one unit of (non-interfering)
flow along valid paths for each demand; this is the basic LP used in essentially all network
design problems, and was introduced for spanners by [31]. An equivalent LP, which is what
we will use for GENERALIZED [-HOPSET, is obtained through the duality between flows and
fractional cuts (of valid paths). This version of the LP for spanners was studied by [33], and
strengthens the anti-spanner LP of [6].

In more detail, for a graph G = (V, E), we say that an “s — ¢ cut against valid paths” is a
set of edges F' such that in the graph G \ F, there are no valid paths from s to ¢. In the cut
covering LP we will use, the constraints will ensure that any feasible solution must “cover”
every cut against valid paths; that is, any feasible solution must buy an edge in each of these
cuts. This leads to our LP relaxation, which we call LP(Hopset). The LP has a variable .
for every edge e € E);. Note that because edges in F—edges from the input graph—do not
contribute to the cost of the solution, we can assume without loss of generality that . =1
for all e € E. Let Z,; = {z € [0,1]'Fl : VP € Py, , 3 .cp2e > 1} be the set of vectors
representing all fractional cuts against valid s — ¢ paths. For each demand, our LP requires
any feasible integral solution to buy at least one edge from every cut against valid paths.

69:7

ICALP 2025



69:8

Approximation Algorithms for Optimal Hopsets

min g Te

ecl

st Y zewe > 1 Y(s,t) € D, Vz € Z,, (LP(Hopset))
e€E
z, >0 Ve € By

As written, LP(Hopset) has an infinite number of constraints. Consider the polytope
Z, for some demand (s,t). Due to convexity, we only need to keep the constraints that
correspond to the vectors z that form the vertices of of Z,;. Since there are only an
exponential number of these constraints, we can assume the LP has exponential size. It is
easy to see that LP(Hopset) is a valid LP relaxation of GENERALIZED (3-HOPSET; see the
full version for a proof [29].

3.1 Solving the LP

Some of our algorithms for GENERALIZED B-HOPSET involve some flavor of random LP
rounding, so in this section we will (approximately) solve LP(Hopset), our LP of interest. The
LP has an exponential number of constraints, so we must solve it using the ellipsoid algorithm
with a separation oracle. To do so, we start by defining another LP, LP(Oracle 1), that
captures the problem of finding a violated constraint of LP(Hopset). To solve LP(Oracle 1),
we find yet another (approximate) separation oracle. This second oracle boils down to
solving a hopbounded version of the Restricted Shortest Path problem. We show that this
problem admits an FPTAS, and that this ultimately translates to a (1 + €)-approximation
for LP(Hopset). More formally, we will prove the following:

» Theorem 4. There is a (1 + €)-approzimation to the optimal solution of LP(Hopset) for
any arbitrarily small constant € > 0.

3.1.1 Oracle 1

As noted, LP(Hopset) has exponential size, so we find a separation oracle in order to run
ellipsoid. To do so, we must determine if there is a fractional cut z that is not covered by
the LP solution x—that is, given x (satisfying the non-negativity constraints), we want to
find z € Z,;, for some demand (s,t) € D, such that ZeEEM zeZe < 1. We can find such a
violated cut-covering constraint by solving the following LP for each demand (s,t) € D.

min Z Zele
eeEn

st Y ze>1 VP e P, (LP(Oracle 1))
ecP
2e >0 Ve € Ey

3.1.2 Oracle 2: Hopbounded Restricted Shortest Path Problem

LP(Oracle 1) is also exponential in the number of constraints, so we use the ellipsoid algorithm
again, with yet another separation oracle. Given an LP solution z, we must determine whether
there is some valid s — ¢ path that is not fractionally cut (or, covered) by z. Specifically, we
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need to find a violated constraint of the form Zee p %e < 1 for some path P € P, ;. Observe
that we now have three separate metrics: the z metric (given by a solution to LP(Oracle 1)),
our original distance metric from the input, and a hop metric (where each edge has hop
“length” 1). We only care about valid s — ¢ paths; namely, paths with length at most D(s,t)
in our original distance metric and with length at most 8 in our hop metric. Thus, our goal
is to find the shortest path in the z metric that respects these upper bounds in the distance
and hop metrics.

When there are only two metrics—that is, when the goal is to find the shortest path in one
metric subject to an upper bound in the other—this is the Restricted Shortest Path problem,
defined as follows.

» Definition 5 (Restricted Shortest Path Problem). Let G = (V, E) be a graph such that each
edge e € E is associated with a cost z. and a delay {.. Let T be a positive integer, and
s,t € V be the source and target nodes, respectively. The Restricted Shortest Path problem is
to find a path P from s to t such that the delay along this path is at most T, and the cost of
P is minimal.

The Restricted Shortest Path problem is well studied [47, 69, 66, 71, 51]. The problem
admits an FPTAS, meaning there exists a polynomial-time (1+¢)-approximation for the
problem [63]. Since our problem of interest has a third metric (the hop metric), we refer to it as
the Hopbounded Restricted Shortest Path problem. We modify the Restricted Shortest Path
FPTAS algorithm of [63] to give an FPTAS for the Hopbounded Restricted Shortest Path
problem, thus giving a (1 + €)-approximate separation oracle for LP(Oracle 1). We formally
define the Hopbounded Restricted Shortest Path problem with respect to LP(Oracle 1):

» Definition 6 (Hopbounded Restricted Shortest Path problem). Let Gy = (V, Ep) be a
graph such that each edge e € E is associated with a cost z. and a delay, or length, £.. Let
T = D(s,t), and s,t € V be the source and target nodes, respectively. The Hopbounded
Restricted Shortest Path problem is to find a path P from s to t with at most 8 hops, such
that the length along this path is at most T', and the cost of P is minimal.

3.1.3 Hopbounded Restricted Shortest Paths Algorithm

At a high level, the Restricted Shortest Path algorithm works as follows. The algorithm runs
multiple binary searches to find good upper and lower bounds on the cost of the optimal
solution, then uses these bounds to scale and discretize (or “bucket”) the costs of the edges.
They then give a pseudo-polynomial time dynamic programming algorithm on the problem
with bucketed edge costs, which they show is a (1+ ¢)-approximation for the original problem.

To get this algorithm to work for the Hopbounded Restricted Shortest Path problem, we
simply modify the DP algorithm to take our hop metric into account, adding a factor 3 to
the runtime (see the full version for the algorithm and analysis [29]). The arguments of [63]
generally also hold for our algorithm, so we have that our algorithm is a (1+ ¢)-approximation
of the Hopbounded Restricted Shortest Path problem.

» Lemma 7. The Hopbounded Restricted Shortest Path problem admits an FPTAS.

3.1.4 Proof of Theorem 4

With an FPTAS for the Hopbounded Restricted Shortest Path problem (by Lemma 7), we
have an approximate separation oracle for LP(Oracle 1). Using the ellipsoid algorithm with
this oracle, we find a solution z for LP(Oracle 1). While z may not be feasible, it only violates
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each constraint by a factor of at most (1 + €). That is, z satisfies (1 +¢€) > . p2ze > 1 for all
P € P, ;. Thus if we scale z by (1+¢), we get a feasible solution. Let z’ be this scaled solution,
where 2z, = (1 4 €)z. for all e € Ej;. We then also have that z’ is a (1 + €)-approximation
for LP(Oracle 1). This is implied by the fact that for any feasible solution z”” of LP(Oracle 1),
the value of the objective on z is at most the value of the objective on z’”” (the entire feasible
region satisfies the (1 + €) “approximate” constraints, and therefore the feasible region is

ce By PeTe < ZeeEM zlx, for all
feasible solutions z”’. Thus we have a (1 + €)-approximation for LP(Oracle 1). By similar

in the search space of the ellipsoid algorithm). That is, )

arguments, which we describe in the full version [29], this also implies a (1 + €)-approximation
for the hopset LP.

4  Approximation Algorithms for General Hopbounds

Continuing the connection to spanners, there is a reduction from GENERALIZED 3-HOPSET to
the directed pairwise weighted spanner problem (where “weighted” refers to edge costs). The
most general version of this problem, studied by [42], allows for any demand set, any positive
rational edge costs, integer edge weights in poly(n), and arbitrary distance bound functions.
The reduction starts with the transitive closure Gy, and builds a layered graph with g+ 1
copies of each node in Gy, and 8 copies of each edge (see Section 4.1.2 for a more detailed
description of the reduction). Since [42] achieved an O(n*/5+¢)-approximation for directed
pairwise weighted spanners, this reduction immediately gives an O((8n)*3+¢)-approximation
for GENERALIZED $-HOPSET.

In this section, we improve upon this result and get an 6(714/ 5+¢)_approximation for
GENERALIZED [-HOPSET, removing the dependence on . We will give approximation
algorithms in terms of n, 5, OPT, and “local neighborhood size.” All of our algorithms are
based on spanner algorithms, and we must modify them (and provide different analyses)
to accommodate the hop constraint. We will then trade these algorithms off with known
existential hopset results to get approximations (in terms of n and ) in many regimes.

Our first algorithm, the junction tree algorithm of Section 4.1, will perform best when
£ and OPT are relatively small. Our second and third algorithms, the star sampling and
randomized LP rounding algorithms of Section 4.2, will together give better approximations
as OPT gets larger. We also give an O(logn)-approximation for hopbound 2, which we defer
to the full version [29].

4.1 Junction Tree Algorithm

In this section, we prove the following theorem for directed GENERALIZED [-HOPSET.

» Theorem 8. There is a polynomial-time 5(5716 - OPT)-approzimation for directed GENER-
ALIZED (-HOPSET.

To prove the theorem, we give an algorithm similar to a subroutine of the directed
pairwise weighted spanner algorithm of [42], where “weighted” refers to edge costs. In the
pairwise weighted spanner subroutine of [42], they define a variant of the junction tree (the
“distance-preserving junction tree”). Junction trees are rooted trees that satisfy demands,
and good junction trees satisfy many demands at low cost; that is, they have low “density.”
Junction trees have been used in several spanner approximation algorithms (e.g. [42, 22, 44]).
In [42], they give an algorithm that iteratively buys their version of low density junction
trees until all demands are satisfied. Our algorithm will follow the same structure. The main
technical work in this section is in showing that low-density hopbounded junction trees exist
in our setting, and that we can use the subroutine of [42] to find these hopbounded junction
trees, even though their subroutine does not have any hop guarantees.
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We note that the junction tree framework developed by [44] for multicriteria spanners
also works for our setting. Their framework implies an 6(|D|6 - f)-approximation for finding
the hopbounded minimum-density junction tree, and thus a 6(ﬂ2 -|DJ¢ - OPT)-approximation
for directed GENERALIZED B-HOPSET. By tailoring our framework to hopsets, we achieve an
O(n®)-approximation for finding the hopbounded min-density junction tree (note the lack of
dependence on ), implying our main result of this section (Theorem 8), a 6(5 -n - OPT)-
approximation overall. By using our hopbounded junction tree framework, we lose a factor 3
in our overall approximation compared to what is implied by [44].

We first define a hopbounded variant of the junction tree, which we call an (4, j)-distance-
preserving hopbounded junction tree. We parameterize by i, j, where i + j < 3, to ensure
that both “sides” of the rooted tree-the in-arborescence and the out-arborescence that make
up the tree—are hopbounded by ¢ and j, respectively, so that all paths in the tree have at
most 3 hops.

» Definition 9 ((7, j)-Distance-Preserving Hopbounded Junction Tree). An (i, j)-distance-
preserving hopbounded junction tree, where ¢ + j < 8, is a subgraph of Gy that is a union
of an in-arborescence and an out-arborescence, both rooted at some vertex r € V, with the
following properties: 1) every leaf of the in-arborescence has a path of at most i hops to r, 2)
for every leaf w in the out-arborescence, there is a path of at most j hops from r to w, and
3) for some node s in the in-arborescence and some node t in the out-arborescence, there is
an s —t path through r with distance at most Dist(s,t). The density of an (i,j)-distance-
preserving hopbounded junction tree T is the ratio of the cost of T to the number demands
settled by T'.

Going forward, we will refer to the (i, j)-distance-preserving hopbounded junction tree as
simply an “(, j)-junction tree.” Our algorithm will find and remove a low-density hopbounded
junction tree from Gy, add its edges to the current solution, and repeat, until all demand
pairs are settled. We will give an O(n¢)-approximation for finding these low-density junction
trees. The algorithm will return a subgraph with total cost of 5(52716 . OPTQ).

4.1.1 Existence of Low-Density Junction Trees

Let D be the set of unsettled vertex pairs at some iteration of the algorithm. We first use an
averaging argument to show that a hopbounded junction tree with density O(3 - OPT?/ |D|)
always exists (at any iteration), where OPT is the cost of the optimal solution to the problem
instance. We defer the proof to the full version [29].

» Lemma 10. For any set of unsettled demands D, there exists an (i, j)-junction tree with
density O(8 - OPT?/|D)).

4.1.2 Layered Graph Reduction

We want to show that we can find a junction tree with low enough density at each iteration
of the algorithm. To do so, we will use the junction-tree finding subroutine provided in [42].
Their subroutine, however, finds non-hop-constrained junction trees. We therefore transform
our input graph in order to use their subroutine to find (7, j)-junction trees. We build the
following B-layered graph out of Gy.
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4.1.2.1 Layered Graph Construction

To construct the layered graph Gp = (Vi,FEr) with costs ¢, : Er — {0,1}, weights
lr B —{1,2,...,poly(n)}, demand set Dy, and distance bounds Disty, : Dj, — Nxg, we
first create B 4+ 1 copies of each vertex u € V so that u corresponds to vertices ug, u1,...,ug
in V. For each edge (u,v) € Epy we add edges {(u;, viy1) : @ € [0, — 1]} to EL. For each
edge e = (u;,vi41) of this type, we set £z (¢) = £(u,v). We also set cp(e) = 1 if (u,v) € E;
otherwise we set cr,(e) = 0. For each vertex in Vy,, we also add edges {(u;, ui4+1) : 4 € [0, 5—1]}
to Er, and set their costs and weights to 0. Finally, we add a demand (so,¢g) to Dy, for
demand each (s,t) € D.

By design, (7, j)-junction trees in Gy correspond to (4, j)-junction trees in G, (and vice
versa) with the same density. The proof of this is straightforward, and is deferred to the full
version [29]. We say that MIN DENSITY (4, 7)-JUNCTION TREE is the optimization problem
of finding the minimum density (7, j)-junction tree in an input graph, over all possible values
of 7, 7.

» Lemma 11. If there is an a-approzimation algorithm for MIN DENSITY (i, j)-JUNCTION
TREE on Gy, then there is also an a-approzimation algorithm for MIN DENSITY (i,j)-
JUNCTION TREE on Gyy.

4.1.3 Junction Tree-Finding Subroutine

We now show that we can find low-density junction trees at each iteration of the algorithm.
Although (4, j)-junction trees are hopbounded by definition, we can now use the following
length-bounded junction tree-finding subroutine of [42] to find hopbounded junction trees,
thanks to the reduction to the S-layered graph Gp,.

» Lemma 12 (Lemma 16 of [42]). For any constant ¢ > 0, there is a polynomial-time

approzimation algorithm for finding the minimum density distance-preserving junction tree.

That is, there is a polynomial time algorithm which, given a weighted directed n-vertex

graph G = (V, E) where each edge e € E has cost c¢(e) € R>o and integral length ¢(e) €

{0,1,...,poly(n)}, terminal pairs D CV x V, and distance bounds Dist : D — N for each

terminal pair (s,t) € D, approzimates the following problem to within an O(n¢) factor:
Find a non-empty set of edges F C E minimizing the ratio:

min ZeEF c(e)
reV [{(s,t) € D:dp,(s,t) < Dist(s,t)}]|

where dp(s,t) is the length of the shortest path using edges in F' which connects s to t while
going through r (if such a path exists). We call this problem MIN DENSITY LENGTH-BOUNDED
JUNCTION TREE.

This gives an O(n®)-approximation algorithm for finding the min-density (¢, j)-junction
tree on Gps. The proof of the following lemma can be found in the full version [29)].

» Lemma 13. There is an O(n®)-approximation for MIN DENSITY (i,5)-JUNCTION TREE
on Gr.

» Lemma 14. There is a polynomial-time algorithm that finds an (i, j)-junction tree with
density O(Bn® - OPT?/|D|), where D is the set of unsettled demands in G.

Proof. By Lemma 10, there exists an (i, j)-junction tree with density O(3 - OPT?/|D|).
We can run the O(n¢)-approximation algorithm (Lemma 13) on G, which outputs an
(4, j)-junction tree with density O(8n¢ - OPT?/|D|). <
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4.1.4 Proof of Theorem 8

By iteratively buying these low-density (¢,j)-junction trees, we get an O(fn¢ - OPT)-
approximation for GENERALIZED 3-HOPSET. We defer the proof to the full version [29].

4.2 Star Sampling with Randomized LP Rounding Algorithm
In this section we prove the following theorem.

» Theorem 15. There is a randomized algorithm for directed GENERALIZED S-HOPSET with
expected approximation ratio O(n lnn/\/OPT).

The pair of algorithms we give closely follow the 6(n2/ 3)- and 5(\/75)—approximations
for the unweighted k-spanner problem, given by [31] and [6], respectively. The k-spanner
algorithm is a trade-off between two algorithms: an arborescence sampling algorithm for
settling a class of edges (or demands) that they call “thick,” and a randomized LP rounding
algorithm for settling “thin” edges. For hopsets we will settle these thick demands by sampling
directed stars instead of arborescences, and for thin demands we will use a similar LP rounding
approach. Although our hopset algorithms are similar to the k-spanner algorithms, we get
a different approximation (O(n /VOPT) for hopsets versus O(y/n) for spanners). This is
because [31, 6] take advantage of the fact that for spanners, OPT > n — 1. This is not the
case for hopsets so we get a different approximation out of the algorithms, in terms of OPT.
This approach is also similar to that of [22] for pairwise distance preservers, where again,
Q(n) is not a lower bound for OPT.

We note that our O(nlnn / v OPT)-approximation is achieved by trading off the two
aforementioned algorithms (star-sampling and randomized-rounding). To later achieve the
optimal trade-off with other algorithms, one should a priori treat each of these two algorithms
as separate, with their own individual approximation ratios. It is however equivalent to
trade these two algorithms off first and treat them as one combined algorithm, which we do
going forward. This is because these are our only algorithms that will depend on the “local
neighborhood size” parameter.

To define thick and thin demands, we must first define subgraphs G*'* for all demands
(s,t), as in [31, 6]:

» Definition 16. For a demand (s,t) € D, let Gt = (V5! E%) be the subgraph of G
induced by the vertices on paths in Pst. We call |[V*!| the local neighborhood size.

» Definition 17 (Thick and Thin Demands). Let b be a parameter in [1,n]. If [V > n/b
then the corresponding demand (s,t) is thick, otherwise it is thin. We shall always assume

that b = vVOPT.

Let Dinick and Dypin be the set of all thick and thin demands, respectively. We will
run two algorithms to build two edge sets, £’ and E”, such that all thick demands are
settled by E’ and all thin demands are settled by E”. The set E’ will have cost O(bnlnn)
in expectation, while E” will have cost O((n/b)Inn - OPT) in expectation. The optimal
tradeoff of these algorithms has b = vVOPT, so each edge set will have cost O(nInn - vVOPT)

in expectation.

4.2.1 Star-Sampling Algorithm for Thick Demands

We describe the random sampling subroutine for constructing the edge set E’, which will
settle all thick demands (Algorithm 1).
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Algorithm 1 Star-Sampling Algorithm.
Input: Graph Gy = (V, Ey)
Let B/ <0, S« 0 // Set S is only used for the analysis

foreach indexi=1,2,...,blnn do
v < a uniformly random element from V'

Té" < inward star of G rooted at v
Tou « outward star of G rooted at v
E' + E'UTmuTo, S« Su{v}
foreach unsettled demand (s,t) € Dipick, do
| E'+ E'"U(s,t)
Return £’

This algorithm is nearly identical to that of [31]. The only difference is that, since we
operate on the weighted transitive closure of G, we build directed in- and out-stars as opposed
to the shortest path in- and out-arborescences used for the spanner setting.

We now show that E’ has the desired cost in expectation. While [31] proves this for
spanners, it is easy to see that a near identical argument also holds for hopsets in G;. We
restate the proof in the full version for completeness [29].

» Lemma 18 ([31]). Algorithm 1, in polynomial time, computes an edge set E' that settles
all thick demands and has expected cost O(bnlnn). If b = vVOPT, then the expected cost is
O(nlnn-+vOPT).

4.2.2 Randomized LP Rounding Algorithm for Thin Demands

We now give the algorithm for finding a set E” to settle thin demands. [6] introduces the
notion “anti-spanners,” which is crucial for the algorithm and analysis for settling thin
demands. In particular, they formulate an anti-spanner covering LP that captures the
problem of settling all thin demands. They then solve the LP (with high probability) by
constructing a separation oracle that utilizes randomized rounding. We also use randomized
LP rounding, though instead of rounding the solution to an “anti-hopset” covering LP, we
will round based on LP(Hopset). Our LP is stronger than the “anti-hopset” covering LP,
since our LP is for fractional cuts against valid paths, while the anti-hopset covering LP is
only for integer cuts.

Going forward, we assume without loss of generality that we know the value of the optimal
solution—-OPT is in {0,1,...,n2}, so we can just try each of these values for OPT and return
the smallest hopset found over all tries. We can therefore replace the objective function
of LP(Hopset) with the following:

> w. <OPT (4)

eEE

We use this modified version of LP(Hopset) for the randomized rounding algorithm.
Given a fractional solution x* to LP(Hopset), our algorithm will return an edge set E” that,
with high probability, will cost at most 20PT - 2(n/b) Inn and satisfy all thin demands (see
Algorithm 2). We say that the algorithm fails if ¢(E”) > 20PT - 2(n/b)Inn or if E” doesn’t
satisfy all thin demands.

We now show that the probability is exponentially small that the algorithm fails. The
argument is very similar to that given by [6] for spanners; we state it in the full version for
completeness [29].
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Algorithm 2 Randomized LP Rounding Algorithm.

Input: Graph Gy = (V, Ep), LP(Hopset) fractional solution x*
Let B <0

// sample edges into E”
foreach edge e € E); do
Let p. < min(1,2(n/b)Inn - z¥)
Add e to E” with probability p,

if B settles all thin demands then
| Return E”

else
| Return Eyp \ F

» Lemma 19 (Theorem 2.2 of [6]). The probability that Algorithm 2 fails is exponentially
small in n.

4.2.3 Proof of Theorem 15

Proof. All thick demands can be satisfied by running Algorithm 1 to build E’, which has
expected cost O(nlnn - vOPT) (by Lemma 18) and runs in polynomial time. The thin
demands can be satisfied by running Algorithm 2, which runs in polynomial time. Algorithm 2
fails with exponentially small probability (in which case we return all possible hopset edges,
E), and thus the expected cost of E” is at most OPT - 2(n/b)Inn + o(1) = O(nlnn - v/OPT)
(Lemma 19). Thus the overall approximation ratio is O(nlnn/vOPT). <

4.3 Trade-Offs with Existential Bounds

There are a number of constructive existential results for hopsets that we trade off with our
junction tree-based algorithm from Section 4.1 (an O(3n¢-OPT)-approximation) and our star-
sampling/randomized-rounding algorithm from Section 4.2 (an O(n/+/OPT)-approximation)
to give approximations in several regimes. Our junction tree algorithm gives much better
approximations than all other existential results when OPT and § are relatively small, so
it will be used in the trade off for all regimes. The star-sampling/randomized-rounding
algorithm gives improved approximations over the junction tree algorithm as OPT gets larger.

We trade off a folklore existential result for directed, exact hopsets, along with the
existential results of [9] (directed, (1 + €)-stretch), [37] (undirected, (1 + €)-stretch), and [67]
(undirected, odd stretch) to get improved approximations over the general problem in these
regimes. We also note that a trade off can be done with the existential results of [5] for
improved approximations in the constant stretch, Q(logn)-hopbound regime for undirected
graphs. Further discussions of each trade-off can be found in the full version [29].

4.3.1 Directed Graphs with Arbitrary Distance Bounds

We trade off our junction tree and star-sampling/randomized-rounding algorithms with the
folklore construction to achieve the following for directed GENERALIZED S-HOPSET:

» Theorem 20. There is a randomized polynomial-time 6(77,4/ 5+€)_approzimation for directed
GENERALIZED 3-HOPSET.
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Where € > 0 is an arbitrarily small constant. When S is smaller, the folklore construction
gives worse approximations than the trade-off between our other algorithms. In this regime,
we achieve a better approximation:

» Theorem 21. When 8 = 6(n2/5), there is a randomized polynomial-time 6(61/3 -n2/3%e).
approzimation for directed GENERALIZED 3-HOPSET.

We also get improved approximations in the large /3 setting by trading off just the junction
tree algorithm with the folklore construction:

» Theorem 22. When 8 = Q(n2/%), there is a randomized polynomial-time O(n'*</\/B)-
approxzimation for directed GENERALIZED 3-HOPSET.

4.3.2 Directed Hopsets with Small Stretch

Using the existential bound of [9], we get an improved approximation for directed GENERAL-
1ZED B-HOPSET when we restrict to (1 4 €) stretch.

» Theorem 23. When § > 20logn and € € (0,1), there is a randomized polynomial-time
O(n3/4+6/ . e_i)-appromimation for directed stretch-(1 4+ €) GENERALIZED [3-HOPSET, where
€ > 0 is an arbitrarily small constant.

4.3.3 Undirected Hopsets with Small Stretch

Let Wy(z) be the principle branch of the Lambert W function, which is upper bounded by
Inz — (1/2)Inlnx when = > 3. With the existential bound of [37], we get the following:

» Theorem 24. Let n = |fY/Wonf)| 5 gt/(nnp—ynnlnB) (ineayality holds for 5 > 3).
When g = 5(71%_%), there is a randomized polynomial-time 5(\/3-n%+ﬁ+el)-appmximation
for undirected (1 + €)-stretch GENERALIZED (3-HOPSET, where € € (0,1), and ¢ > 0 is an
arbitrarily small constant.

For some insight into the behavior of 7, note first that for all 5 > 3, n > 6. Additionally, the
n function grows faster than In 8, but much slower than (3.
4.3.4 Undirected Hopsets with Odd Stretch

Trading off with the existential result of [67], we get the following;:

» Theorem 25. Let k > 1 be an integer. When § = 5(k’1/2~ n%’ﬁ), there is a polynomial-
time O(\/kf - n2+ 25 t¢)-approzimation for undirected stretch-(2k — 1) GENERALIZED -
HoPsET, where € > 0 is an arbitrarily small constant.
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