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A B S T R A C T 
The light curves of radioactive transients, such as supernovae and kilonov ae, are po wered by the decay of radioisotopes, which 
release high-energy leptons through β+ and β− decays. These leptons deposit energy into the expanding ejecta. As the ejecta 
density decreases during expansion, the plasma becomes collisionless, with particle motion governed by electromagnetic forces. 
In such environments, strong or turbulent magnetic fields are thought to confine particles, though the origin of these fields and 
the confinement mechanism have remained unclear. Using fully kinetic particle-in-cell (PIC) simulations, we demonstrate that 
plasma instabilities can naturally confine high-energy leptons. These leptons generate magnetic fields through plasma streaming 
instabilities, even in the absence of pre-existing fields. The self-generated magnetic fields slow lepton diffusion, enabling 
confinement, and transferring energy to thermal electrons and ions. Our results naturally explain the positron trapping inferred 
from late-time observations of thermonuclear and core-collapse superno vae. Furthermore, the y suggest potential implications 
for electron dynamics in the ejecta of kilonovae. We also estimate synchrotron radio luminosities from positrons for Type Ia 
supernovae and find that such emission could only be detectable with next-generation radio observatories from a Galactic or 
local-group supernova in an environment without any circumstellar material. 
Key words: instabilities – magnetic fields – plasmas – supernovae: general – neutron star mergers. 

1  I N T RO D U C T I O N  
Radioacti ve decay po wers some of the most luminous transients 
in the universe, including Type Ia supernovae (SNe Ia), core- 
collapse supernovae (CC SNe), and kilonovae (KNe, e.g. Arnett 
1982 ; W oosley & W eaver 1986 ; Arnett 1996 ; Metzger et al. 2010 ; 
Roberts et al. 2011 ; Seitenzahl et al. 2013 ; Barnes et al. 2016 ). In 
SNe, the decay chain 56 Ni → 56 Co → 56 Fe generates the bulk of 
the radioactive luminosity and gives the light curve its shape (e.g. 
Arnett 1982 ). Similarly, in KNe, the decay of r-process elements 
powers their distinctive light curves (e.g. Metzger et al. 2010 ; Barnes 
& Kasen 2013 ; Tanaka & Hotokezaka 2013 ; Grossman et al. 2014 ). 
The radioactive decay heats the ejecta by emission of γ -rays and 
# E-mail: dddesai@hawaii.edu 

high-energy β-decays producing electrons (in KNe) and positrons 
(in SNe). 

A challenge in understanding these radioactive transients lies 
in determining the mechanism of lepton confinement and energy 
deposition within the expanding ejecta. As the ejecta of these 
transients expand and cool, collisions become too infrequent to 
modify the trajectories of leptons. In the presence of a weak or 
no magnetic field, most high-energy particles would escape once the 
ejecta becomes optically thin to collisions. In a collisionless plasma, 
magnetic fields dictate the diffusion length of charged particles, 
potentially trapping them based on the structure and strength of the 
fields (Colgate, Petschek & Kriese 1980 ; Chan & Lingenfelter 1993 ; 
Milne, The & Leising 1999 ). 

Some degree of positron confinement is required to explain the 
late-time evolution of SNe. For SNe Ia, the late-time light curves 
show no evidence for radioactive-decay energy escaping the ejecta 
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(e.g. Stritzinger & Sollerman 2007 ; Leloudas et al. 2009 ; Graur 
et al. 2016 ; Shappee et al. 2017b ; Graur 2019 ; Chen et al. 2023 ) 
even out to ∼ 2400 d (Tucker et al. 2022 ) and their nebular 
spectra requires energy deposited at low velocities, suggesting local 
positron confinement (Ashall et al. 2024 ). Similar arguments are 
made for CC SNe (e.g. Jerkstrand et al. 2012 , 2015 ; Dessart & 
Hillier 2020 ; Dessart et al. 2021 ), but interpretation is complicated 
by the diverse landscape of plausible progenitors and the increased 
likelihood of emission from SN ejecta interacting with circumstel- 
lar material (CSM). For KNe, current light-curve models require 
lepton confinement (e.g. Kasen & Barnes 2019 ), but we note that 
the theoretical landscape for KNe remains broad and relatively 
untested. 

SNe Ia, in particular, are ideal environments for understand- 
ing lepton propagation in radioactively powered ejecta. Despite 
the observational necessity, the mechanism behind the continued 
positron confinement in SNe Ia is unclear. Previous studies have 
suggested that extremely strong pre-existing magnetic fields ( > 
10 6 G) can explain local positron trapping at late times ( > 300 d, 
Milne et al. 1999 ; Penney & Hoeflich 2014 ; Hristov, Hoeflich & 
Collins 2021 ), but implies initial white dwarf (WD) surface fields 
of > 10 9 G, surpassing all observed field strengths (10 3 − 10 9 G, 
Schmidt et al. 2003 ; K ̈ulebi et al. 2009 ; Ferrario, de Martino 
& G ̈ansicke 2015 ). Another option is the delayed deposition of 
positron energy, which is predicted to flatten the light curve 
(Kushnir & Waxman 2020 ), but has yet to be observationally 
confirmed. 

Plasma streaming instabilities offer a promising solution for 
positron confinement without the need for strong pre-existing mag- 
netic fields. Plasma streaming instabilities draw energy from the bulk 
motion of one species and channel it into amplifying electromagnetic 
perturbations o v er time, disrupting the plasma’s equilibrium and 
leading to strong and often turbulent fields. These instabilities 
play a crucial role in the dynamics of high-energy astrophysical 
phenomena, but are often o v erlooked in transient simulations. They 
are instrumental in processes ranging from electron scattering in 
the solar wind (Roberg-Clark et al. 2018 ; Cattell et al. 2021 ) and 
intracluster medium of galaxy clusters (Roberg-Clark et al. 2018 ) to 
forward shock of γ -ray bursts (Sironi & Spitko vsk y 2011 ; Golant 
et al. 2025 ). Among the most pertinent plasma streaming instabilities 
arising from a net electron or positron current are filamentation 
instabilities (e.g. Weibel 1959 ; Bell 1978 , 2004 ; Bret 2009 ; Reville & 
Bell 2012 ; Caprioli & Spitko vsk y 2013 ; Gupta, Caprioli & Haggerty 
2021 ). Such instabilities can grow exponentially from the density 
perturbations in the anisotropic flow of particles even without an 
initial magnetic field and saturate when the electron or positron gyro- 
radius (Larmor radius) becomes comparable to their inertial length. 
They can efficiently trap energetic particles by generating local 
magnetic fields that slow down or halt particle diffusion (Riquelme 
& Spitko vsk y 2011 ; Gupta et al. 2021 ; Schroer et al. 2021 ). 

In this work, we study plasma streaming instabilities in radioactive 
transients using simulations, taking SNe Ia as fiducial examples. 
Using fully kinetic particle-in-cell (PIC) simulations, we demonstrate 
how these instabilities arise and evolve in the presence of high- 
energy leptons, leading to self-generated magnetic fields that confine 
these particles even in the absence of an initial magnetic field. 
In Section 2 , we establish the theoretical groundwork of plasma 
instabilities generated by high-energy leptons. In Section 3 , we 
describe our PIC simulations and the results. In Section 4 , we apply 
these findings to radioactive transients such as SNe Ia, CC SNe, and 
KNe. Finally, in Section 5 , we summarize our conclusions. 

2  LI NEAR  T H E O RY  
To estimate the impact of plasma instabilities on energetic leptonic 
confinement in transients, we first need to identify the time-scale of 
the fastest-growing unstable modes. To do this, we use a linear theory 
model that approximates how energetic leptons might escape from a 
system. Given the considerable uncertainties of the system, including 
the properties of the progenitors and explosion mechanisms, we will 
linearize a reduced set of fluid equations for a toy system with several 
simplifying assumptions. 

We will consider a three-species plasma made up of the heavy ions 
from the ejecta, the thermal background electrons, and the energetic 
positrons generated from radioactive decay. We consider only high- 
energy positrons for simplicity in this section, but the generalization 
to all high-energy leptons is straightforward. We anticipate that 
electron/positron scale fluctuations will likely grow fastest based 
on the driving species; accordingly, we take the heavy ions to be 
cold, immobile, and unresponsive to the instability (an assumption 
that is supported in Section 3.1 ). The positrons drift in the + x 
direction as a cold beam with Lorentz factor γ and corresponding 
bulk velocity u + = c √ 

1 − 1 /γ 2 , with a number density of n p . 
The cold background electron population is also drifting in the + x 
to enforce quasi-neutrality and make sure that there is no initial 
net current ( J = q i n i u i − en e u e + en p u p = 0). We assume that the 
excess charge from the positrons is balanced by excess background 
electrons ( n i = n e − n p ), which sets the electron drift speed to 
u e = ( n p /n e ) u p . For the radioactive transients we consider, n p /n e 
can vary considerably and so for the simulations we consider a range 
of n p /n e from 0.01 to 0.2. We consider a system with no initial 
magnetic fields, which is assumed to be the configuration in which 
positron confinement is least likely to occur. 

We linearize a simplified set of equations for the electron and 
positron equations of motion which are derived from the zeroth and 
first moments of the Vlasov ( 1961 ) equation 
∂ n α
∂ t = ∇ · ( n αu α) , 
∂ γαu α
∂ t + ( u α · ∇) γαu α = q α

m α
(

E + u α
c × B ) , (1) 

where the α subscript corresponds to either the electron or positron 
species with corresponding charge ( q α) and mass ( m α). Note that we 
hav e ne glected the pressure term, which closes the equations and al- 
lows us to neglect the energy equation in the calculation. We then lin- 
earize these equations and Maxwell’s equations by expanding terms 
to zeroth- and first-orders, taking E 0 = B 0 = 0 and with zeroth-order 
flows for the positions and electrons in the ˆ x -direction. We solve 
for first-order perturbations of the form ∝ exp i( k x x + k ⊥ z − ωt) , 
replacing ∇ → i k and ∂ / ∂ t → −iω. The equations are then re- 
arranged to only depend on E 1 , yielding the dispersion matrix, and 
the corresponding dispersion equation. The equations are normal- 
ized, 1 with velocities in units of the speed of light ( c), times in units 
of the inverse electron plasma frequency for the number density 
of the background ions ω pe ≡ √ 

4 π ( n e − n p ) e 2 /m e , and lengths in 
units of the corresponding electron inertial length d e ≡ c/ω pe . The 
plasma frequency ω pe represents the natural oscillation frequency 
of electrons in a plasma due to electrostatic interactions, and d e 
is the characteristic length-scale o v er which electrons can mo v e 
without being influenced by the electric field. The dimensionless 
1 This normalization is the same as the code used for simulations in Section 3 , 
thus allowing for easier comparison. 
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Figure 1. Top: the linear theory growth rate of the perpendicular magnetic 
field ( y and z) as a function of wavenumber, k x (parallel) and k ⊥ = √ 

k 2 y + k 2 z 
for the fiducial simulation in units of inverse of the background electron 
plasma frequency and inverse inertial length, respectively. Bottom: the power 
spectrum for the magnetic field in the fiducial simulation o v er the same k 
range. The power spectrum was calculated at the end of the linear growth 
phase of the instability ( ∼ 35 ω −1 

pe ). 
equations are then computed using the procedure described in Bret, 
Gremillet & Dieckmann ( 2010 ) and the code described in Bret 
( 2007 ), and the imaginary/unstable modes are determined as a 
function of k x and k ⊥ . 

An example solution to the dispersion relation with γp = 2 and 
n p = 0 . 2 n e , our fiducial model for SNe Ia (see Section 3.1.1 ), is 
shown in the top panel of Fig. 1 . The figure shows the unstable mode 
growth rate as a function of k x (the direction of the electron/positron 
flow) and k ⊥ . It shows that there are many unstable modes, with 
the perpendicular and oblique modes growing the fastest, with 
k x d e ∼ 1 . 5 and k ⊥ d e ∼ 3. The instability is suppressed on a smaller 
scales, parallel to the flow direction, with the instability turning 
off abo v e k x d e > 2. The fastest gro wing modes should gro w on e- 
folding times comparable to ∼ 4 /ω pe . While this time-scale will 
vary dramatically with homologous expansion of the ejecta (as 
ω pe ∝ √ 

n e ), it will be on the order of ∼ 10 −9 s, near the 56 Ni peak 
in SNe Ia with n i ∼ 10 9 cm −3 . This time-scale is short relative to 
both the expansion time ( ∼ days) and the positron collision time, 
which is typically orders of magnitude greater than the inverse 
electron plasma frequency within a few hours of explosion. Thus, 
we expect instabilities to develop on short time-scales in these 
systems. 

In the linear model, modes with larger k ⊥ grow faster for the 
rele v ant parameter space. This is due to the assumptions that went 
into the linearized equations, particularly that all of the distributions 
were cold and that the pressure term could be ignored, which omits 
the damping that can occur at higher wavenumbers. While this 
result is idealized, we will show in the next section that the modes’ 
approximate obliquity and growth rates agree well with simulations. 
While the analytical model predicts that instabilities grow, it cannot 
determine the amplitude of the saturated magnetic field, which is ul- 
timately responsible for energetic lepton confinement. Investigating 
the non-linear process requires fully kinetic plasma simulations. 

3  PA RTICLE-IN-CELL  SI MULATI ONS  
To investigate the generation and saturation of instabilities arising 
from the flow of relativistic leptons, we use TRISTAN-MP V 2 2 
(Spitko vsk y 2005 ; Hakobyan et al. 2023 ), a publicly available, fully 
parallelized PIC code specifically designed for astrophysical plasma 
simulations. The PIC method solves the coupled Vlasov–Maxwell 
system of equations for a collisionless plasma. Maxwell’s equations 
∇ · E = 4 πρ, ∇ × E = −1 

c ∂ B 
∂ t , 

∇ · B = 0 , ∇ × B = 4 π J 
c + 1 

c ∂ E 
∂ t , (2) 

relate the evolution of electric ( E ) and magnetic ( B ) fields to 
the charge density ( ρ) and current density ( J ). The divergence 
equations are used as constraints on the system. For a given species j 
(such as positrons or electrons) in a collisionless plasma, the Vlasov 
equation 
∂ f j 
∂ t + v j · ∇f j − q j 

m j 
(

E + v j 
c × B ) · ∇ v f j = 0 (3) 

describes the time evolution of the distribution function f j in phase 
space. Here, q j and m j are the charge and mass of the particles, and v j 
is their velocity vector. The term v j · ∇f j describes advection in real 
space, indicating changes in the distribution function as the particles 
mo v e. The term − q j 

m j (E + v j 
c × B ) · ∇ v f j describes advection in 

velocity space due to particle acceleration by Lorentz forces. 
PIC simulations iterati vely adv ance the system in time. Rather 

than simulating the full distribution function, a PIC code samples 
macroparticles from the phase-space distribution. These macropar- 
ticles are placed on a Cartesian grid, and their positions and 
velocities are updated using the Vlasov equation (equation 3 ). The 
updated positions and velocities are then interpolated onto a grid 
to determine average charge and current densities. These densities 
are used to update the electric and magnetic fields using Maxwell’s 
equations (equation 2 ). The updated fields, in turn, determine the 
new positions and velocities of the macroparticles. 

PIC simulations offer significant advantages o v er traditional 
magnetohydrodynamic (MHD) simulations, particularly in scenarios 
involving kinetic processes. While MHD simulations treat the plasma 
as a fluid, assuming it can be described by macroscopic quantities 
like density, pressure, and bulk velocity, PIC simulations keep track 
of the full velocity-space distribution functions, providing a detailed 
representation of the plasma’s microscopic behaviour. This particle- 
lev el accurac y makes PIC simulations particularly useful for studying 
non-thermal phenomena, such as shock acceleration, magnetic re- 
connection, and the generation of instabilities in relativistic plasmas. 
In astrophysical contexts where high-energy particles and complex 
electromagnetic interactions are pre v alent, the ability to capture fine- 
scale kinetic effects is crucial. PIC simulations, therefore, enable 
a precise investigation of the underlying processes driving plasma 
dynamics, which is not possible for the fluid approach of MHD 
codes. Ho we ver, this comes at the cost of computation time and the 
complexity of the simulations. 

2 Code on GitHub: 
https:// github.com/ PrincetonUniversity/ tristan- mp- v2 ; 
Documentation: 
https:// princetonuniversity.github.io/ tristan-v2/ 
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Figure 2. Perpendicular magnetic field averaged over the simulation box 
for the fiducial SN Ia simulation at 100 d post-explosion with a density of 
n i ≈ 10 7 cm −3 (solid blue line). The dashed black line shows the growth rate 
of the instability by fitting the exponential part of the growth, and is given in 
the legend. Due to the symmetry of the problem, B y = B z . 
3.1 The fiducial simulation 
3.1.1 Simulation setup 
Our simulations are performed on a 3D grid with dimensions of 
l x = 512 (x, l y = 512 (x, and l z = 512 (x, where (x = d e / 5 is 
the size of each cell and d e = c/ω pe is the electron inertial length. 
The resulting box size of 102 . 4 d e ensures that the box spans at least 
sev eral wav elengths of the fastest-growing modes of the instabilities 
discussed in Section 2 . The time-step (t is determined by the speed of 
light and grid spacing with (t = 0 . 09 ω −1 

pe , where ω pe is the electron 
plasma frequency. Since ω pe depends on the number density n e , and 
d e = c/ω pe , choosing a value for the number density sets the physical 
units of the simulation. 

To relate these simulation parameters to real scenarios, consider a 
typical ion density of n i ≈ 10 7 cm −3 at ∼ 100 d after explosion for 
SNe Ia (see Section 4.2.1 ). Assuming the electron density roughly 
equal to the ion density, the electron plasma frequency is ω pe ≈
1 . 8 × 10 8 s −1 and the inertial length is d e ≈ 168 cm . The physical 
size of the simulation box is l x = l y = l z ≈ 172 m, and the time- 
step is (t ≈ 0 . 5 ns . We run the simulation for a total of 6000 steps, 
corresponding to a total physical time of ≈ 3 µs . These parameters 
are chosen to accurately capture the microphysics of the plasma while 
ensuring computational efficiency. 

The fiducial setup assumes n i (100 d) ≈ 10 7 cm −3 and consists of 
three particle species: electrons ( e −), positrons ( e + ), and ions. In the 
case of radioactive transients, high-energy electrons or positrons 
emerge from the decay of the synthesized radioactive material, 
which we will call the ‘decay leptons’ or ‘high-energy leptons’ 
to distinguish them from the free electrons (see Section 4.1 ). We 
assume that the ions are all singly ionized (Li, Hillier & Dessart 
2012 ), although this assumption can be extended to different charge 
states. To reduce computation time, we use an artificial mass ratio of 
m i /m e = 25. This mass ratio was chosen to ensure that ion length- 
scales fit within the simulation box, which is 20 . 5 d i in size, allowing 
the ions to couple ef fecti vely with the plasma. We tested other mass 
ratios and confirmed that this assumption does not affect the results. 
For a reasonable trade-off between sufficient particle density in each 
cell and computational cost, we use 10 particles per cell in our 
simulations. 

In our simulations, the high-energy leptons are relativistic 
positrons originating from the decay of 56 Ni. Due to radioactive 
decay, the positrons have energies around ∼1 MeV (see Table 1 and 
Section 4.1 ), corresponding to a relativistic Lorentz factor of γ ≈ 2. 
The positrons are assumed to be beam-like with a bulk velocity of 
βp ≡ v p /c ≈ 0 . 866. 3 The positron density is n p = f p n i where f p 
is the fraction of positron-producing decays (i.e. the β+ branching 
ratio) from n i initial ions. We assume a fiducial positron fraction 
of f p = 0 . 2, moti v ated by the 56 Ni decay channel. To maintain 
quasi-neutrality, the electron density must be n e = (1 + f p ) n i . Ad- 
ditionally, we assume the initial current density J 0 = 0. To achieve 
this, the electrons must have a bulk velocity of βe = f p 

1 + f p βp in the 
same direction as the positrons, while the heavy ions are initially 
stationary. The electrons, positrons, and ions are initialized with 
relativistic Maxwell–J ̈uttner distributions and a low temperature of 
k B T 0 = 10 −4 mc 2 . 

Our fiducial setup employs simple periodic boundary conditions: 
when a particle exits the simulation box on one side, it re-enters the 
box from the opposite side. This approach conserves the total number 
of particles in the box at all times. 
3.1.2 Simulation results 
We begin by examining a fiducial simulation to illustrate the 
evolution of the magnetic field and particle dynamics. The parameters 
for this simulation are designed to represent a subsection of a pure 
radioactive sphere of 56 Ni with a high-energy positron fraction of 
f p = 0 . 2 and an initial positron kinetic energy of E p = 0 . 5 MeV . A 
broader suite of models is presented in Section 3.2 . 

To quantify the fluctuations in the magnetic field, we calculate the 
standard deviation of each magnetic field component. This standard 
deviation, δB i , where i indicates the component direction, provides 
an estimate of the amplitude of these fluctuations. Fig. 2 shows the 
evolution of the ˆ z -component of the magnetic field ( B z ). The bulk 
flow direction, which aligns with the axis of symmetry, is along ˆ x , 
as the current flows in this direction. 

Initially, all the magnetic fields ( B x , B y , and B z ) are zero at 
t = 0. The parallel magnetic field ( B x ) remains consistent with 
noise throughout the simulation. The perpendicular fields ( B y and 
B z ) rapidly develop fluctuations due to particle noise, growing 
exponentially until t ≈ 40 ω −1 

pe = 0 . 22 µs. By fitting an exponential 
model to the growth phase, we estimate a growth rate of 0 . 12 ω pe . 

We further compare with theory by examining the power spectrum 
of the perpendicular magnetic fields in the bottom panel of Fig. 1 . 
This spectrum, represented by the Fourier transform (denoted by a 
‘ ̂  ’) of the perpendicular field components, | ̂  B y| 2 + | ̂  B z| 2 , is shown 
as a function of wavenumber k = 2 π/λ. Consistent with theoretical 
predictions, the magnetic fluctuations are largely in oblique modes, 
with wavenumbers comparable to the electron inertial length. The 
modes with the highest power have k ⊥ ∼ k x ∼ 1 /d e , corresponding 
to a theoretical growth rate of ∼ 0 . 125 ω pe , which agrees well with 
the simulation results. We note some disagreement between the 
simulation and theory in the power spectrum; this likely stems from 
the o v ersimplified linear theory model, which neglects the effects 
of ions, as well as both kinetic and thermal effects. Despite these 
limitations, the linear theory captures the mode growth in reasonable 
agreement with the simulation. 

Following the saturation of the initial streaming instability, the 
magnetic fields enter a second growth phase up to ≈ 0 . 34 G after t ≈
3 A note on the assumption of beam-like positrons is provided in Appendix A . 
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450 ω −1 
pe = 2 . 5 µs. This growth, occurring in the non-linear regime, 

is driven by the remaining free-streaming energy after the initial 
saturation. The dynamics of magnetic field growth and saturation 
in this regime are likely important to the physics of energy transfer 
between leptons and hadrons, warranting further exploration in future 
studies. 

From this simple simulation with an initial magnetic field of zero, 
the system generates a saturated magnetic field in microseconds 
perpendicular perpendicular to the bulk flow. Since positrons are 
constrained to mo v e along magnetic field lines, the perpendicular 
fields suggest that the positrons will remain fixed at the same mass 
coordinates in a radially symmetric e xplosion. To mo v e outward, 
they must diffuse, indicating that they would deposit their energy 
locally instead. 

Fig. 3 shows the ̂  z (perpendicular to the positron flow) component 
of the magnetic field, B z , at each gridpoint in a slice of the simulation 
box in the xy-plane at several time-steps. A panel for t = 0 is not 
shown because the magnetic field is initially zero across the grid 
by definition. This magnetic field is for the fiducial simulation, 
which assumes a density at t = 100 d for SNe Ia, so we call the 
field B z (100 d). We see B z (100 d) starting at zero and develop 
fluctuations which grow in time and eventually saturate. The fluctu- 
ations at t = 40 ω −1 

pe = 0 . 22 µs have a characteristic wavelength of 
∼ 5 d e = 0 . 84 m when the exponential growth of instability stops. 
The wavelength of the instability at this time is small, but as the 
field saturates, the wavelength grows and becomes more coherent. 

By time t = 450 ω −1 
pe = 2 . 5 µs, the fields have saturated at a value of 

B z (100 d) ≈ 0 . 34 G and a merged pattern is formed with B z (100 d) 
varying in ˆ y . The bulk flow of particles is in the ˆ x -direction; due 
to the symmetry of the problem, we see a similar effect for the 
magnetic field in the ˆ y -direction. After saturation, the characteristic 
wavelength of the fluctuations is ∼ 20 d e = 33 . 6 m, which is of the 
same order as the Larmor radius of positrons ( r L,p ∼ 50 m), and 
therefore more ef fecti ve at scattering them. 

Supporting the persistence of plasma-generated magnetic fields, 
Garase v & Derishe v ( 2016 ) sho w that a continuously injected, 
anisotropic particle distribution can produce long-lived, large-scale 
magnetic fields in relativistic collisionless shocks. Other studies of 
particle acceleration in relativistic shocks have also shown the effects 
of self-generated magnetic fields from filamentation instabilities (e.g. 
Sironi & Spitko vsk y 2011 ; Sironi, Spitko vsk y & Arons 2013 ). This 
aligns closely with our findings and supports the conclusion that 
magnetic fields generated by plasma instabilities can persist long- 
term. Once the instability saturates, the magnetic field will remain 
in the ejecta, influencing particle confinement and energy transport 
throughout its evolution. 

To examine how the particles are affected by the growing magnetic 
field, we show the initial and final distributions of particles in the 2D 
velocity space of v x and v y , in Figs 4 (a) and (b). Due to the symmetry 
of the problem, v y and v z have the same statistical properties. The 
contours show the distributions of positrons, electrons, and ions. The 

Figure 3. Magnetic field B z in a slice through the xy-plane for a set of times for the fiducial SN Ia simulation at 100 d post-explosion with a density of 
n i ≈ 10 7 cm −3 . Physical length-scale is given in the first panel and is identical for all panels. The panel for t = 0 is not shown because the magnetic field 
is zero across the grid by definition. At time t = 26 ω −1 

pe = 0 . 15 µs, the magnetic fields are growing exponentially as a result of the instability. After time 
t ≈ 43 ω −1 

pe = 0 . 24 µs, the exponential growth of instability has stopped, and the fields evolve into a roughly constant pattern. Their characteristic wavelength 
increases until the field saturates ( t ≈ 450 ω −1 

pe = 2 . 5 µs). Similar evolution is seen in all of our simulations discussed in Section 3.2 . 
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Figure 4. (a) The initial and (b) final ( t = 540 ω −1 
pe ) velocity distributions 

for the positrons, electrons, and ions for the fiducial SN Ia simulation. The 
velocity of v x,y = 0 is marked by the dashed grey lines, indicating the point at 
which the particles would be at rest. (c) The initial and (d) final ( t = 540 ω −1 

pe ) 
kinetic energy distributions for the positrons, electrons, and ions. By the end 
of the simulation (3 µs ), the positrons have transferred significant energy into 
the electrons and ions. 
inner levels of the contour represent a higher density of particles in 
velocity space. 

Fig. 4 (a) shows the initial velocity distributions of the three particle 
species. The ions are cold and hence their distribution is centred 
at v x,i = 0 and v y,i = 0 with a small spread. The electrons have 
a much broader velocity distribution because they are comparably 
cold but less massive. Their distribution is centred at a velocity of 
v x,e = 1 

6 v x,p and v y,e = 0. The positrons are the most energetic of the 
three populations since they are a hot beam drifting at v x,p = 0 . 866 c, 
corresponding to a Lorentz factor of γ = 2. Fig. 4 (b) shows the 
final velocity distributions. The final distribution of ions is broader 
than the initial one, indicating some energy transfer to the ions. The 
positrons have scattered significantly in the perpendicular directions 
and their average drift velocity has decreased to v x,p ≈ 0 . 67 c. In 
a longer simulation run up to t = 2500 ω −1 

pe = 13 . 9 µs , the average 
drift velocity of the positrons continues to decrease, reaching values 
v x,p + c. There is a second subpopulation of electrons that has 
velocities in the ˆ x -direction that are much higher than initial. This 
illustrates the collisionless transfer of energy from the positrons to 
the electrons, due to the instability. 

The energy transfer between positrons and electrons is also 
illustrated with the kinetic energy distributions shown in Figs 4 (c) 
and (d) in units of mc 2 . Initially, the ions start at rest with little spread 
while the electrons are initialized with a small drift velocity, leading 
to a total kinetic energy higher than that of the ions. By the time 
the magnetic field saturates ( t > 450 ω −1 

pe ), the positron distribution 
has broadened toward lower energies, whereas the electrons have 
gained energy with a secondary peak at higher energies also seen in 
Fig. 4 (b). This emphasizes that the positrons are losing energy to the 
electrons and slowing down as a result of this instability. 

Figure 5. Mean kinetic energy of positrons, electrons, and ions as a function 
of time for the fiducial parameters. This simulation goes past the fiducial 3 
up to 7 . 5 µs to show the increasing ion kinetic energies. 

Figure 6. Magnetic field as a function of time for various high-energy lepton 
fractions f p at 100 d post-explosion for a typical SN Ia with a density of 
n i ≈ 10 7 cm −3 . The decay lepton energy is kept constant at E p = 0 . 5 MeV . 
The relation between the magnetic field saturation and lepton fraction is given 
in equation ( 4 ). 

Fig. 4 (d) also shows a significant population of higher energy ions. 
Although our simulations used an artificially low ion-to-electron 
mass ratio ( m i /m e = 25; Section 3.1.1 ), tests with m i /m e = 100 
yielded similar instability growth rates and ion kinetic energies. 
While the energy transfer to the ions persists with larger mass ratio, 
the simulations are still far from the realistic value of m i /m e ≈ 10 5 
for 56 Fe. 

Fig. 5 confirms that the energy lost by the positrons is transferred to 
the electrons and ions. Almost 50 per cent of positron kinetic energy 
is deposited in other species only in 7 . 5 µs . While the instability 
energizes ions, we do not attempt to quantify the specific mechanisms 
go v erning this energy transfer in this study. In a physical system, the 
energy in ions would eventually radiate away as photons, assuming 
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Table 1. β+ -decay properties for radionuclides rele v ant for SNe. The 
nuclear decay data presented here are obtained from the Chart of Nuclides 
database at the National Nuclear Data Center. 4 
Nucleus Half life β+ branching ratio Mean β+ energy 

[d] [per cent] [keV] 
56 Ni 6.075 7 × 10 −4 100 
↓ 
56 Co 77.236 19.7 610 
↓ 
56 Fe Stable – –
57 Ni 1.483 43.6 354 
↓ 
57 Co 271.74 0.0 –
↓ 
57 Fe Stable – –
55 Co 0.730 76.0 570 
↓ 
55 Fe 1002 0.0 –
↓ 
55 Mn Stable – –
44 Ti 21 600 0.0 –
↓ 
44 Sc 0.1684 94.3 630 
↓ 
44 Ca Stable – –

collisional excitation of the ions. Ho we ver, modelling this radiative 
process is beyond the scope of our current work. 
3.2 Suite of simulations 
To probe the range of non-linear effects in the simulations due to 
varying high-energy lepton fractions (from radioactive decay), we 
conduct a suite of simulations with different high-energy positron 
fractions (high-energy electrons are discussed for KNe in Sec- 
tion 4.5.1 ). This allows us to infer the magnetic field saturation 
levels corresponding to each positron fraction. For simplicity, the 
previously defined positron fraction f p can be generalized to the 
total decay lepton fraction. 

At every point in the evolution of a transient, the saturated 
magnetic field resulting from plasma instability depends on both the 
instantaneous ion number density n i and the decay lepton fraction 
f p in the ejecta. This is because the instability saturates almost 
instantaneously (within < 3 µs) compared to the much longer time- 
scale for the evolution of a transient. Since f p evolves with time as 
parent nuclei decay, we vary this parameter in our simulations and 
measure the resulting saturated magnetic field. 

Fig. 6 illustrates how the saturation of the magnetic field varies 
with f p . By performing a simple power-law fit to the saturated 
magnetic field at its peak after exponential growth, we find that the 
scaling is B sat ∝ f 0 . 79 ±0 . 02 

p . The variation in the saturated magnetic 
field due to changing the energies of the decay leptons ( E p ) is very 
similar to Fig. 6 for energies of { 0 . 001 , 0 . 01 , 0 . 1 , 0 . 5 } MeV . As the 
decay lepton energy decreases, so does the peak of the magnetic 
field, with B sat ∝ E 0 . 77 ±0 . 03 

p . Considering the √ 
n e dependence of 

the magnetic field strength, and assuming that the electron and ion 
densities are roughly equal, we find that the saturated magnetic fields 
4 http:// www.nndc.bnl.gov/ chart/ 

from our simulations can be well described by 
B sat ( t) ≈ 0 . 22 G √ 

n i ( t) 
10 7 cm −3 

(
f p ( t) 
0 . 2 

)0 . 79 (
E p 

0 . 5 MeV 
)0 . 77 

. (4) 
We ran a simulation varying f p and E p simultaneously and found 
consistent results with varying them separately, indicating that they 
can be assumed as separable in equation ( 4 ). These relationships 
highlight the significant influence of decay lepton properties on 
the saturated magnetic field. We directly connect these findings to 
astrophysical transients in the following section. 
4  I MPLI CATI ONS  F O R  R A D I OAC T I V E  
TRANSI ENTS  
Here, we consider how these plasma instabilities affect the late- 
time evolution of radioactively powered transients. First, we outline 
the important decay chains and rele v ant deri v ations in Section 4.1 . 
Thermonuclear/SNe Ia are considered in Section 4.2 , Type II SNe 
in Section 4.3 , and stripped-env elope superno vae (SE SNe) in 
Section 4.4 , and we finish with KNe in Section 4.5 . 
4.1 Radioacti v e decay and positrons 
4.1.1 Radioactive decay in transients 
The luminosity of most SNe Ia and KNe past ∼ 1 d primarily 
results from the radioactive decay of isotopes produced during their 
explosion (e.g. Arnett 1982 ; Li & Paczy ́nski 1998 ). In SNe, most of 
the synthesized mass comprises nuclear species with mass numbers 
ranging from A ≈ 12 − 70, which are generally stable or proton-rich 
nuclides (e.g. Arnett 1996 ; Seitenzahl et al. 2013 ). For these nuclei, 
fission and alpha decay are not significant. Radioactive decay in 
SNe progresses along an isobar towards more neutron-rich nuclides 
through two primary mechanisms: electron capture and positron 
emission. In electron capture, an inner atomic electron is captured by 
a nuclear proton, resulting in the emission of an electron neutrino. 
Positron emission, on the other hand, involves the decay of a nuclear 
proton into a neutron, accompanied by the emission of a positron and 
an electron neutrino. Both processes involve transitions to various 
nuclear levels in the daughter nucleus, with probabilities determined 
by statistical branching ratios (e.g. Arnett 1996 ; Seitenzahl et al. 
2013 ). 

The decay channels are more complex in KNe, which are 
powered by radioactive decay of the heavy r-process elements 
( A ≈ 100 − 250, e.g. Metzger et al. 2010 ; Roberts et al. 2011 ; 
Barnes et al. 2016 ) synthesized during neutron star (NS) mergers. 
Some of the heavier r-process elements can undergo spontaneous 
fission and alpha decay. Most r-process elements undergo a series 
of β−-decays, where a neutron in the nucleus decays into a proton, 
electron, and antineutrino, moving the nucleus towards a more stable 
configuration. Both β+ -decay in SNe and β−-decay in KNe emit 
high-energy leptons with energies of order ∼1 MeV (e.g. Metzger 
et al. 2010 ; Kasen et al. 2017 ). 

The decay chains contributing most of the radioactive energy in 
SNe are listed in Table 1 . Not every step in the decay chain produces 
positrons through the β+ decay channel. The decays of 57 Co, 55 Fe, 
and 44 Ti have no positron channel and all decay proceeds via electron 
capture. The branching ratio of the β+ -decay channel for 56 Ni to 56 Co 
is significantly smaller than that for 56 Co to 56 Fe. 

In addition to positrons from β+ decay, another source of high- 
energy leptons are internal conversion (IC) and Auger electrons (e.g. 
Seitenzahl, Taubenberger & Sim 2009 ). IC electrons are emitted 
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when an excited nucleus transfers its energy directly to an orbital 
electron, ejecting it from the atom, while Auger electrons result 
from the filling of inner electron vacancies by outer electrons, with 
the excess energy released as another electron rather than as X-ray 
photons. These electrons typically have energies < 10 keV, much 
lower than the ∼MeV positrons from β+ decay. As a result, the 
magnetic fields generated by these lower energy electrons through 
plasma instabilities are more than an order of magnitude weaker than 
those produced by ∼MeV positrons (see equation 4 ), and therefore 
we neglect them in the following sections. 
4.1.2 Rate of positrons in SNe 
Here, we simplify the equations by assuming only the 56 Ni decay 
chain. This is warranted for SNe Ia, where the 56 Ni region has only 
trace amounts of other elements (e.g. Mazzali et al. 2015 ; Scalzo et al. 
2019 ). The situation is more complicated for CC SNe which experi- 
ence significant mixing during the explosion (e.g. M ̈uller 2020 ). 56 Ni 
and its daughter nucleus 56 Co remain the primary radionuclides until 
10 4 d after explosion, where 44 Ti becomes important (e.g. Jerkstrand, 
Fransson & Kozma 2011 ; Seitenzahl, Timmes & Magkotsios 2014 ). 

The number of 56 Ni ions as a function of time is 
N Ni ( t) = N 0 e −t/τNi , (5) 
where N 0 is the initial number of ions synthesized in the explosion 
and τNi = 8 . 8 d is the e-folding time for 56 Ni decay. Assuming no 
56 Co at time t = 0 and τCo = 111 . 4 d, the number of 56 Co ions is 
N Co ( t) = τCo N 0 

τCo − τNi [e −t/τCo − e −t/τNi ] . (6) 
The first step of this chain produces negligible positrons via β+ decay 
because the branching ratio is only ,Ni = 7 × 10 −6 , but the second 
step produces positrons 19.7 per cent of the time ( ,Co = 0 . 197). The 
rate of positron production from the first decay is 
d N p, Ni 

d t = ,Ni N 0 
τNi e −t/τNi (7) 

and the rate from the second decay is 
d N p, Co 

d t = ,Co N 0 
τCo − τNi (e −t/τCo − e −t/τNi ) . (8) 

Next we consider electron–positron annihilation cross-section as a 
function of the centre-of-momentum gamma factor between electron 
and positron. Annihilation can significantly reduce the number of 
positrons at early times when densities are high. The annihilation rate 
depends on the electron number density n e ( t), centre-of-momentum 
velocity v com , and annihilation cross-section σpe (Svensson 
1982 ) 
.ann = n e ( t) v com σpe . (9) 
So the change in the number of positrons due to annihilation is 
d N p, ann 

d t = −N p ( t ) n e ( t ) v com σpe . (10) 
Assuming the electron number density is the same as the ion number 
density ( n e ≈ n i ), the final rate of positron production is 
d N p 
d t = N 0 [,Ni 

τNi e −t/τNi + ,Co 
τCo − τNi ( e −t/τCo − e −t/τNi ) ]

−v com σpe n i ( t ) N p ( t ) . (11) 
Here, N 0 and n i are the parameters that will vary for the different 
types of transients discussed in the following sections. Fig. 7 shows 

Figure 7. Relative fractions of different isotopes of the 56 Ni decay chain 
and the positrons produced in the decay steps as a function of time. The 
solid red curve for the relative number of positrons also includes their 
destruction through electron–positron annihilation, which is significant at 
t ! 1 d. The dashed red line shows the relative fraction of positrons that were 
annihilated, assuming our fiducial parameters (Section 3.1 ) for a typical SN 
Ia (Section 4.2.1 ). 
the relative fractions of each isotope in the 56 Ni decay chain 
along with the relative fraction of positrons including the effects 
of annihilation. After ∼ 1 d, the densities are low enough that 
electron–positron annihilation becomes less significant. Assuming 
homologous expansion, the positron number density is obtained by 
dividing N p by the ejecta volume at time t 
n p ( t) = N p ( t ) /V ej ( t ) . (12) 
4.2 Type Ia SNe 
4.2.1 Overview and physical properties 
SNe Ia are thermonuclear explosions of carbon/oxygen (C/O) WDs 
(e.g. Hoyle & Fo wler 1960 ). Observ ational studies have measured 
the 56 Ni mass ( M Ni ) in SNe Ia to range between 0.2 and 1 . 6 M -, with 
a median around 0 . 6 M - (e.g. Iwamoto et al. 1999 ; Seitenzahl et al. 
2009 ; Scalzo, Ruiter & Sim 2014 ; Childress et al. 2015 ; Scalzo et al. 
2019 ) and the total ejecta mass ( M ej ) is between 0.8 and 2 . 2 M -, 
with a median around 1 . 4 M - (e.g. Scalzo et al. 2014 ; Scalzo et al. 
2019 ). 

Although the progenitor systems of SNe Ia are uncertain, all 
plausible scenarios involve a WD and a companion star (for re vie ws 
see Maoz, Mannucci & Nelemans 2014 ; Ruiter 2020 ). Assuming a 
near-Chandrasekhar mass for the WD prior to explosion, the range 
of radii for SNe Ia progenitors can be estimated. The mass–radius 
relation for WDs is relatively well defined, as WDs evolve at roughly 
constant radii (e.g. Fontaine, Brassard & Bergeron 2001 ; Tremblay 
et al. 2017 ; Saumon, Blouin & Tremblay 2022 ). We adopt a typical 
progenitor radius of R 0 = 7000 km , with a range between 3000 and 
10 000 km to span the radii of magnetic WDs (e.g. Karinkuzhi et al. 
2024 ). 

The number density of ions predominantly determines the evolu- 
tion of plasma-generated magnetic fields (see equation 4 ). We model 
the temporal evolution of the mean number density as 
n i ( t) = 3 M 

4 πm i ( R 0 + v ej t) 3 , (13) 
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where M is the total mass with an average ion nuclei mass m i , a 
constant ejecta velocity v ej , and an initial radius of R 0 . This assumes 
homologous expansion, where the ejecta radius evolves linearly as 
a function of time ( R ej = R 0 + v ej t) starting with an initial pre- 
explosion radius R 0 at t = 0. 

The masses of 57 Ni and 55 Co are estimated to be 20 − 100 times 
lower than those of 56 Ni (Shappee et al. 2017b ; Graur et al. 2018 ; 
Li et al. 2019 ; Tiwari et al. 2022 ; Tucker et al. 2022 ). Given their 
lower mass and the fast decay chains of 57 Ni and 55 Co, the positrons 
produced are mostly annihilated due to the high ejecta densities, 
rendering their impact on the positron rate negligible. 57 Co and 55 Fe 
decay on much longer time-scales and dominate the late-time light 
curves of SNe Ia (e.g. Tucker et al. 2022 ). Ho we v er, the y are not a 
source of high-energy positrons as they decay exclusively by electron 
capture. At very late times ( > 10 4 d), the very small 44 Ti mass of 
M Ti < 10 −5 M - expected from SNe Ia (e.g. Iwamoto et al. 1999 ; 
Seitenzahl et al. 2009 ) becomes the primary remaining decay chain, 
and at that time, the ion density is n i ∼ 4 cm −3 (see equation 13 ). 

The isotopic composition of the ejecta is often stratified, with 
56 Ni predominantly concentrated near the centre, while lighter 
elements are distributed toward the outer layers (e.g. Ashall et al. 
2014 , 2016 ; Sasdelli et al. 2014 ; Mazzali et al. 2015 ). Ho we ver, 
some models suggest that macroscopic mixing can result in a more 
e xtensiv e distribution of 56 Ni throughout the ejecta (e.g. Seitenzahl 
et al. 2013 ; Piro & Morozova 2016 ). For our analysis, we consider 
two limiting scenarios: one where 56 Ni is centrally concentrated, 
with lighter elements confined to the outer layers, and another 
where 56 Ni is homogeneously mixed throughout the ejecta. The 
first scenario aligns with expectations for normal SNe Ia, which 
are the most common (e.g. Desai et al. 2024 ), while the second 
is rele v ant to the less-common, lo w-luminosity Iax subclass of 
SNe Ia, thought to originate from incomplete deflagrations (e.g. 
Jha 2017 ; Camacho-Neves et al. 2023 ). Although future work is 
needed to self-consistently incorporate plasma streaming instabilities 
into realistic explosion models, these simplified scenarios provide 
robust boundary conditions for exploring the range of possible 
outcomes. 
4.2.2 Magnetic fields 
The evolution of the plasma-generated magnetic field in SNe Ia is tied 
to the ion number density, which decreases as the ejecta expand. The 
ion number density is described by equation ( 13 ), which predicts the 
saturated magnetic field as a function of time, according to equation 
( 4 ). 

In the scenario where 56 Ni is centrally concentrated, we estimate 
the ion number density rele v ant for the plasma instability, considering 
only the 56 Ni region without any mixing. Here, we assume a typical 
ejecta velocity for Fe-group elements of v ej = 6500 km s −1 (e.g. 
Mazzali et al. 2015 ; Fl ̈ors et al. 2020 ; Wilk, Hillier & Dessart 2020 ; 
Liu et al. 2023 ), with a range between 2000 and 10 000 km s −1 
(Seitenzahl et al. 2013 ; Blondin, Dessart & Hillier 2018 ), which 
is lower than that of the outer layers. Although 56 Ni can be 
found with up to 20 000 km s −1 , the bulk of 56 Ni has velocity of 
< 10 000 km s −1 (e.g. Mazzali et al. 2015 ; Ashall et al. 2019 ). 
We also use a typical 56 Ni mass of M Ni = 0 . 6 M -, an ion mass 
of m i = 56 m p = 9 . 3 × 10 −23 g (corresponding to A ∼ 56), and a 
progenitor radius of R 0 = 7000 km in equation ( 13 ) to obtain n i ( t). 

In the case of complete mixing, where 56 Ni is evenly distributed 
throughout the ejecta, the isotope is diluted within the ejecta 
material. In our fiducial assumption, 56 Ni is the sole isotope gen- 
erating high-energy positrons, so with mixing, the positron fraction 

f p is lower. For this scenario, we assume an ejecta velocity of 
v ej = 11 000 km s −1 , with a range between 8000 and 16 000 km s −1 
(Zhang et al. 2020 ; Pan et al. 2024 ), which incorporates most of 
the partially burned region rich in intermediate-mass elements (Ca, 
Si, S; Mazzali et al. 2007 ; Pan et al. 2024 ). We use a total ejecta 
mass of M ej = 1 . 4 M -, an ion mass of m i = 44 m p = 7 . 3 × 10 −23 g 
(corresponding to A ∼ 44, weighted mean of all ejecta ions), and a 
progenitor radius of R 0 = 7000 km to calculate n i ( t). 

Fig. 8 (a) illustrates this evolution for SNe Ia, where the dark cyan 
band represents the range of possible magnetic field strengths for 
our adopted range of parameters (i.e. M ej , M Ni , v ej , and R 0 ). The 
dashed line shows the magnetic field evolution for a set of typical 
SNe Ia parameters for the case of centrally concentrated 56 Ni, and 
the dash–dotted line shows the evolution for 56 Ni mixed within 
the ejecta. Both evolve similarly, except, centrally concentrated 
models have higher ion densities and thus a slightly higher magnetic 
field. 

Initially , at t ! 1 dy , the ion density is high, leading to rapid 
positron–electron annihilation, which suppresses the growth of the 
plasma instability. As the ejecta expand and the density decreases, 
the plasma instability begins to dominate, leading to an increase 
in the saturated magnetic field, which peaks between 1 and 10 d 
post-explosion. After this peak, the instantaneous saturated magnetic 
field follows a logarithmic slope of approximately −1 . 5, reflecting 
the ongoing expansion and the decreasing ion density. The plasma 
instability at each moment in time is assumed to be independent 
of its past behavior and depends solely on the particle densities 
at that time (based on equation 4 )), not on the previous magnetic 
fields. A fully self-consistent treatment is beyond the scope of this 
work. 

The surface magnetic fields of the progenitor WDs are expected 
to range from 10 3 to 10 9 G (Schmidt et al. 2003 ; K ̈ulebi et al. 
2009 ; Ferrario et al. 2015 ). Assuming a dipole field and the the 
expansion conserving magnetic flux of the surface fields, the field 
strength decreases with radius as B prog ∝ R −2 

ej . Given the additional 
assumption of homologous expansion ( R ej ∝ v ej t), the progenitor 
magnetic field would decline o v er time as B prog ∝ t −2 at a specific 
ejecta velocity. Ho we ver, it is important to note that these estimates 
are based on surface magnetic fields, and the interior magnetic 
field strength and structure of the progenitor remains uncertain (e.g. 
Drewes et al. 2022 ). This uncertainty could influence the magnetic 
field strength and configuration within the expanding ejecta, but from 
our simulations, we expect plasma streaming instabilities to dominate 
the magnetic fields in the ejecta of SNe Ia. Even at the peak of the light 
curve ( ∼ 20 d post-explosion), plasma instabilities would generate 
magnetic fields roughly 10 2 − 10 3 times stronger than those expected 
from the strongest observed surface fields (Ferrario et al. 2015 ). 

This evolution is shown in Fig. 8 (a) as the lighter violet band, 
which encompasses the range of possible progenitor magnetic field 
evolution, with the typical parameters shown as the dotted line. The 
saturated magnetic field generated by the plasma instability exceeds 
the progenitor magnetic field within hours of explosion for our 
typical cases, and by t ≈ 1 da even for the most extreme scenarios. 
Furthermore, this field remains stronger than the typical interstellar 
medium (ISM) magnetic field until around 10 5 d. 

With this magnetic field evolution, prompt synchrotron emission 
from the high-energy positrons is expected to peak in the 100 MHz 
to 1 GHz range, ∼ 20 d after the explosion. Ho we ver, for radio 
observatories such as LOFAR (LOw Frequency ARray), SKAO 
(Square Kilometre Array Observatory), and future radio facilities 
to be able to detect radio signatures from high-energy positrons, SNe 
Ia must be (1) Galactic or local-group SNe, and (2) in extremely 
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Figure 8. Magnetic field evolution from plasma instabilities compared to progenitor and ISM fields for SNe Ia, SNe II, SE SNe, and KNe. The instability 
saturates almost instantaneously ( < 3 µs), making the magnetic field at any time dependent on ejecta density and decay lepton fraction (equation 4 ). Dark cyan 
bands show saturated fields from the plasma instability, which generally exceed progenitor fields for typical transient parameters for most of the evolution. 
Panels (a)–(c) compare two field evolution assumptions: dashed lines for centrally concentrated 56 Ni and dash–dotted lines for mixed 56 Ni. In panel (d), the 
dash–dot–dotted line shows the evolution for typical KN parameters. Violet bands show the range of progenitor fields decaying as B prog ∝ 1 /R 2 ej ∝ 1 /t 2 , starting 
from pre-explosion surface values, with dotted lines indicating evolution for typical progenitor parameters. Grey bands show the range of ISM magnetic fields 
(Han 2017 ). 
clean environments with no CSM. More details on synchrotron 
emission from SNe Ia positrons and its detectability are given in 
Appendix B . 
4.3 Type II SNe 
4.3.1 Overview and physical properties 
SNe II are the most common subclass of CC SNe that originate 
from the e xplosiv e death of massive stars ( M ZAMS > 8 M -, e.g. 
Hoyle & Fowler 1960 ; Woosley, Heger & Weaver 2002 ; Smartt 
2009 ). They are typically categorized by the presence of hydrogen in 

their spectra, distinguishing them from hydrogen-deficient SE SNe 
and thermonuclear SNe Ia. The light curves of SNe II are notably 
diverse, but often exhibit a plateau phase (Type IIP) that persists for 
several weeks, during which the luminosity remains nearly constant 
(e.g. Popov 1993 ). This plateau results from the recombination of 
ionized hydrogen in the extended outer layers of the ejecta, ef fecti vely 
creating a diffusion barrier that slows the escape of photons. The 
plateau phase is followed by a decline as the supernova transitions to 
the radioactive decay phase, primarily powered by the decay of 56 Ni 
to 56 Co and subsequently to stable 56 Fe (e.g. Arnett 1982 ; Woosley 
& Weaver 1986 ). 
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In addition to 56 Ni, other isotopes synthesized during explosion 
significantly contribute to the o v erall composition of the SNe II 
ejecta. The ejecta are stratified, with the heavier elements such as 
nickel and titanium located in the inner regions, while intermediate- 
mass elements like oxygen and silicon are found in the middle 
layers, and hydrogen and helium dominate the outermost layers 
(e.g. Woosley & Weaver 1995 ; Thielemann, Nomoto & Hashimoto 
1996 ; Rauscher et al. 2002 ). The central regions, where 56 Ni is most 
abundant, are particularly rele v ant for our analysis. Ho we ver, as the 
ejecta become increasingly mixed with other isotopes (e.g. Utrobin 
2004 ), the positron fraction within the ejecta varies accordingly, 
influencing the o v erall plasma dynamics of the SN. Therefore, similar 
to the discussion of SNe Ia in Section 4.2.1 , we consider two extreme 
cases for SNe II as well. One where 56 Ni is centrally concentrated 
and another where it is mixed with the ejecta. SNe II in general have 
a greater amount of mixing than SNe Ia, and are more aspherical 
(e.g. Vasylyev et al. 2023 ; Nagao et al. 2024 ). 

K ey observ ational properties, such as M Ni and M ej , are typically 
inferred from the light curves of SNe II. The nickel mass can vary 
widely, with reported values ranging from 10 −3 to 0 . 3 M -, and 
a median value of approximately 0 . 03 M - (Hamuy 2003 ; M ̈uller 
et al. 2017 ; Anderson 2019 ; Rodr ́ıguez et al. 2021 ). The ejecta 
mass is typically 10 M - with a range of 8–30 M - (e.g. Martinez 
et al. 2022 ). Ejecta velocities ( v ej ) usually determined from spectral 
features like the Fe II λ5169 absorption line span a range from 1000 to 
9000 km s −1 , with a median velocity of 4000 km s −1 (Hamuy 2003 ; 
Guti ́errez et al. 2017 ). Velocities of outer layers of ejecta are much 
faster, estimated with H and He lines at a median of 7000 km s −1 , 
with a range of 2000 to 14 000 km s −1 (Guti ́errez et al. 2017 ). 

The progenitors of SNe II are red supergiant (RSG) stars, which 
have been identified in pre-explosion imaging (e.g. Van Dyk et al. 
2012a , b ; Smartt 2015 ; Maund 2017 ; Healy, Horiuchi & Ashall 
2024 ). The radii of these RSGs typically range from 100 to 1500 R -
(Levesque 2010 , 2017 ), with the radii of their iron core before 
collapse ranging from 1000 to 2000 km (Woosley et al. 2002 ; 
Foglizzo et al. 2015 ). For example, the radius of Betelgeuse, a well- 
studied RSG, is measured to be ∼ 862 R - (e.g. Levesque et al. 2005 ; 
Smith, Hinkle & Ryde 2009 ). We adopt 862 R - as a representative 
radius for typical RSG progenitors and ∼ 1500 km for the iron core 
prior to explosion in the case of centrally concentrated nickel. 
4.3.2 Magnetic fields 
Following the same reasoning outlined in Section 4.2.2 , the evolution 
of the plasma-generated magnetic field in Type II supernovae (SNe 
II) can be derived as a function of time using equation ( 4 ) with the 
ion number density defined by equation ( 13 ) using SNe II parameters 
from Section 4.3.1 . 

For the scenario where 56 Ni is centrally concentrated, we assume 
a typical ejecta velocity for Fe-group elements of v ej = 4000 km s −1 , 
which is lower than that of the outer layers. We also use a typical 56 Ni 
mass of M Ni = 0 . 03 M -, an ion mass of m i = 56 m e = 9 . 3 × 10 −23 g 
(corresponding to A ∼ 56), and radius of the initial iron core of 
R 0 ∼ 1500 km in equation ( 13 ) to obtain n i ( t). 

For the case of complete 56 Ni mixing, we assume an ejecta velocity 
of v ej = 7000 km s −1 , a total ejecta mass of M ej = 10 M -, an ion 
mass of m i = 3 . 2 × 10 −23 g (corresponding to A ∼ 19, weighted 
mean of all ejecta ions), and a progenitor radius of R 0 = 862 R - to 
calculate n i ( t) using equation ( 13 ). 

The temporal evolution of magnetic field strength for SNe II 
under these scenarios is illustrated in Fig. 8 (b). The dark cyan band 

represents the range of possible magnetic field strengths generated 
by plasma instabilities under different SNe II physical parameter 
combinations (i.e. M ej , M Ni , v ej , and R 0 ). The dashed line shows the 
magnetic field evolution for a set of typical SNe II parameters for 
the case of centrally concentrated 56 Ni, while the dash–dotted line 
sho ws the e volution for 56 Ni mixed within the ejecta. Although both 
scenarios show a similar trend, centrally concentrated 56 Ni results 
in slightly higher magnetic field strengths due to the increased ion 
density near the centre of the ejecta. 

Tessore et al. ( 2017 ) have measured the surface magnetic field of 
several RSG stars, finding field strengths on the order of a Gauss with 
variation of up to ∼ 10 G. Betelgeuse, one of the most e xtensiv ely 
studied RSG stars, has a surface magnetic field ranging from 0.1 to 
2 G (Mathias et al. 2018 ). Based on these observations, we adopt a 
range of 0.1 to 10 G for the progenitor magnetic fields, with a typical 
value of 1 G. Similar to the discussion in Section 4.2.2 , the progenitor 
surface magnetic field is expected to decline o v er time following a 
B prog ∝ t −2 relationship, as the ejecta expand. The violet band in Fig. 
8 (b) shows this decay for a range of initial progenitor field strengths 
and progenitor radii. The dotted line represents the field evolution 
for a typical RSG progenitor with an initial surface field of 1 G. 
Initially, the progenitor field e volves slo wly until the ejecta expansion 
( v ej t . R 0 ) dominates, after which the field strength decreases more 
rapidly. 

The magnetic field generated by plasma instabilities in the ejecta 
begins with a large spread before ∼ 1 d due to the wide range of 
possible explosion parameters. While the ranges of plasma-generated 
and progenitor magnetic fields o v erlap initially, the plasma-generated 
field surpasses the progenitor surface field within ∼ 1 d in our typical 
cases (dashed and dash–dotted lines in Fig. 8 b). This rapid increase 
in difference aligns with the time-scale on which ion densities 
decrease enough to reduce positron–electron annihilation, thereby 
allowing the instability to sustain itself and amplify the magnetic 
field. As the ejecta continue to expand, the ion density decreases, and 
consequently, the instantaneous saturated magnetic field weakens. 
This decrease follows a power-law decline, as indicated by the slope 
of approximately −1 . 5 in the logarithmic plot in Fig. 8 (b). The 
plasma-generated magnetic field remains dominant o v er the ISM 
magnetic field until roughly 10 5 d post-explosion, after which the 
ISM field strength becomes comparable. 

It is important to note that these estimates are based on surface 
magnetic fields of the progenitor star. The internal magnetic field 
configuration of an RSG progenitor could differ substantially, po- 
tentially leading to variations in the magnetic field strength and 
geometry within the expanding supernova ejecta. Observations of 
internal fields in massive stars are limited, with the most massive stars 
showing internal fields of tens of kG for stars with M = 1 − 2 M -
(Hatt et al. 2024 ), though such measurements are unavailable for 
late-stage massive stars ( M > 8 M -). 

In addition to 56 Ni, other decay chains can contribute to the o v erall 
positron population. For example, 44 Ti decay becomes significant 
at later times ( > 10 4 d) and could modestly increase the positron 
fraction (e.g. Magkotsios et al. 2010 ). Ho we ver, with M Ti /M Ni < 
10 −3 and the β+ branching ratio of 44 Sc being only about five times 
larger than that of 56 Co (see Table 1 ), the positron contribution from 
44 Ti is negligible under our current assumptions. Consequently, its 
impact on the saturated magnetic field is minimal and is not included 
in our analysis. 

Excess luminosity from interaction between the ejecta and CSM 
hampers conclusions about positron trapping at late times. The 
emission of SNe II is expected to be CSM-dominated at some point 
(Rizzo Smith, Kochanek & Neustadt 2023 ; Dessart et al. 2023a ), 
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which complicates empirical estimates of the positron trapping 
and contributes to a flattened light curve at late times (Baer-Way 
et al. 2024 ). Furthermore, neb ular -phase modelling efforts yield 
mixed results: some reproduce the data well by assuming local 
positron confinement (e.g. Dessart et al. 2023b ), while others require 
significant positron escape (e.g. Silverman et al. 2017 ), and still 
others remain inconclusive (e.g. Jerkstrand et al. 2015 ). 
4.4 Stripped-envelope SNe 
4.4.1 Overview and physical properties 
SE SNe are a subclass of CC SNe originating from progenitors that 
have lost their outer hydrogen and, in some cases, helium envelopes 
before explosion (Clocchiatti et al. 1996 ; Matheson et al. 2001 ). 
This loss of material can occur due to strong stellar winds or binary 
interactions (e.g. Podsiadlowski et al. 1993 ; Woosley, Langer & 
W eaver 1995 ; W ellstein & Langer 1999 ; W ellstein, Langer & Braun 
2001 ; Heger et al. 2003 ; Podsiadlowski et al. 2004 ; Pauldrach, 
Vanbeveren & Hoffmann 2012 ; Benvenuto, Bersten & Nomoto 
2013 ). SE SNe are further categorized based on the presence or 
absence of hydrogen and helium in their spectra: Type IIb SNe show 
transient hydrogen features that diminish o v er time, Type Ib SNe 
lack hydrogen but show strong helium lines, and Type Ic SNe are 
devoid of both hydrogen and helium lines, indicating more e xtensiv e 
stripping (Filippenko 1997 ). 

The progenitors of SE SNe are believed to be massive stars that 
have undergone significant mass loss. For SNe IIb, the progenitors 
are often identified as blue supergiants (BSGs), yellow supergiants 
(YSGs), or RSGs, which retain a thin hydrogen envelope at the 
time of explosion (Aldering, Humphreys & Richmond 1994 ; Maund 
et al. 2004 ; Crockett et al. 2008 ; Maund et al. 2011 ; Van Dyk et al. 
2011 , 2014 ; Smartt 2015 ). In contrast, SNe Ib and Ic are believed 
to originate from Wolf–Rayet (WR) stars, which have strong stellar 
winds capable of removing both hydrogen and helium layers, or 
interacting binaries (e.g. Dessart et al. 2011 ; Georgy et al. 2012 ; 
Smartt 2015 ; Yoon 2017 ). Ho we ver, there is some debate on the 
viability of WR stars as progenitors of SE SNe due to limited direct 
observ ational e vidence (see Yoon et al. 2012 ). The pre-explosion 
radii of SE SNe progenitors vary significantly, ranging from about 1 
to 15 R - for WR stars (e.g. Modjaz et al. 2009 ; Gr ̈afener, Owocki 
& Vink 2012 ) and extending up to several hundred solar radii for 
more extended supergiants. In our analysis, we adopt a typical radius 
of 15 R -, representing a larger WR star, and a range of 1–500 R -. 
Similar to SNe II, we assume iron-core radii before collapse between 
1000 to 2000 km with a typical value of ∼ 1500 km for the case of 
centrally concentrated nickel (e.g. Woosley et al. 2002 ). 

The light curves of SE SNe often exhibit a double-peaked structure. 
The first peak is commonly attributed to shock cooling, where 
interaction with the CSM or extended stellar envelope heats the 
ejecta, leading to additional emission (e.g. Desai et al. 2023 ; Ertini 
et al. 2023 ). This initial peak precedes the main radioacti ve-po wered 
peak and is often the result of the shock’s energy diffusing through 
the outer layers of the progenitor star or CSM. The primary peak, 
occurring later, is mainly powered by the radioactive decay of 56 Ni to 
56 Co and subsequently to 56 Fe, similar to SNe Ia and II (e.g. Arnett 
1982 ; Prentice et al. 2016 ; Desai et al. 2023 ; Ertini et al. 2023 ; 
Rodr ́ıguez, Nakar & Maoz 2024 ). The amount of 56 Ni synthesized 
in SE SNe varies significantly, from 0.01 to 0 . 7 M -, with a typical 
value of 0 . 1 M -, which is generally higher than in SNe II (Prentice 
et al. 2016 ; Taddia et al. 2018 ; Anderson 2019 ; Rodr ́ıguez et al. 
2021 ; Desai et al. 2023 ; Rodr ́ıguez, Maoz & Nakar 2023 ). The total 

ejecta mass M ej is lower than SNe II due to the varying amounts of 
stripping of outer layers, ranging from 0.2 to 10 M -, with a typical 
value of 3 M - (Prentice et al. 2016 ; Taddia et al. 2018 ; Anderson 
2019 ; Desai et al. 2023 ; Rodr ́ıguez et al. 2023 ). Ejecta velocities 
from Fe II λ5169 range from 4000 to 12 000 km s −1 , with a typical 
value of 8000 km s −1 and velocities of lighter elements from H α and 
He I λ5876 range from 5000 to 20 000 km s −1 , with a typical value of 
10 000 km s −1 (Liu et al. 2016 ; Holmbo et al. 2023 ). 

As with SNe Ia in Section 4.2.1 and SNe II in Section 4.3.1 , we 
consider the same two extreme cases for SE SNe: one where 56 Ni is 
centrally concentrated and another where it is mixed with the ejecta. 
The former assumes ejecta velocities of heavier elements from Fe II 
λ5169 line velocities and the latter assumes ejecta velocities from 
lighter elements from H α and He I λ5876 line velocities. 
4.4.2 Magnetic fields 
From SNe Ia to SNe II to SE SNe, the complexity of understanding 
plasma-generated magnetic fields increases. Unlike SNe II, the 
progenitors of SE SNe are not well understood. Additionally, SE 
SNe often interact with the CSM, further complicating studies by 
introducing environmental contamination. 

Assuming a simple 56 Ni model with two extreme scenarios, we 
can gain insights into plasma-generated magnetic fields in the nickel 
re gion. F or the first case of central 56 Ni, we adopt typical values of 
M Ni = 0 . 1 M -, m i = 56 m e = 9 . 3 × 10 −23 g (corresponding to A ∼
56), v ej = 8000 km s −1 , and initial iron core radius of R 0 ∼ 1500 km . 
For the second case of mixed 56 Ni, we adopt typical values of M Ni = 
0 . 1 M -, M ej = 3 M -, m i = 3 . 2 × 10 −23 g (corresponding to A ∼
19), v ej = 10 000 km s −1 , and initial progenitor radius of 15 R - in 
equation ( 13 ) to obtain n i ( t) for SE SNe. 

Fig. 8 (c) illustrates the evolution of the magnetic field strength 
in SE SNe. The dark cyan band shows the range of magnetic field 
produced by plasma instabilities under various combinations of M ej , 
M Ni , v ej , and R 0 . The dashed line represents the magnetic field 
evolution for a typical SE SN with centrally concentrated 56 Ni and 
the dash–dotted line for mixed 56 Ni. While the saturated magnetic 
field qualitatively behaves similarly to that in SNe II, it has a tighter 
range and stronger difference compared to the progenitor fields. 
Additionally, the spread in the progenitor magnetic field is wider, 
reflecting the broad range of potential progenitor scenarios for SE 
SNe. 

Given the uncertainty surrounding SE SNe progenitors, their 
surface magnetic fields are even more uncertain. For this reason, 
we assume fields similar to those of RSGs (Gauss-level, see Sec- 
tion 4.3.2 ), and scale them radially by conserving magnetic flux to 
estimate surface fields for other progenitor cases. Assuming magnetic 
energy density the same as RSGs at radii of RSGs, YSGs will have 
< 500 G surface fields at radii of ∼ 60 R -. Rigel is a lower mass 
BSG compared to typical SE SNe progenitor masses (Smartt 2015 ), 
but one of the only BSGs with measurable surface magnetic fields. It 
shows no significant magnetic field detected, with an upper limit of 
50 G (Shultz et al. 2011 ). WR stars have measured magnetic fields 
reaching up to ∼ 500 G (de la Chevroti ̀ere et al. 2014 ). Consequently, 
we estimate a wide range of initial surface magnetic fields, from 
∼ 500 G for YSGs ( ∼ 60 R -) to ∼ 500 G for WR stars ( ∼ 1 R -). 

By comparing plasma-generated fields with progenitor magnetic 
fields (violet band in Fig. 8 c), which decay as B prog ∝ t −2 , we find 
that plasma-generated fields surpass typical progenitor fields (violet 
dotted line) within 10 −1 d in our typical cases. Even in the most 
extreme scenario, plasma-generated fields dominate after ∼ 10 2 d 
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post-explosion. Subsequently, the instantaneous plasma-generated 
field follows a power-la w inde x of −1 . 5, similar to SNe Ia and SNe 
II. Due to the higher 56 Ni mass and faster expansion velocities of SE 
SNe, the resulting magnetic field strengths are comparable to those 
in SNe II and significantly exceed progenitor fields throughout the 
early phases. Plasma-generated fields remain dominant o v er the ISM 
magnetic field until ∼ 10 4 − 10 5 d post-explosion, at which point 
the ISM field becomes comparable in strength. 
4.5 Kilono v ae 
4.5.1 Overview and physical properties 
KNe are electromagnetic transients powered by the merger of binary 
NS or an NS and a black hole (BH; Li & Paczy ́nski 1998 ; Metzger 
et al. 2010 ; Roberts et al. 2011 ; Barnes & Kasen 2013 ). Observations 
of the gravitational wav e ev ent GW170817 (Abbott et al. 2017a ) have 
provided compelling evidence of an optical/infrared KN, consistent 
with theoretical predictions for the electromagnetic counterpart of 
a binary NS merger (e.g. Arcavi et al. 2017 ; Chornock et al. 2017 ; 
Coulter et al. 2017 ; Cowperthwaite et al. 2017 ; Drout et al. 2017 ; 
Kasen et al. 2017 ; Kasliwal et al. 2017 ; Kilpatrick et al. 2017 ; 
McCully et al. 2017 ; Nicholl et al. 2017 ; Smartt et al. 2017 ; Soares- 
Santos et al. 2017 ; Tanaka et al. 2017 ; Tanvir et al. 2017 ; Shappee 
et al. 2017a ; Abbott et al. 2017b ; Piro & Kollmeier 2018 ). NS 
radii, including magnetic and rotating NSs, typically range from 
6 − 20 km , with a common value around 12 km (e.g. Lattimer & 
Prakash 2004 ; Steiner, Lattimer & Brown 2013 ). 

During these mergers, neutron-rich material is ejected and under- 
goes rapid neutron capture ( r-process), synthesizing heavy elements 
(Arnould, Goriely & Takahashi 2007 ). Radioactive decay of these 
r-process elements powers the KNe light curve, typically peaking 
within ! 1 d post-merger (Metzger et al. 2010 ; Barnes & Kasen 2013 ; 
Tanaka & Hotokezaka 2013 ; Grossman et al. 2014 ). Compared to 
the iron-rich ejecta of SNe, the heavier and more neutron-rich ejecta 
in KNe exhibit distinct opacity and energy transport properties due 
to lanthanides and actinides, which must be factored into radiative 
transfer models for accurate light curves (Kasen, Badnell & Barnes 
2013 ). The ejected mass is estimated at M ej = 10 −3 − 10 −1 M -
(Barnes & Kasen 2013 ), with ejecta velocities on the order of NS 
escape speeds, v ej = 0 . 1 − 0 . 3 c (Metzger et al. 2010 ; Kasen et al. 
2013 ). For a common r-process nucleus mass ( m i ∼ 130 amu ), the 
evolving ion number density in the homogeneously expanding ejecta 
can be expressed as: 
n i, KN ( t) = 1 . 58 × 10 8 cm −3 ( M ej 

10 −2 M -
)( m i 

130 amu 
)−1 

×
(

R 0 + 86400 v ej t 
12 km + (6 . 0 × 10 4 ) km s −1 · 1 d 

)−3 
. (14) 

This equation is rele v ant for modelling magnetic field generation in 
KNe. We acknowledge the fact that uncertainties in nuclear physics 
and diversity in the models produce a broad range of possible physical 
parameters for KNe (Barnes et al. 2021 ), and that equation ( 14 ) is 
only a crude approximation. 

The r-process yields a broad distribution of nuclei with mass 
numbers A ∼ 110 − 210. NS mergers create nuclei with solar-like 
abundances, peaking near A ∼ 130 and ∼ 195, with the first peak 
dominating β-decay heating rates (e.g. Metzger et al. 2010 ; Roberts 
et al. 2011 ; Korobkin et al. 2012 ). As Li & Paczy ́nski ( 1998 ) 
predicted, the precise distribution of heavy nuclei does not critically 
affect the total radioactive heating rate, provided the heating is 
not dominated by a few decay chains. This allows for statistical 

modelling, leading to an approximate po wer-law radioacti ve heating 
profile. 

Korobkin et al. ( 2012 ) show that the NS mer ger ener gy generation 
rate can be fit by 
/̇( t) = /0 (1 

2 − 1 
π

arctan t − t 0 
σ

)α

×
( /th 

0 . 5 
)

, (15) 
where /0 = 2 × 10 18 erg s −1 g −1 , t 0 = 1 . 3 s, σ = 0 . 11 s, and α = 
1 . 3. Equation ( 15 ) transitions smoothly from a constant rate at early 
times ( t < t 0 ) due to the r-process to a power-law decay, ̇/ ∝ /0 t −α at 
later times ( t " 5 s) as synthesized isotopes decay back to stability. 
The power-law index α has been estimated between 1.1 and 1.4 
(Metzger et al. 2010 ; Goriely, Bauswein & Janka 2011 ; Roberts 
et al. 2011 ; Korobkin et al. 2012 ). 

Barnes et al. ( 2016 ) report that most of the total radioactive energy 
in KNe comes from β-decays from 1 s after the merger up to 100 d, 
with the β-decay contribution ranging from f β = 50 − 90 per cent 
o v er this time span. Beyond 100 d, we extrapolate to a constant 
fraction of f β = 80 per cent , and f β = 50 per cent before 1 s. 
Additionally, Barnes et al. ( 2016 ) estimate that about f β, part = 
20 per cent of this β-decay energy is released as β-particles (high- 
energy electrons), with an average particle energy of E β = 0 . 5 MeV . 
Consequently, the total β-particle energy generation rate is: 
/̇β ( t) = f β f β, part /̇( t) . (16) 
The β-particle (high-energy electron) number density o v er time is 
then 
n β ( t) = ρKN ( t) ∫ t 

0 /̇β ( t ′ ) 
E β d t ′ , (17) 

where ρKN ( t) is the mass density of KNe as a function of time, 
approximated by the ejecta mass M ej divided by the homologously 
expanding ejecta volume. Finally, assuming the same volume for 
electrons and ions, the fraction of high-energy electrons is 
f e ( t) = n β ( t) /n i, KN ( t) , (18) 
which will be used in equation ( 4 ) for the calculation of the magnetic 
field. 

In addition to the primary KN emission from the r -process ejecta, 
there is a distinct signal expected within the first hours. This arises 
from the outermost ejecta layers with velocities > 0 . 6 c and masses 
in the range 10 −5 − 10 −4 M -, powered by the beta decay of free 
neutrons (half-life of about 10 min) in these fast-moving regions 
(e.g. Metzger et al. 2015 ). The resulting electrons are also expected 
to drive streaming instabilities, though the dynamics may differ due to 
the comparable velocities of the free neutrons and decay electrons. 
As illustrated in Fig. C1 (Appendix C ), magnetic field strengths 
generated by free neutron decay, while lower than those from r- 
process decay, could still surpass progenitor fields. 
4.5.2 Magnetic fields 
Unlike SNe, which produce high-energy positrons via β+ -decay of 
isotopes such as 56 Ni, KNe primarily generate high-energy electrons 
through the β−-decay of r-process elements. This fundamental 
distinction requires adapting the magnetic field generation models 
originally developed for SNe. Specifically, the high-energy electron 
fraction f e replaces the high-energy positron fraction f p used in 
SNe models (equation 4 ), to reflect the shift in dominant decay 
mechanisms. 

In KNe, filamentation instabilities arise as high-energy electrons 
stream through the ejecta, generating localized magnetic fields. As 
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discussed in Section 3 , plasma instabilities driven by charged particle 
velocity anisotropies function similarly in KNe as in SNe, despite 
the replacement of high-energy positrons with electrons. The MeV- 
range electrons in KNe trigger these instability mechanisms, leading 
to magnetic field amplification via similar processes. These magnetic 
fields are generated following equation ( 4 ), with the high-energy 
electron fraction provided by equation ( 18 ). 

Another source of magnetic fields in KNe is the progenitor NSs. 
Typical surface magnetic field strengths of NSs span a broad range, 
from 10 7 to 10 15 G. Dipolar magnetic fields range from 10 8 to 10 14 G, 
as inferred from radio pulsars, accreting X-ray pulsars, and low-mass 
X-ray binaries (e.g, Reisenegger 2001 ; Bhattacharya 2002 ; Igoshev, 
Popov & Hollerbach 2021 ). In some cases, these fields are formed 
through the flux conservation of fossil fields in O and B stars (Igoshev 
et al. 2021 ). The surface magnetic fields of millisecond pulsars 
typically lie between 10 7 and 10 11 G (e.g. Miller, Lamb & Psaltis 
1998 ; Psaltis & Chakrabarty 1999 ; Lamb & Boutloukos 2008 ), while 
magnetars – highly magnetic NSs – exhibit stronger fields, ranging 
from 10 11 to 10 15 G (see re vie w by Kaspi & Beloborodov 2017 ). 
Although magnetars may harbour even stronger internal magnetic 
fields (up to > 10 16 G), these ultrastrong fields are transient and 
decay within ∼ 1 kyr (Beloborodov & Li 2016 ). Given their rarity 
and short lifetimes, such extreme fields are unlikely to be present on 
merging NSs and are therefore excluded from our range of considered 
values. 

A comparison between plasma-generated magnetic fields (dark 
cyan band) and progenitor fields (violet band) is shown in Fig. 8 (d). 
While progenitor fields decay as B prog ∝ t −2 due to the assumption 
of homologous expansion, starting from values between 10 7 and 
10 15 G with a typical value of 10 12 G, the instantaneous saturated 
magnetic fields follow an almost pure power law, approximately 
B plas ∝ t −1 . 5 . The shallower slope of plasma-generated fields ensures 
they remain stronger than progenitor fields throughout the KN’s 
evolution. This dominance highlights the importance of plasma 
instabilities in shaping the magnetic field environment of KNe. 

It has long been suspected that magnetic fields influence the 
dynamics of charged particles in KNe (e.g. Barnes et al. 2016 ; Ciolfi
2020 ; Palenzuela et al. 2022 ). Some studies suggest that magnetic 
field amplification can occur during accretion, where turbulence 
driven by the merger or in the resultant accretion disc can amplify 
initial fields of 10 13 G by a factor of ∼ 10 3 , saturating at a magnetic 
field energy of " 4 × 10 50 erg (Kiuchi et al. 2014 , 2015 ). This is 
approximately an order of magnitude stronger than the strongest 
assumed progenitor fields but still subdominant to the typical plasma- 
generated fields. These fields, whether originating from progenitors, 
from plasma instabilities, or from merger-driven amplification, play 
a critical role in confining high-energy electrons within the ejecta 
and regulating energy transport. 

In Fig. 8 (d), we show that magnetic fields generated by 
filamentation-like plasma instabilities consistently exceed progenitor 
fields in strength. This suggests that even in the absence of pre- 
existing fields, plasma instabilities alone can generate and amplify 
magnetic fields sufficiently to dominate the dynamics of charged 
particles, thereby influencing the energy transport and physical 
properties of KNe. 
5  C O N C L U S I O N  A N D  SUMMARY  
In this work, we explore the fundamental role of plasma instabilities 
in shaping the behaviour of high-energy leptons within the ejecta of 
radioactive transients, including SNe Ia, SNe II, SE SNe, and KNe, 
where the radioactive decay of synthesized isotopes releases high- 

energy leptons through β+ and β− decay. These leptons significantly 
impact the transient’s evolution by depositing energy into the expand- 
ing ejecta. When the ejecta becomes collisionless, electromagnetic 
forces dominate particle dynamics. This work represents the first 
step in exploring the potential significance of plasma streaming 
instabilities in astrophysical transients, aiming to provide an order- 
of-magnitude estimate of their effects. 

Using fully kinetic PIC simulations, we demonstrate that plasma 
streaming instabilities amplify magnetic fields within the ejecta 
almost instantaneously (within microseconds), even in initially 
unmagnetized environments. These self-generated fields slow lepton 
diffusion by confining high-energy leptons and redirecting their 
energy into heating the thermal electrons and ions. Our results 
show that plasma-generated magnetic fields dominate any residual 
progenitor magnetic fields after ! 1 d. 

The confinement of high-energy leptons by plasma instabilities 
provides a natural explanation for the sustained positron trapping 
observed in late-time light curves of SNe Ia. Unlike models 
requiring pre-existing strong magnetic fields, plasma instabilities 
alone can drive significant magnetic field amplification, thereby 
altering particle transport and heating dynamics. This instability- 
driven mechanism likely plays a ubiquitous role across diverse 
radioacti ve transients, af fecting their thermal and magnetic field 
evolution. Furthermore, observed positron trapping has implica- 
tions for the Galactic positron problem, potentially refining our 
understanding of the contribution of SNe to Galactic positron 
populations (e.g. Mera Evans, Hoeflich & Diehl 2022 ). Our work 
provides theoretical support for observational studies, contributing to 
a deeper understanding of the physical processes that go v ern SNe and 
KNe. 

On the observational front, our results open up new pathways for 
studying the influence of magnetic fields in radioactive transients. 
Prompt synchrotron emission from trapped positrons, driven by 
interactions with self-generated magnetic fields, could serve as a 
direct observational signature of plasma instabilities. Under our 
highly optimistic scenario, nearby extragalactic SNe Ia, like SN 
2011fe and SN 2014J, are unlikely to be detected by LOFAR, SKAO, 
and ngVLA (next-generation Very Large Array). For most SNe, CSM 
interaction will likely dominate the synchrotron emission. Therefore, 
only a Galactic or local-group SN Ia in a very clean environment may 
be detectable with LOFAR and SKAO. Further theoretical work, 
luck (Galactic SN with no CSM), and future generations of radio 
telescopes are needed to realize the potential of this diagnostic to 
directly probe the magnetic fields from plasma instabilities in SN 
ejecta. 

While this study establishes the rele v ance of plasma streaming 
instabilities, several simplifying assumptions were made, which may 
impact the first-order details of the results. These assumptions come 
from numerous uncertainties in both the fields and particles of the 
systems. First, we assumed that leptons escape as a collimated beam 
into an unmagnetized environment and are instantaneously injected, 
which o v ersimplifies the comple xity of ejecta conditions. None the 
less, the saturated magnetic field should still depend on the free 
energy of the drifting leptons. Furthermore, mechanisms such as 
continuous particle injection are expected to slightly enhance the 
magnetic field saturation level and represent an important avenue for 
future inv estigation. Pre-e xisting magnetic fields, if present, would 
alter the instability’s specifics without negating its self-confining 
nature. Second, while the instability growth rate consistently exceeds 
collisional relaxation times, collisions – neglected in this work –
would influence the energy partition between fields and particles 
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at extremely early times. Third, our PIC simulations employed 
a reduced ion-to-electron mass ratio, which likely affects the fi- 
nal energy distrib ution, b ut not the instability’s growth or initial 
saturation. 

Additional uncertainties arise from the assumed initial ejecta 
temperature and ionic composition, as well as the neglect of wave 
damping, which may influence the long-term evolution of elec- 
tromagnetic fields. Moreo v er, the structure of the magnetic power 
spectrum in k-space, critical for lepton escape rates and energy 
transfer, depends on the details of the initial leptonic distribution 
function, which warrants further investigation. Future work should 
incorporate transport models for lepton escape based on diffusion 
coef ficients deri ved from self-generated fields. 

Despite these limitations, our findings underscore that plasmas 
inherently abhor anisotropies in the distribution function. If high- 
energy leptons escape a localized region, plasma streaming in- 
stabilities are likely to be generated to confine them. This study 
represents a foundational step toward understanding the significance 
of plasma instabilities in astrophysical transients. While we leave 
the refinement of specific details to future work, our results strongly 
suggest that these instabilities play a crucial role in transient evolution 
across a wide range of events. 
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APPEN D IX  A :  ASSUMPTION  O F  BEAM-LIKE  
POSITRONS  
In Section 3 , we have assumed a simplified geometry where a stream 
of high-velocity positrons propagates into a medium of ions and 
electrons. This is not a fundamental representation of the physical 
system, but a deliberate simplifying assumption to explore the most 
extreme case of positron escape. This configuration explores the 
consequences of having high-velocity positrons trying to escape 
through the region of nuclear decay . In reality , positrons from 
radioactive decay are emitted isotropically. However, a radially 

Figure A1. Comparison of the beam-like positron assumption with (i) all 
positrons beam-like (solid blue line, identical to Fig. 2 ), (ii) half beam-like 
and half isotropically distributed positrons (dashed green line), and (iii) fully 
isotropic positrons (dash–dotted red line). The isotropic positrons follow a 
relativistic Maxwell–J ̈uttner distribution, with a temperature approximated 
from the decay energy ( k B T 0 = m e c 2 ). 
expanding shell of positrons will naturally lead to localized regions 
at the shell’s leading edge where their distribution appears beam-like. 
This anisotrop y w ould drive streaming instabilities predominantly at 
these edges. 

While a detailed treatment of the full distribution function is 
beyond the scope of this work, we conducted additional simulations 
to explore the impact of isotropic positron distributions on the 
magnetic field. In the first simulation, 50 per cent of the positrons 
were beam-like, while the remaining 50 per cent followed a relativis- 
tic Maxwell–J ̈uttner distribution, with a temperature approximated 
from the decay energy ( k B T 0 = m e c 2 ). In the second simulation, all 
positrons were initialized isotropically, according to the Maxwell–
J ̈uttner distribution, approximating isotropic emission. 

The results, shown in Fig. A1 , indicate that as long as a non-zero 
fraction of positrons remains beam-like, the streaming instability 
develops and peaks at a magnetic field strength proportional to the 
anisotropy. The growth rate is comparable, albeit slightly slower, 
when only a fraction of the positrons are beam-like. Conversely, 
when all positrons are isotropic, the instability does not develop, 
confirming the critical role of anisotropy in driving the instability. 
APPENDI X  B:  PROMPT  S Y N C H ROT RO N  
EMISSION  F RO M  SNE  IA  POSI TRONS  
Relativistic leptons produce synchrotron emission as they interact 
with magnetic fields. Previous studies have searched for synchrotron 
emission in nearby SNe Ia from ejecta interaction with CSM (e.g. 
Chomiuk et al. 2016 ; Harris et al. 2023 ). Taking the assumptions 
directly from Chomiuk et al. ( 2016 ) and extending them to lower 
frequencies, in Fig. B1 (top panel), we plot the modelled synchrotron 
emission from the shocked CSM in SNe Ia for a modest CSM density 
of n = 0 . 1 cm −3 in a constant density medium with a fiducial 10 
per cent post-shock energy density in magnetic fields. 

Now, opening an avenue for directly detecting confined positrons 
from their radio luminosity, we calculate the synchrotron emission 
from relativistic positrons, whose distribution is shown in Fig. 4 . As- 
suming no CSM, we focus only on the positron distribution because 
it exhibits a robust profile that maintains a consistent qualitative 
appearance across all simulations and can be easily rescaled with 
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Figure B1. Top: synchrotron emission spectral luminosity ( L . ) from SNe Ia 
positrons as a function of frequency ( .) for different times (solid lines) and 
synchrotron emission from shocked CSM using lower frequenc y e xtension of 
models from Chomiuk et al. ( 2016 ; dashed lines). Overlaid are the sensitivity 
curves for ngVLA (dotted line), SKAO (dash–dotted line), and LOFAR 
(dashed line), assuming 10 h of integration time. Sensitivity curves are shown 
for two example distances in different colours: a local-group SN at 1 Mpc and 
a Galactic SN at 10 kpc . Bottom: optical depth ( τ. ) as a function of frequency 
( .) at different times from SSA (solid lines) and free–free absorption (dashed 
lines). The colour bar indicates the time in days. The cyan dash–dotted line 
shows where τ. = 1. 
the positron number density. The positron number density n p ( t) is 
derived from equation ( 12 ) using standard assumptions for a typical 
SN Ia, as detailed in Section 4.2.1 . The magnetic field strength B( t) 
follows from equation ( 4 ). To calculate the synchrotron emissivity, 
we assume the distribution of positrons is isotropic and integrate 
o v er the synchrotron power spectrum were the pitch angle is assumed 
random for each particle and averaged for the distribution ( P .( .c , γ ); 
Crusius & Schlickeiser 1986 ), 
j . = 1 

4 π
∫ ∞ 

1 d γP .( .c , γ ) n ( γ ) , (B1) 
where γ is the particle’s Lorentz factor and .c ≡ 3 eBγ 2 / 4 πm e c 
is the synchrotron critical frequency. P .( .c , γ ) does not include 
the Razin ( 1960 ) effect, which may significantly reduce the low- 
frequency emission because of reduced beaming from the back- 
ground plasma. To calculate the luminosity ( L .), we approximate the 
source as a homogeneous spherical object (Gould 1979 ) with radius 
R ej = v ej t , where t is the time since explosion, and v ej is the ejecta 
v elocity. F or this estimate, we use v ej = 11 000 km s −1 as a high-end 
conserv ati ve estimate for the bulk of the Fe and Ni distribution. 

As the photons travel through the source, a significant portion of 
the spectrum is expected to be absorbed via free–free absorption 
or synchrotron self-absorption (SSA; Chomiuk et al. 2016 ). The 
luminosity per unit frequency is given by 
L . = 3 f ( τ.) 

τ.

(
4 π
3 
)

R 3 ej j ., (B2) 

Figure B2. Frequenc y-inte grated light curv es sho wing the e volution of the 
total emitted synchrotron luminosity o v er time. The solid line is integration 
o v er all frequencies, while the dotted, dash–dotted, and dashed lines corre- 
spond to luminosity in the ngVLA, SKAO, and LOFAR frequency ranges, 
respectively. 
where τ. = 2 R ej (k s + k f ) is the optical depth, k s is the SSA 
absorption coefficient, k f is the free–free absorption coefficient, and 
f ( τ.) = 1 

2 + e −τ.

τ.

− 1 − e −τ.

τ 2 
.

(B3) 
is the optical depth function. We numerically compute L . using 
Tleco (Davis, Rueda-Becerril & Giannios 2024 ), with the results 
shown in the top panel of Fig. B1 . The optical depth as a function of 
frequency is shown in the bottom panel of Fig. B1 . 

Free–free absorption is dominant and shapes the o v erall spectrum 
at early times ( < 10 d), while SSA becomes significant at later times. 
Due to the heavy absorption, the spectrum peaks well abo v e .c but 
with highly suppressed values of L . . These radio luminosities are 
not excluded by the radio non-detections of SNe Ia by Chomiuk 
et al. ( 2016 ). Furthermore, the simplified assumption of instanta- 
neous positron injection and 3 µs-later distribution measurements 
neglects significant evolutionary processes such as diffusion and 
thermalization, necessitating cautious interpretation of the resulting 
radio L . estimates, particularly regarding potential positron energy 
o v erestimation. Fig. B2 shows the frequenc y-inte grated light curve 
o v er all radio frequencies (solid line) as well as the contributions 
from specific frequency ranges corresponding to ngVLA and LOFAR 
(dotted, dashed, and dash–fdotted lines). The total emission peaks 
around 20 d post-explosion near .pk ≈ 1 GHz . 

To assess detectability of SNe Ia, we show the sensitivity curves 
for the ngVLA (1 . 2 − 116 GHz ; Murphy et al. 2018 ), 5 SKAO 
(50 MHz − 50 GHz ; Braun et al. 2019 ), 6 and the LOFAR (van 
Haarlem et al. 2013 ), with low-band (10 − 80 MHz ) and high- 
band (110 − 250 MHz ) 7 co v erage in Fig. B1 as well, assuming a 
total integration time of 10 h. We compare the detectability for 
distances of 1 Mpc (a hypothetical local-group SN) and 10 kpc 
5 ngVLA sensitivity data were gathered from: 

https:// ngvla.nrao.edu/page/ performance . 
6 SKAO sensitivity data were gathered from: 

ht tps://www.skao.int /en/science- users/ska- tools/493/ska- sensit ivit y-calc 
ulators . 
7 LOFAR sensitivity data were gathered from: 

https:// science.astron.nl/ telescopes/lof ar/lof ar- system- overview/observi 
ng- modes/lofar- imaging- capabilities- and- sensitivity/
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(a hypothetical Galactic SN). We emphasize that our calculations 
represent a highly optimistic scenario for synchrotron emission 
from high-energy positrons, and even a small amount of CSM will 
dominate the emission by orders of magnitude. 

Under such conditions and in extremely clean environments with 
no CSM, a Galactic SN could be detectable with LOFAR and SKAO 
with less than 10 h integration time, and unlikely to be detected with 
ngVLA. With SKAO, it would be detectable from roughly 10 to 
100 d after explosion with 10 h integration time. Ho we ver, nearby 
extragalactic SNe Ia, such as SN 2011fe (6.4 Mpc; Shappee & Stanek 
2011 ) and SN 2014J (3.5 Mpc; Karachentsev & Kashibadze 2006 ), 
are unlikely to be detected by these radio facilities, even in clean 
environments. While their emission is close to the ngVLA sensitivity 
limits at the lowest frequencies, the spectrum is expected to rise 
rapidly at lower frequencies, making detailed modelling crucial to 
these estimates. A local-group SN may only be marginally detectable 
with a 10 h integration in this highly optimistic scenario with no CSM. 

It is important to reiterate that the emission results are based on 
specific simplifying assumptions and optimistic scenario, as detailed 
abo v e. Although these results do not fully e v aluate the detectability of 
nearby SNe Ia, they none the less underscore the importance of future 
work to model the expected radio emission from SNe Ia, particularly 
at frequencies rele v ant to future radio observ atories. This modelling 
offers a promising avenue for constraining their synchrotron emission 
mechanisms. 
APPEN D IX  C :  FREE  N E U T RO N  D E C AY  IN  
K I L O N OVA E  
Metzger et al. ( 2015 ) show that β-decay of free neutrons that a v oid 
capture in the outermost layers of KN ejecta power a precursor to 
the main KN emission on a time-scale of hours. Here, we explore 
the generation of magnetic fields through plasma instabilities in this 
neutron-rich ejecta, focusing on a simplified model with free neutron 
decay as the sole energy source. 

Given a free neutron e-folding time of τn = 14 . 9 min , the β-decay 
electron number density is 
n β,n ( t) = N β,n ( t)(1 − e −t/τn ) /V n ( t) , (C1) 
where N β,n ( t) is the total number of free neutrons given by their 
total mass ( M n ), and V n ( t) is the expanding volume of free neutrons 

with velocity v n . The mass M n ranges between 10 −5 − 10 −4 M -
and the speed v n ranges between 0 . 2 − 0 . 9 c (Metzger et al. 2015 ). 
The ion number density n i,n ( t) is determined directly from the 
free neutron mass M n and velocity v n . These densities are then 
replaced into equation ( 18 ) to obtain the new f e ( t) for free neutron 

Figure C1. Same as Fig. 8 (d) with the addition of median (dashed brown 
line) and range (brown shaded region) of magnetic fields from free neutron 
decay. 
decay. Subsequent magnetic field estimation follows the established 
procedure outlined in equation ( 4 ). 

Fig. C1 shows that the magnetic field generated by free neutron 
decay is typically 2 − 3 orders of magnitude weaker than that arising 
from r-process decay. Nevertheless, this field strength remains signif- 
icantly abo v e progenitor field lev els. It is important to acknowledge 
the simplicity of this free neutron model, highlighting the need for 
more sophisticated future investigations. 
This paper has been typeset from a T E X/L A T E X file prepared by the author. 
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