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The QAnon movement has been credited with spreading disinformation and fueling online radicalization in
the United States and around the globe. While some research has documented publicly-visible
communications and engagements with the QAnon movement, little work has examined individuals’ actual
exposure to QAnon content. In this paper, we investigate the extent to which Americans are exposed to
QAnon websites, in what contexts, and to what effect. We employ a mixed methods review of 21 million
website visits collected from a nationally representative sample of 1,238 American adults across laptops,
smartphones, and tablets during the 2020 U.S. presidential election. Quantitative techniques reveal overall
levels of exposure to QAnon and who is more likely to be exposed, and qualitative techniques provide rich
information about how participants came to be exposed to QAnon and how it fit within their broader media
diets. We find that: (1) exposure to QAnon websites is limited and stratified by political ideology and news
consumption; (2) exposure tends to occur within right-wing media ecosystems that align with QAnon beliefs;
and (3) mixed methods approaches to analyzing digital trace data can provide rich insights that contextualize
quantitative techniques. We discuss the implications of our findings for the design of interventions to lessen
exposure to problematic material online and future research on the spread of disinformation and extremist
content.
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1 INTRODUCTION

There is considerable concern among scholars, politicians, journalists, and the public about the
rise of QAnon, an American conspiracy theory and political movement that originated on the
online forum 4chan in 2017. While misinformation broadly refers to any content that is false,
misleading, or unsubstantiated [70] and has been studied extensively in CSCW alone [2-4, 10, 11,
22, 37, 50, 53, 57, 59, 68, 91], QAnon is a much more specific phenomena. Followers of the
conspiracy theory allege that a cabal of Satanists and pedophiles form the “deep state” — a
network of politicians, celebrities, and the ultra-wealthy who actually control the U.S.
government [104]. More specifically, the theory claims that a group of military operatives
codenamed “Q” have been working with former president Donald Trump to overthrow this deep
state. Q anonymously posts coded messages (called “Q drops”) to fringe internet forums that their
followers interpret to learn more about Trump’s plans [61]. QAnon’s beliefs and online activities
have changed following Trump’s loss in the 2020 presidential election and a prolonged
disappearance of Q. Still, the conspiracy theory continues to evolve amidst shifting political
events, remaining a source of misinformation and political organization [34, 103]. The QAnon
movement is particularly engrossing to its members because the QAnon movement is about more
than passive consumption, it is distinguished by recruitment into or participation in an online
community, and thus understanding QAnon content may require sensitivity to the theory's
shared language and ideas [35, 88].

A key reason for the continued worry about QAnon is the belief that QAnon-related content
is pervasive [92]. The concern is that if QAnon content is prevalent in the information
environment and reaches many individuals, there is a better chance that it will influence enough
people’s beliefs and preferences to undermine the outcomes of democracy. Indeed, recent
scholarship has demonstrated that belief in conspiracy theories is associated with participation in
far right-wing protests, which raises acute concerns in the U.S. following the storming of the
Capitol on January 6, 2021 [17]. One poll suggests that as many as 30 million Americans held
beliefs central to the QAnon theory as of March 2021 [77]. Concerned about exposing people to
QAnon content, social media platforms have taken several actions to specifically curb QAnon’s
proliferation on their platforms [6, 16, 78].

Despite these concerns, little empirical evidence has examined actual exposure to QAnon-
related content. QAnon is thought to be popular only among political extremists, but media
accounts also suggest that QAnon’s popularity is growing and attracting support among ordinary
Americans [92]. In the face of this speculation, several key questions about the consumption of
QAnon content remain unanswered: How much are Americans exposed to QAnon websites?
What types of people are more likely to be exposed? How do those exposed arrive at QAnon
websites online? Answers to these questions can help improve the design of interventions and
policies to mitigate exposure to conspiracy theories.

To address these questions, we draw on a dataset of over 21 million website visits made across
computers, tablets, and smartphones by a nationally representative sample of American adults (N
= 1,238) during the 2020 presidential election (August — December 2020), a period of time when
QAnon supporters were actively trying to reach broader audiences [34, 51]. We use a database of
QAnon-related websites compiled by prior research [49] to identify website visits in our web
browsing data, allowing us to quantitatively document Americans’ exposure to QAnon websites.
We complement this quantitative analysis with a qualitative investigation into the web browsing
behaviors of those exposed to QAnon websites to better understand their instances of exposure
and how QAnon fits into their online information diets more broadly.
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Our study makes several empirical, methodological and design contributions. First, empirically
we find that 3.7% (95% CI = 2.1-5.4%) of American adults were exposed to QAnon websites during
the 2020 election. Individuals on the political extremes were more likely to encounter QAnon
websites, with most visits being incidental and aligning ideologically with their media
consumption. A diverse set of channels, including social networks, email, search engines, and
forums, led participants to these QAnon sites, either incidentally or through intentional searches.

Second, our work highlights the utility of web browsing data to study people’s exposure to
extremist content online. Compared with past work on QAnon, which largely relies on data about
people’s publicly-visible behaviors on specific platforms (e.g., posts and comments on Reddit) [5,
9,31, 55,71, 72, 87,93, 99, 103], web browsing data cover exposures regardless of whether content
is engaged with and tracks users’ journeys as people move from platform to platform [63, 96, 97].
We also demonstrate the value of analyzing digital trace data using a mixed-methods approach.
Insights from our mixed-methods analysis added important nuance to theories of exposure to
extremist content, ultimately focusing future work on online radicalization into QAnon and other
movements. Our work supports calls for more mixed-methods research of digital trace data [38,
95, 97].

Lastly, this research has several implications for intervention and policy design. For example,
our data make clear that in addition to social networks (e.g., Facebook, Twitter, YouTube [6, 69,
71]), everyday online spaces like email inboxes and search engines play a significant role in
exposing users to extremist content, offering new intervention opportunities. Our data also
suggest that the common strategy of deplatforming [31, 52, 81] is insufficient for reducing
exposure as people shift to using alternative platforms. Interventions to reduce exposures to
extremist content need to consider linkages to hubs central to people’s online navigation that can
serve as vectors to alternative platforms, such as search engines.

2 BACKGROUND AND RELATED WORK

2.1 Exposure to QAnon Content Online

Despite much speculation about the extent to which people encounter QAnon content while
using the internet, there has been limited empirical research documenting the presence of QAnon
content online and none to our knowledge about who encounters that content. Existing research
could be characterized as examining the “public life” of QAnon, or where QAnon content appears
across the internet. Scholars have used computational and/or content-analytic techniques to
identify and analyze QAnon-related content on the platforms where Q posts Q drops (4chan/8kun
[71]), as well as on other platforms, such as Twitter [9, 93, 99], Facebook [55], Reddit [31], Voat
[72], Parler [5], Gab [86], and Telegram [103]. This work examines patterns in QAnon-related
discourse, revealing that QAnon discourses relate to Q drops and current events [9, 72, 86] and
that QAnon discourses differ in explicit support for QAnon [93, 99]. Other studies have examined
how elections [103] and platform moderation efforts [31, 93] affect QAnon discourse online.

While this prior work examined how QAnon-related content appears online and has provided
a foundation of scholarly knowledge, it speaks little to who consumed Qanon content. Kim & Kim
[55] compare engagement with QAnon posts on Facebook with other posts but do not have
information about the users who engaged with the posts or those who saw posts but did not like,
share, or comment on them. Hanley et al. [49] report data on traffic to several QAnon websites
as estimated by Amazon Alexa, but these estimates do not reveal any details about who visited
the sites. In this way, while some existing research has documented the “public life” of QAnon,
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we argue that existing work has not examined the “private life” of QAnon and how QAnon
content fits into people’s media diets, many of whom see and may be influenced by the content
but choose to leave no public traces of engagement or interaction (often referred to as “lurkers”
in the context of social media platforms [65]).

Unlike other online content types for which there is literature documenting exposure, such as
misinformation [45, 64] and hard news [33, 98], there has not yet been a systematic investigation
of exposure to QAnon content. While work on misinformation and hard news has illustrated how
often people are exposed to those types of content, who is more likely to be exposed, and how
people come to be exposed, these all remain open questions in the context of QAnon content. As
such, we pose the following research question:

RQ1: How were Americans exposed to QAnon websites online?

Recent but limited work examining support for QAnon may indicate who is more likely to be
exposed to QAnon content online [30, 77, 90]. Specifically, Enders et al. [30] find that those with
more extreme political orientations — both right and left — are most likely to support QAnon.
Indeed, this pattern follows a relationship documented between political extremism and belief in
conspiracy theories in general [76]. Although we treat questions about who is exposed to QAnon
content as largely open, we hypothesize that political extremists should be more likely to be
exposed to QAnon websites because they are more likely to support it. Specifically, we posit the
following hypothesis:

H1: People with extreme political orientations are more likely to be exposed to QAnon
websites than those without extreme political orientations.

2.2 Types of QAnon Content Consumers

Commonplace in media and scholarly depictions of the QAnon phenomenon is the idea that
there are different ways that people come to be exposed to QAnon content online. While some
talk of devout QAnon followers waiting for each new Q drop to be posted, others describe more
incidental means by which non-followers could encounter QAnon-related content. With the
prominence of algorithmic curation and QAnon disseminators’ strategic use of content features
like hashtags to broaden the reach of their content, people unassumingly scrolling through their
TikTok “For You Page” or perusing their YouTube recommendations may encounter QAnon
content [34]. In other cases, people engaging in political spaces online (e.g., political subreddits,
Facebook groups) may incidentally encounter the topic of QAnon, which could spur them to
conduct additional research on Q.

The prior empirical work supports the idea that QAnon content exists on many platforms
across the internet [49, 86]. Similar to other disinformation campaigns, QAnon supporters
actively strive to post content across multiple platforms [55, 97]. The more QAnon content
appears on different platforms, the more chances there are for different users to encounter it.
While everyone’s online behaviors are undoubtedly idiosyncratic, there may be broader
categories to describe groups of people who consume QAnon content in distinct ways. Indeed,
prior work has identified distinct types of online supporters of QAnon that can be systematically
identified via differences in their content posting activities [93, 99] (e.g., self-declared QAnon
supporters, hyper-active conspiracy promoters [93]). Thus, it seems plausible that there are
distinct systematic types of users who will encounter QAnon content (e.g., those who visit QAnon
sites intentionally and regularly, those who visit QAnon sites incidentally and rarely). However,

PACM on Human-Computer Interaction, Vol. 8, No. CSCW2, Article 518, Publication date: November 2024.



The Private Life of QAnon 518:5

what specifically characterizes different types of QAnon consumers and their consumption
patterns remains an open question. Thus, we pose the following research question:

RQ2: Are there distinguishable types of QAnon website consumers?

3 DATA & MEASURES

3.1 Participants

The survey company YouGov passively collected web-browsing data (i.e., all URLs visited)
from participants’ (N = 1,238) computers, smartphones, and tablets from August 24, 2020, to
December 7, 2020. YouGov collects browsing data via software (browser plugin on computers,
app on mobile devices) called YouGov Pulse, which YouGov’s survey panelists can install on their
desktop/laptop computers, smartphones, and/or tablets to provide a record of websites they visit
to YouGov in exchange for compensation. YouGov then provides these data to researchers for a
fee (for examples of other research using YouGov Pulse web browsing data to explore the
consumption of political content online, see [14, 15, 43-45, 64, 66], and for a discussion of the
ethics surrounding these data, see section 5.5 of this paper). All participants provided informed
consent to the terms of our specific research (this study was approved by the Stanford University
Institutional Review Board [protocol no. IRB-53941]) and were compensated by YouGov for their
participation. In total, we collected approximately 21 million URL visits from our participants,
who also completed a survey via which we collected demographic information.

Of our participants, 29% (n = 358) were aged 65+, 48% (n = 599) were 45-64, 14% (n = 175) were
30-44, and 9% (n = 106) were under 30. Five-hundred fifty reported identifying as male and 683 as
female. A majority of the participants, 80% (n = 989), reported their race as white, 9% reported
being Black (n = 113), 5% Hispanic (n = 65), and 6% as other (n = 71). Furthermore, 89% (n = 1,103)
said they follow politics most or some of the time, and 30% (n = 373) were considered highly
knowledgeable about politics according to Pew Research Center’s civic knowledge questionnaire
[75]. In addition, 36% (n = 445) supported Donald Trump in the 2020 U.S. Presidential Election,
and 59% (n = 726) supported Joe Biden. We classified individuals as having an extreme political
ideology if they responded that their ideology was either “Very conservative” or “Very liberal” (n
= 346, 27.9%) and as not having an extreme political ideology if they responded with any of
“Conservative,” “Moderate,” “Not sure,” or “Liberal” (n = 892, 72.1%). YouGov weighted
participants to match a nationally representative sample of American adults, and we use these
weights in our statistical analyses.!

The time period for data collection is important. In the five months preceding the start of our
data collection (August 2020), QAnon-related activity surged on social media platforms in
response to political events such as COVID-19 lockdowns and Black Lives Matter protests [51,
103]. One such event captured during our data collection was the November 2020 U.S. presidential
election. With increased activity also came increased scrutiny from social media companies,
resulting in the widespread removal of QAnon users and groups [23, 85]. Whether this censorship
was effective is contentious, as QAnon websites saw increased traffic and QAnon-related groups
remained active — for instance, an election fraud group became one of the fastest-growing groups
in Facebook's history [36, 49]. Altogether, this suggests that our data was collected during a
contentious period in which visible QAnon activity likely decreased due to censorship. However,

! Data and materials supporting this manuscript are available at https://osf.io/9mqew/
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QAnon-related activity still remained strong, especially with an election that could spur further
participation.

3.2 QAnon Websites

To identify visits to QAnon websites in people’s web browsing behavior, we use a database of
324 QAnon-related websites curated by Hanley et al. [49], the largest available list of QAnon sites
at the time of this writing. Hanley et al. [49] identified these websites by crawling all content
posted on 8kun and Voat, two “hotbeds” of QAnon content. After constructing a hyperlink graph
based on those web crawls, the authors used automated and manual classification techniques to
extract websites from the graph dedicated to QAnon, leading to 324 unique sites.

3.3 Misinformation and Hard News Websites

To contextualize exposure to QAnon, we also identified visits to hard news websites and
misinformation websites in people’s web browsing. To identify visits to hard news websites, we
use websites rated by NewsGuard, an organization composed of former journalists and news
editors that manually rates the quality of news websites. NewsGuard rates over 8,000 websites
that they claim are “responsible for approximately 95% of all the news and information consumed
and shared online in the US., UK, Canada, Germany, France, and Italy” (see
https://www.newsguardtech.com/newsguard-faq/ and
https://www.newsguardtech.com/ratings/rating-process-criteria/ for more information about
NewsGuard’s selection and rating process). We consider all websites rated by NewsGuard to
represent hard news websites. NewsGuard also assigns a quality score to each website ranging
from 0 (the lowest quality) to 100 (the highest quality), which represents the extent to which a
given news website adheres to 9 different journalistic principles and best practices (e.g., regularly
corrects or clarifies errors, discloses ownership and financing). We use these quality scores to
determine the “quality” of people’s news diets. For examples of other research on digital trace
data that relies on NewsGuard ratings, see 7, 29, 64, 83].

To identify visits to misinformation websites, we follow the approach of Moore et al. [64] and
use sites that NewsGuard has labeled as repeatedly publishing false content in combination with
sites previously identified by academic researchers as known purveyors of false news. The total
size of this database of misinformation websites is 1,796 sites.

4 RESULTS

4.1 Overview of Analytical Approach

We analyze these web browsing data using both quantitative methods (answering RQ1, H1,
and RQ2) and qualitative methods (answering RQ2). Our results are presented below, and a figure
visualizing our data, measures, and analytical approaches is presented in Figure 1.
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4.2 RQ1: How Were Americans Exposed to QAnon Websites?

Fig. 1. Overview of methodological approach

We look to prior research using URL-based data to examine exposure to misinformation [45,
64] as a guide for the metrics we calculate to answer RQ1. Overall, we estimate that during the
2020 U.S. Presidential election, 3.7% (95% CI = 2.1-5.4%) of American adults were exposed to at
least one QAnon website. For reference, based on our data, 39.1% (95% CI = 35.0-43.1%) of

American adults were exposed to a misinformation website during the same time period.
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Among those who did visit at least one QAnon website, the median number of QAnon website
visits was 2 (95% quantile CI = 1, 117.25). Visits were highly skewed (as seen in Figure 2A): while
43.1% of those exposed were only exposed to one QAnon website, one person had 1,483 visits. For
the median exposed person, only 0.16% of their news diet consisted of QAnon websites (95%
quantile CI = .005, 2.8%) (Figure 2B). Looking at engagement, the average visit to a QAnon website
lasted for 45.5 seconds (95% CI = 41.1-50.0s), longer than the average visit to a misinformation
website (38.6 seconds [64]; 95% CI = 34.5-42.7s) and longer (t = 6.4, p < .001) than the average
duration of visits to non-QAnon websites in our data (31.0 seconds; 95% CI = 30.9-31.1s).

A Distribution of Total QAnon Website Visits

20
- 151
=
o 104
o
| L
ol e _m - . —
1 10 100 1000

log scale of # of QAnon website visits

B Distribution of % of news diet that are QAnon websites

Ll .

0.01% 0.1% 1% 10% 100°
log scale of the % of news diet that are QAnon websites

count

rn

Fig. 2. Distributions of QAnon website visits
Note: Histograms of the distribution of QAnon visits among those exposed at least once. Panel A is the number of visits
to QAnon websites. Panel B is the percentage of news diet that QAnon website visits made up.

Exposure to QAnon websites did not significantly differ across age groups nor racial/ethnic
groups (see Figure 3). In regression models (both OLS and logistic) using a set of
sociodemographic covariates from prior work on misinformation exposure [45, 64], supporting
Donald Trump, having higher levels of political knowledge, and being college educated predicted
a significantly greater likelihood of being exposed to QAnon websites (see Table 1). As prior
research has found that people’s level of education and political knowledge are positively
correlated with the consumption of news and political media [8, 102], the significant associations
we observe in Table 1 may be an indication that those who consume more political content on
the web are also more likely to be exposed to QAnon websites. Indeed, this idea is supported by
the “incidental” exposures identified in our qualitative analysis (see section 4.4.2).
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Proportion Exposed to QAnon Websites By:
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Fig. 3. QAnon exposure by age group and race/ethnicity
Note: Proportion of people in each subgroup who are exposed to at least one QAnon website. Bars represent 95%
confidence intervals.

PACM on Human-Computer Interaction, Vol. 8, No. CSCW2, Article 518, Publication date: November 2024.



518:10 Ryan C. Moore, Ross Dahlke, Peter L. Forberg, and Jeffrey T. Hancock

Table 1. Predictors of exposure to at least one QAnon website

Exposure to at least one QAnon website (binary)

OLS logistic
Trump supporter 0.051*** 1.452%**
(0.012) (0.347)
Political knowledge 0.015** 0.523**
(0.005) (0.172)
Political interest —0.002 0.003
(0.006) (0.184)
College 0.040** 0.993**
(0.012) (0.326)
Female —0.008 —0.195
(0.011) (0.325)
Non-white —0.001 -0.272
(0.012) (0.416)
Age 30-44 years 0.015 0.186
(0.018) (0.495)
Age 45-64 years —0.010 —0.460
(0.017) (0.495)
Age 65+ —0.016 -0.713
(0.018) (0.553)
Constant —0.019 —5.495%**
(0.026) (0.844)
Observations 1,238 1,238
R? 0.040
Adjusted R? 0.033
Log Likelihood —146.830
Akaike Inf. Crit. 313.660
Residual Std. Error 0.189 (df = 1228)
F Statistic 5.712*** (df = 9; 1228)
Note: *p<0.05; **p<0.01; ***p<0.001

Note: OLS and logistic regression coefficients are shown with standard errors in parentheses.
The dependent variable is a binary variable indicating whether an individual was exposed to at
least one QAnon website during the data collection period (1) or not (0). “Trump supporter”
variable: intending to vote for Trump in 2020 election = 1; not intending to vote for Trump in
2020 election = 0. “Political knowledge” variable: variable ranging from 0-4 representing the
number of questions in Pew Research Center’s civic knowledge questionnaire answered correctly
out of 4. “Political interest” variable: variable ranging from 1-4 where 4 = people who say they
pay attention to what’s going on in government and politics “most of the time” and 1 = those who
pay attention “hardly at all”. “College” variable: 1 = college graduate; 0 = not a college graduate.
“Female” variable: 1 = indicated identifying as a female, 0 = did not indicate identifying as a
female. “Non-white” variable: 1 = indicated identifying as a race other than white; 0 = indicated
identifying as white. P-values are two-sided.
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4.3 H1: Those with More Extreme Political Orientations are More Likely to be
Exposed to QAnon Websites

Next, we tested H1: Political extremists are more likely to be exposed to QAnon websites. To
do so, we first conducted a simple proportions test comparing the exposure rate among those
with the most extreme ideologies to those without the most extreme ideologies. We find that 7.2%
of participants with the most extreme ideologies were exposed to at least one QAnon site
compared to 2.6% of those without extreme ideologies, representing exposure at a significantly
higher rate (x2(1) = 12.4, p < .001). Even after controlling for a set of sociodemographic covariates
from prior research on misinformation exposure [45, 64], including which candidate a participant
supported in the 2020 election, political knowledge, political interest, education, gender,
race/ethnicity, and age, we find that those with extreme political ideologies are indeed
significantly more likely to be exposed than those without an extreme political ideology, and this
finding is robust to whether we fit an OLS regression (p = .002; see Table 2) or a logistic regression
(p = .004). Overall, we take these results as evidence in support of H1.

To dig deeper into rates of QAnon website exposure among those on the ideological extremes,
we conducted an exploratory proportions test to assess whether there were differences in
exposure between those on the far left (i.e., identifying as “very liberal” when asked about their
political ideology in our survey) and those on the far right (i.e., identifying as “very conservative”).
We found that the proportion of participants identifying as “very conservative” who were
exposed to QAnon sites (11.1%) was significantly higher than the proportion of those identifying
as “very liberal” who were exposed to QAnon sites (3.0%) (x2(1) = 6.58, p = .01). So, while we
found evidence that those on the ideological extremes were more likely to be exposed to QAnon
websites than those without extreme ideologies (supporting H1), the two ideological extremes
themselves were not equally likely to be exposed to QAnon sites.
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Table 2. Ideological extremity and exposure to QAnon websites

Exposure to at least one QAnon website (binary)

OLS logistic
Ideologically Extreme 0.039** 0.905**
(0.012) (0.315)
Trump supporter 0.048*** 1.438***
(0.012) (0.350)
Political knowledge 0.016** 0.547*
(0.005) (0.176)
Political interest —0.003 —0.062
(0.006) (0.186)
College 0.038** 0.922**
(0.012) (0.332)
Female —0.007 —0.153
(0.011) (0.327)
Non-white 0.001 —0.205
(0.012) (0.421)
Age 30-44 years 0.012 0.083
(0.018) (0.502)
Age 45-64 years —0.012 —0.553
(0.017) (0.503)
Age 65+ —0.017 —0.764
(0.018) (0.564)
Constant —0.023 —5.613***
(0.026) (0.853)
Observations 1,238 1,238
R? 0.048
Adjusted R? 0.040
Log Likelihood —144.069
Akaike Inf. Crit. 310.137
Residual Std. Error 0.188 (df = 1227)
F Statistic 6.137*** (df = 10; 1227)
Note: *p<0.05; **p<0.01; ***p<0.001

Note: OLS and logistic regression coefficients are shown with standard errors in parentheses.
The dependent variable is a binary variable indicating whether an individual was exposed to at
least one QAnon website during the data collection period (1) or not (0).

4.4 RQ2: Are There Distinguishable Types of QAnon Website Consumers?

We answer RQ2 using a mixed methods approach, which allows us to identify participants’
encounters with QAnon websites in a way not constrained to a particular platform [97] or
necessitating any engagement on their part other than a website visit. At a high level, our
approach consists of first using quantitative techniques to identify clusters based on quantitative
features of people’s browsing data that the QAnon consumers in our dataset sorted into. Next, we
qualitatively analyzed the browsing behaviors of the individuals sorted into the quantitatively-
derived clusters, allowing us to deepen our understanding of how the people in these different
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clusters consume QAnon websites and how QAnon websites fit into their online media diets. Our
approach of combining quantitative and qualitative methods to analyze digital trace data follows
calls from other scholars who argue that mixed methods analysis of large-scale online behavioral
data yields a richer understanding of phenomena in those data than the use of qualitative or
quantitative methods alone [38, 95, 97]. Given the lack of strong theoretical priors to derive
specific hypotheses about the different types of QAnon users and their behaviors, we thought this
approach was prudent in answering RQ2.

4.4.1 Quantitative Approach. To examine if there were quantitatively-identifiable behavioral
differences among those who did visit QAnon websites, we calculated descriptive statistics of the
browsing behaviors of those exposed to at least one QAnon website and created clusters based on
those behaviors. Specifically, we calculated four main statistics that directly relate to how people
interacted with QAnon content: (1) mean of the number of daily visits to QAnon websites, (2)
standard deviation of the number of daily visits to QAnon websites, (3) the inertia of QAnon
website visits, and (4) entropy of the distribution of visits to categories of websites. These metrics
were inspired by prior research on social media and misinformation [18, 39, 56, 84].

An individual’s mean number of daily visits to QAnon websites measures their total
consumption of these websites. A person’s standard deviation measures uncertainty in the
calculation of their mean number of visits. A lower standard deviation could suggest that the
individual is a consistent consumer of QAnon websites or low uncertainty in the mean
calculation. In comparison, a higher standard deviation could suggest more fluctuation in their
daily QAnon consumption or high uncertainty in the mean calculation. Inertia is the
autocorrelation (acf) in a daily binary of QAnon website exposure at lag 1. In other words, does
visiting a QAnon website one day predict visiting a QAnon website the next day? Higher inertia
implies that visiting a QAnon website for that person is “sticky” and thus pulls them back to visit
a QAnon website the next day. In contrast, lower inertia indicates that QAnon visits do not have
as strong of a hold on an individual and that person is not as likely to visit a QAnon website the
next day. While correlated, the mean number of visits and inertia are not perfectly correlated (see
Supplementary Materials Figure S1) and measure distinct constructs. For example, a person could
visit a large number of QAnon sites on a single day. As a result, they would have a high daily
mean number of visits but low inertia. Still, individuals with high inertia, by definition, are likely
to have a higher number of mean daily visits. Entropy measures the categorical distribution of
visits across different website categories (misinformation, high-quality news, low-quality news,
fact-checking, hate speech, Facebook, and Twitter [24]; in the case of a domain appearing in
multiple lists, the domain is labeled by priority in the order listed). Higher entropy indicates that
a person has a higher dispersion of visits across the categories. Conversely, lower entropy equates
to more concentrated visits to a small number of categories of websites.

We use these metrics to cluster individuals exposed to at least one QAnon website. Following
other research that clusters users based on their news browsing behaviors [60], we use a k-means
clustering algorithm. In this case, a cluster represents individuals who are similar to one another
based on the behavioral metrics we are analyzing. Before clustering, we removed one individual
who had an extraordinary number of visits to QAnon websites (1,483; the person with the next
highest number of visits had 125). Again, following past research, we selected the number of
clusters using the elbow method [60], and our resulting clustering is in line with Dalmaijer et al.’s
guidelines for statistical power for cluster analysis [25]. Furthermore, the number of participants
we devise into clusters is larger than the number of participants in other research in human-
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computer interaction which sorts participants into clusters based on behavioral features [26, 32,
41, 48, 58].

To create our clusters, we first calculated the mean number of daily visits to QAnon websites
(M = .11, SD = .26), the standard deviation of the number of daily visits to QAnon websites (M =
42, SD = .67), the inertia of QAnon website visits (M = .01, SD = .12), and entropy (M = .73, SD =
.31). The elbow method suggested that we should cluster individuals into four clusters. After the
clustering, one individual was grouped into their own cluster and analyzed separately in the next
section. The cluster means of the three remaining clusters are in Table 3.

Table 3. Quantitative cluster means

Cluster Name entropy inertia (acf) daily mean daily sd  percentage
1. Regular 0.77 0.19 0.55 1.62 10.2%
2. Diverse 0.93 -0.02 0.04 0.24 55.1%
3. Selective 0.39 -0.02 0.02 0.17 34.7%

Note: Means of the QAnon-related browsing statistics used to cluster individuals and
percentage of individuals in the cluster. Entropy represents the diversity of the types of websites
visited, with a higher entropy meaning higher diversity. Inertia is the autocorrelation of visiting
a QAnon website one day with visiting a QAnon website the next day. Daily mean is the mean
number of QAnon websites consumed per day. Daily sd is the standard deviation of the number
of QAnon websites visited per day. Percentage is the percentage of individuals in the given
cluster.

These quantitatively-derived clusters represent unique media consumer types that vary in
their media diets and consumption of QAnon websites. We refer to those in Cluster 1 as the
“regular” consumers of QAnon websites. On average, they have a relatively high mean and
standard deviation of daily visits. They also have middling entropy, meaning that the dispersion
of categories of websites they visit is not as low or high as the other clusters. Cluster 1’s positive
inertia means that when they visit a QAnon website on one day, that visit is “sticky,” and they
are likely to visit a QAnon website the next day. Only 10.2% of our participants exposed to at least
one QAnon website appear in this cluster, the fewest of the three clusters. Cluster 2 (55.1% of
participants in the analysis), the “diverse” consumers, and Cluster 3 (34.7% of participants in the
analysis), the “selective” consumers, represent infrequent consumers of QAnon websites. Both
clusters contain people with low mean and standard deviations of exposure. They also have
negative inertia — meaning that visiting a QAnon website on one day negatively correlates with
visiting a QAnon website the next day. As seen in Figure 4, these two clusters differ in entropy
levels. Cluster 2 has a higher level of entropy than Cluster 3, meaning that Cluster 2 consists of
people who visit a greater diversity of different types of websites.
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K-means clustering results
each point = one person's behavioral metrics

1.0
cluster
>
8’ - ‘ 1. Regular
% _—— _ [E' 2. Diverse
0.5 E 3. Selective
0.0

0.01 0.10 1.00
log scale of daily mean visits

Fig. 4. Quantitative clusters of those exposed to QAnon websites
Note: Each point represents one person, colored by their assigned cluster. The x-axis represents the daily mean visits to
QAnon sites for each person. The y-axis is people’s average entropy.

To explore the underlying demographic and political characteristics of individuals in each
cluster, we fit a multinomial logit regression in which the dependent variable was the cluster
assignment and the sociodemographic variables from prior work on misinformation exposure [45,
64] were the independent variables. The breakdown of individuals in each cluster belonging to
these sociodemographic groups is presented visually in Figure 5. The full multinomial regression
output is in the Supplementary Materials (Table S1), but due to the relatively small sample size in
some of the clusters we urge caution in interpreting the significance of the differences between
sociodemographic groups in cluster membership, particularly in interpreting null results.
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Fig. 5. Quantitative clusters of those exposed to QAnon websites
Note: Estimates of demographic and political variables for members in QAnon-exposed clusters. Dots represent point
estimates and ranges represent 95% confidence intervals. Binary variable estimates calculated via one-sample
proportions tests with participants being labeled as a “1” if the variable is applicable to them or “0” if not. Binary
variables include: “Age”: participant’s age within the range = 1; age not in range =0. “College” variable: 1 = college
graduate; 0 = not a college graduate. “Female” variable: 1 = indicated identifying as a female, 0 = did not indicate
identifying as a female. “Non-white” variable: 1 = indicated identifying as a race other than white; 0 = indicated
identifying as white. “Trump supporter” variable: intending to vote for Trump in 2020 election = 1; not intending to vote
for Trump in 2020 election = 0. Scale variable estimates calculated via one-sample t-tests. Scale variables include:
“Political knowledge” variable: variable ranging from 0-4 representing the number of questions in Pew Research
Center’s civic knowledge questionnaire [82] answered correctly out of 4. “Political interest” variable: variable ranging
from 1-4 where 4 = people who say they pay attention to what’s going on in government and politics “most of the time”
and 1 = those who pay attention “hardly at all”.

4.4.2 Qualitative Approach. To deepen our understanding of QAnon exposure among the
individuals in the quantitatively-derived clusters, we performed a qualitative content analysis of
a sample of 17 participants exposed to QAnon content. For many participants’ website visits, the
full URL was available to researchers (e.g., twitter.com/POTUS/status/1351946842838347776)2,
making it possible to see the exact webpage a participant was visiting by loading the URL in a
browser or web archive. Because the quantitative analysis was conducted only at the domain level
(e.g., twitter.com), the qualitative content analysis provided rich, contextualizing information
about each participant’s content consumption, browsing behavior, and demographics.

In order to pilot procedures for the qualitative review, three participants were selected in a
random sample stratified by participants’ number of QAnon website visits (average, above

2 For some website visits, YouGov does not provide the full URL to protect participant privacy as URLs can sometimes
contain identifying information, see section 5.5 for a more detailed discussion.
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average, and below average). Within each participant’s web browsing history, researchers
experimented with URL sampling strategies that would provide sufficient information about a
participant’s web activity without manually reviewing tens of thousands of URLs for each
participant. Based on the results of this initial review, we finalized procedures for analyzing the
browsing behavior of 14 additional participants who had been exposed to QAnon. We randomly
selected these 14 participants from the quantitatively-generated clusters: “regular” consumers (n
= 5), “diverse” consumers (n = 4), and “selective” consumers (n = 5). Researchers individually
reviewed (1) one full day of each participant’s URL visits, (2) each participant’s individual QAnon
exposures, and (3) 10% of participants’ URL visits divided into randomly sampled batches of 100
sequential URLs. In addition, researchers reviewed each participant’s 100 most visited, longest
visited, most conservative, most liberal, highest journalistic quality (according to NewsGuard
quality scores), and lowest journalistic quality URLs.

These sampling strategies reflect both the nature of the research objectives and the data itself.
First, in selecting our pilot participants based on QAnon exposure and our review participants
based on QAnon cluster assignment, we are, in a sense, selecting participants on a dependent
variable. This selection is because we are not interested in qualitatively distinguishing QAnon-
exposed participants from unexposed participants — such a comparative design would be
exceedingly difficult to execute qualitatively, given the magnitude of the data. Instead, we seek
qualitative breadth and depth among the participants exposed to QAnon by stratifying based on
quantitative metrics. Thus, these sampling strategies are intended primarily to complement the
quantitative analysis rather than supplant or stand apart from it. We are specifically interested in
the relationship between the quantitative exposure metrics and participants’ actual browsing and
exposure experiences. Given this motivation, we believe these strata are best equipped to give in-
depth information on QAnon-exposed participants, especially as this strategy captures a high
proportion of the most frequently QAnon-exposed participants — a comprehensive review of all
48 exposed participants is impractical and unnecessary, given that the vast majority of
participants were exposed to QAnon only once.

For analysis, researchers followed iterative, open coding procedures based on a narrow set of
high-level codes directly related to participants’ (1) QAnon exposure, (2) browsing behavior, and
(3) cluster assignments. These three high-level codes were chosen in order to ensure that the
thematic analysis complemented the quantitative analysis and addressed the research questions,
and they were generated by the research team as a whole prior to thematic analysis. Given the
high-level codes, sub-codes (e.g., “intentional exposure” vs “incidental exposure” for the high-
level code “QAnon exposure”) were developed iteratively by comparing content that was coded
under the high-level code. This coding was performed by one researcher who is trained in
qualitative coding and most familiar with QAnon and alt-right online content. Due to the nature
of the data, this researcher produced summative “field notes” about participants that highlighted
patterns in web activity, such as the political messages of visited URLs, details revealed about
participants’ lives, and which sites participants used to search or navigate the web. The researcher
applied qualitative codes to these descriptive notes rather than to individual URLs. For example:
Descriptions of how a participant was exposed to QAnon were captured under the high-level code
“QAnon exposure”; then these descriptions were compared against one another to find
similarities and differences; this led to the development of the sub-codes “intentional exposure”
and “incidental exposure;” finally, the appropriate sub-code was applied to all descriptions coded
“QAnon exposure.” This coding strategy focused the qualitative content analysis to reach
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saturation, as the vast number of URLs lends itself to endless insights about the minutiae of
individual participants. The results of this review are discussed below.

QAnon Exposure. QAnon exposures in our data were identified using the QAnon domains
provided by Hanley et al. [49]. While Hanley et al. developed a more detailed taxonomy of QAnon
websites, we reduce it to a binary distinction: QAnon-adjacent websites and QAnon-explicit
websites. QAnon-adjacent websites dominated exposures: These websites often repeated QAnon
tropes and reported on news through a conspiratorial lens, but they were usually multi-purpose
conservative news aggregators (e.g., thedcpatriot.com, nationalvanguard.com, newspunch.com).?
By design, these sites produce low-quality, incendiary conservative news articles. QAnon-
adjacent websites sometimes explicitly support or discuss QAnon, but visiting these sites without
encountering QAnon content is possible. Instead, their content works in service of multiple far-
right ideologies — including QAnon followers, white supremacists, Trump supporters, or anti-
vaxxers. These websites are often no less radical or extreme in their beliefs than QAnon-explicit
websites. QAnon-explicit websites, on the other hand, acknowledge their relationship to QAnon
by hosting discussions of QAnon, writing approvingly of QAnon, and compiling the latest
information on the conspiracy theory (e.g., qntmpkts.keybase.pub, dustinnemos.com,
theqanons.com). These terms (QAnon-adjacent and QAnon-explicit) will be used to differentiate
QAnon exposure among participants. Examples of such sites are provided in Figure 6.

QAnan-explicit Website QAnon-adjacent Website

sPEuPLE'SV[HEEE

Fig. 6. Examples of QAnon-explicit and QAnon-adjacent websites
Note: The screenshot on the left (Qanon-explicit Website) is taken from qanon.pub, one of many generic sites that
aggregated posts from Q for wider distribution. The screenshot on the right (QAnon-adjacent Website) is taken from
thepeoplesvoice.tv, formerly newspunch.com, a far-right news site that occasionally expressed support for QAnon
beliefs among many other extremist, anti-establishment convictions.

Of the 14 participants subject to qualitative review, 13 participants’ movement from non-
QAnon websites to QAnon websites can be understood as a compatible ideological shift; that is to
say, the far-right content they regularly consumed prior to QAnon exposure was generally no
less radical or conspiratorial. These 13 participants were consuming information that predisposed
them to QAnon exposure such that their eventual exposure was not an aberration from typical
news consumption. In practice, this often presented itself as typical browsing: They would be on
Facebook reading conservative articles, and then either the Facebook page or the news website

3 The content found on websites may be distressing to researchers. For example, some content found on the websites we
examined included support for white supremacist ideologies, anti-semitic imagery and humor, calls for violence against
minority groups, and unanticipated explicit sexual materials. Researchers should consider the potential harms and benefits
of qualitatively analyzing such content and carefully consider whether it is worth the potential psychological distress to
have members of the research team consume such content.
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would lead to a QAnon-adjacent website that described a similar news story. For the remaining
participant, QAnon exposure was incompatible with their regular left-wing news consumption
and stated political affiliation, indicating that QAnon exposure was intentional — driven perhaps
by curiosity. They consumed a wide range of content, including popular socialist podcasts,
inflammatory far-right blogs, and tweets of all political allegiances; they frequented libertarian
and communist gaming forum discussions; and it is possible that this browsing was related to
their job, which, based on visited URLs, was in content moderation. Their QAnon exposure was
mixed indiscriminately with other far-right content. For these reasons, this participant has been
excluded from the analysis. Of the 13 remaining participants, their QAnon exposure can be
categorized as compatible and intentional (n = 3) or compatible and incidental (n = 10),
differentiated by whether they actively sought QAnon content or seemed to happen upon it.

Table 4. Qualitative typology of participants exposed to QAnon content

Compatibility with QAnon Content

Compatible Incompatible
Intentional exposure 3 |
Incidental exposure 10 0

Note: Participants were deemed “compatible” with QAnon content if their prior content
consumption history and stated political affiliation signaled openness to QAnon ideas, whereas
“incompatible” participants lacked consumption patterns and/or political affiliations that aligned
with QAnon beliefs. Participant exposures were deemed “intentional” if participants actively
sought out QAnon content, while “incidental” exposures appeared to occur more-or-less at
random.

All compatible, incidental participants supported former president Donald Trump; however,
their political consumption is diverse. This group includes a flat Earth, Evangelical conspiracy
theorist; a white supremacist; and several Trump supporters who stay abreast of crime, culture
wars, Joe Biden, pedophilia, and COVID-19 vaccines. In each case, exposure to QAnon was brief,
emerging from a link found on social media, email, or another conservative news aggregator.
However, these participants were exposed almost entirely to QAnon-adjacent websites. In many
cases, these QAnon websites were no more conservative or conspiratorial than other content —
and in the case of the white supremacist and flat-Earther, these websites were less conspiratorial.
Overall, these QAnon exposures occurred within predominantly far-right browsing ecosystems,
QAnon or otherwise.

Compatible, intentional participants are far-right Trump supporters who sought out QAnon
content on purpose. Like other participants, determining intent required seeing the patterns in
their browsing behavior, identifying moments of clear intent (e.g., Googling a specific term), and
then seeing how browsing behavior incorporated QAnon websites. This pattern often meant
QAnon website visits had no antecedent (e.g., they visited it regularly like one might visit
Facebook or Google) or a clear antecedent (e.g., they visited it after a specific Google search or
news story). These participants regularly visited QAnon websites, watched videos produced by
QAnon influencers, and searched for news on alternative search engines and fringe websites.
However, these participants had distinct relationships with QAnon:
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Participant 909 (see Figure 7) was a fervent consumer of far-right, conservative news. They
followed various pathways between Facebook, Twitter, and alternative search engine
swisscows.com to arrive at increasingly fringe sites. Before their intentional QAnon
exposures, they visited several QAnon-adjacent websites within their far-right media
ecosystem. After searching for the term “qanon,” they became a regular visitor to a QAnon-
explicit site, theqanons.com, which dramatically dropped the average quality of their news
consumption in combination with more far-right news.

A Participant 909 — Average News Quality
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Fig. 7. Participant 909’s QAnon website consumption
Note: Panel A shows the average news quality per day for the sites visited by Participant 909. The y-axis is the average
NewsGuard score of websites they visited with 0 indicating the lowest quality news sources and 100 indicating the
highest quality sources (https://www.newsguardtech.com/ratings/rating-process-criteria/). Panel B shows the
percentage of websites visited by the participant per day that were QAnon websites. These sites are divided into
QAnon-adjacent domains (dotted line) and QAnon-explicit domains (solid line), with accompanying Loess regressions.
The vertical red line in each panel marks the day that the participant searched for “QAnon.”
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Participant 405 (see Figure 8) was already a QAnon supporter at the start of data
collection, evidenced partly by the time they spent shopping for QAnon merchandise.
They gravitated toward far-right personalities, including early QAnon influencers,
popular libertarian journalists, and public Evangelicals. Their QAnon consumption
notably increased following the removal of one of their favorite influencers from
YouTube. While the average quality of this participant's news diet dropped, this is likely
because they moved from watching QAnon content on YouTube to BitChute, a video site
that is rated as worse quality than YouTube.
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Fig. 8. Participant 405’s QAnon website consumption
Note: Panel A shows the average news quality per day for the sites visited by Participant 405. The y-axis is the average
NewsGuard score. Panel B shows the percentage of websites visited by the participant per day that were QAnon
websites (solid line) and the percentage of visits that were to the alternative video platform BitChute (dotted line).
There are accompanying Loess regressions for each line. The vertical red line in each panel marks the day that a QAnon
YouTube channel was suspended, leading the participant to the same channel on BitChute.
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Participant 371 (see Figure 9) began as a run-of-the-mill Trump supporter with incidental
exposures to a QAnon-explicit site. However, in the leadup to and aftermath of the 2020
presidential election, they began actively seeking out QAnon content on the most
explicit QAnon sites while experiencing a sharp decline in the overall quality of their
news diet.
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Fig. 9. Participant 371’s QAnon website consumption
Note: Panel A shows the average news quality per day for the sites visited by Participant 371. The y-axis is the average
NewsGuard score. Panel B shows the percentage of websites visited by the participant per day that were QAnon
websites, with an accompanying Loess regression. The vertical red line in each panel marks the 2020 U.S. general
election day.
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We previously noted the exclusion of two participants with high exposure to QAnon who were
removed from the cluster analysis. These participants were QAnon followers before the start of
data collection, and they incorporated QAnon-explicit websites into their general browsing
behavior — one used QAnon to keep up with the news, and the other visited QAnon websites in
tandem with sites dedicated to “Doomsday prepping.” In all five of these cases, it is impossible to
pinpoint the exact moment in which a participant became a QAnon content consumer — if their
consumption did not predate the start of data analysis, it is still impossible to definitively state
that whatever trends we see in their consumption are related to offline exposure or
exposure/consumption hidden within inaccessible browsing (e.g., Facebook and Instagram).
Instead, we have only indicators of their engagement with QAnon. Finally, we recognized that no
Biden supporters were included in our 14-participant stratified random sample of QAnon website
consumers. We conducted a brief, purposive review of four Biden supporters who primarily
consumed liberal news. We found that their exposure to QAnon was incompatible with their
content consumption and represented an incidental encounter with QAnon. For example, one
stumbled on QAnon while attempting to fact-check a QAnon-related news story. Another
Googled QAnon after reading a mainstream news article that mentioned it and landed on a
QAnon-explicit website. It is important to note that, regardless of whether exposure was
compatible or incompatible with participants’ political content consumption, for most participants,
it was entirely incidental — often representing only one brief exposure.

Browsing Behavior. Each participant navigated the vastness of the internet differently. In every
instance, participants had certain “hubs" from which the rest of their browsing originated. Specific
hubs, such as search engines, email inboxes, and social media platforms, usually moved
participants out of the hub and into other sites but were inevitably returned to. These hubs
facilitated initial exposure to QAnon websites. Other hubs, such as news websites and video-
sharing platforms, facilitated binging behavior, including the binging of QAnon content.
Additionally, some participants engaged in adversarial/confirmatory searching, searching for
terms to produce results that conformed to their presuppositions. These searches often contained
negatively connotated keywords that parroted right-wing arguments, prompting similar results
(e.g., “George Floyd overdose” or “Kamala Harris innocent men jail”), especially for content that
had yet to be fact-checked. This pattern in our data is corroborated by Aslett et al. [12], who found
that conducting online searches about misinformation tends to increase belief in misinformation,
especially among those for whom search engines return lower-quality results.

Cluster Assignments. The qualitative review revealed where the clusters’ quantifiable
distinctions succeeded and failed to accurately group participants together. Cluster 1, the
“regular” QAnon supporters, accurately captured the 3 participants who intentionally sought out
QAnon content because they supported it. However, this cluster also incorrectly captured the
aforementioned excluded participant who, while a frequent consumer of QAnon content,
appeared to find the conspiracy theory entertaining or interesting rather than believable. Finally,
this cluster included a consumer of QAnon-adjacent content who, while certainly aligned with
the extreme far-right, including known white supremacist groups, was not a rank-and-file QAnon
supporter.

As for Clusters 2, the “diverse” consumers, and 3, the “selective” consumers, qualitative
evidence supports participants’ categorization based on negative inertia following QAnon
exposure. These participants were primarily exposed to QAnon-adjacent websites that appeared
incidentally but aligned with their general news consumption. It is accurate to say that these
incidental exposures do not predict, and may even negatively predict, continued exposure to
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QAnon. However, it would be misleading to suggest that participants in Clusters 2 and 3 are
avoiding QAnon exposure. The “selective” cluster’s low entropy is partly explained by the
presence of a central hub in participants’ browsing. This hub (Google for three participants, the
social media platform Tagged for one participant) dominates browsing history and thus appears
to reduce browsing diversity overall. Meanwhile, the “diverse” cluster members had several
central hubs that were roughly equal in size, increasing browsing diversity and entropy.

5 DISCUSSION

5.1 Empirical Contributions

We found that a small percentage (3.7%) of U.S. adults were exposed to QAnon websites during
the 2020 election. Consistent with existing research on belief in QAnon and conspiracy theories
in general, we found that those on the political extremes were more likely to be exposed to QAnon
websites. Most people who visited QAnon websites visited very few during the three-month
period we collected data, although some were prolific QAnon consumers.

As the first nationally representative study of QAnon exposure, our findings raise key
questions about the prevalence of QAnon support within the United States. While one poll has
put support for the ideas behind QAnon as high as 41%, only 2% of participants in the same poll
self-identified as QAnon supporters [101]. In triangulating support for QAnon, it becomes
increasingly important to recognize the gaps between media coverage, self-identification with the
conspiracy theory, belief in the principles of the conspiracy theory, and exposure to the
conspiracy theory itself.

Our typographical analysis and qualitative review highlight this gap. For most participants
reviewed, exposure to QAnon was a compatible, incidental shift occurring within a right-wing
media ecosystem filled with QAnon-adjacent websites that already promoted the principles of
QAnon — even if QAnon was not explicitly named. For those who experienced compatible,
intentional exposure to QAnon, their immersion in this right-wing ecosystem likely primed their
exposure; even without access to their social media browsing data or offline media consumption,
the content they consumed was indicative of someone who shares beliefs that are compatible with
tenets of QAnon. This finding supports the notion that QAnon support “may be deeper than it is
wide” [30]. While a lack of broad support for QAnon may appear positive — as much as deep,
fervent belief sounds negative — the qualitative investigation ultimately points to the
sophistication of a right-wing media ecosystem that allows distinct forms of far-right extremism
to co-exist in parallel, as the line between the sites visited by flat-Earthers, white supremacists,
and QAnon supporters becomes thin. When we consider that these news sites often appear to
work in tandem and that even people with high exposure to “mainstream” press seek out these
fringe sites, it is evident that a more thorough investigation of how people arrive at these sites is
warranted.

The three compatible, intentional cases also indicate trends that warrant greater attention. The
average quality of Participant 405’s news consumption, as seen in Figure 7, was inflated by the
amount of time spent on YouTube rather than BitChute — the fringe platform they were pushed
to following YouTube’s suspension of their preferred QAnon influencer. Again, this suggests that
engagement with QAnon was deep, and attempts to censor QAnon on mainstream platforms
likely do not prevent hardline believers from seeking such content. Participant 909, who found
QAnon through a simple web search on a non-mainstream platform speaks to how the right-wing
media ecosystem may enable incidental exposure to become intentional exposure. Participant
909’s and Participant 371’s experiences correspond most closely with the “rabbit hole” theory of
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radicalization — wherein people exposed to misinformation fervently consume more
misinformation content and plunge deeper into fringe beliefs [19]. While our data is not robust
enough to substantiate such theories, these participants’ movement towards the more extreme
content of QAnon aligns with current empirical evidence on rabbit holes [82]. Crucially, though,
these participants’ movements to intentional QAnon consumption seem driven more by personal
interest than algorithmic manipulation and do not appear to be happening within the context of
a single platform, which again highlights the need for multi-platform studies that incorporate
qualitative information about participants’ online and offline lives.

5.2 Methodological Contributions

Our work makes methodological contributions that we argue are highly relevant to scholars
studying people’s journeys through the online (dis)information ecosystem. In particular, we
highlight the utility of using web browsing data to study people’s exposure to online extremist
content such as QAnon content. These passive measures of information consumption do not rely
on people self-reporting their exposure to certain content online, which people may be unwilling
or unable to report accurately [46, 47, 73, 80]. Even more importantly, compared with past work
on QAnon, which relies on data about people’s publicly-viewable behaviors on specific platforms
(e.g., posts on Reddit, retweets on Twitter), web browsing data cover people’s exposure regardless
of if they engage with content in a way that leaves a publicly visible signature and also is not
constrained to a particular platform; instead, it tracks journeys as individuals move from platform
to platform. That is, while prior work on people’s engagement with QAnon content is largely
limited to the “public life” of QAnon, web browsing data sheds light on the “private life” of
QAnon. Furthermore, the ability to observe users’ encounters with content as they move across
platforms on the web is especially valuable in the context of disinformation and related content
where deplatforming of users and organization frequently occurs [31, 52, 63] and cross-platform
content strategies are an important part of information operations [63, 96, 97].

Relatedly, we demonstrate the value of analyzing web browsing data using a mixed-methods
approach. While quantitative techniques are typically used to analyze web browsing data [67],
our mixed-methods analysis shows how qualitative techniques can add context and richness to
quantitative findings. Our quantitative findings answer questions about overall levels of exposure
to QAnon websites and whether certain people were more likely to be exposed than others. We
further leverage quantitative methods to identify different clusters of users exposed to QAnon
websites based on metrics about their media diets (e.g., diversity of website categories visited,
rarity of QAnon websites in their diet). Critically, though, our qualitative analysis sheds light on
the role of QAnon content in users’ media diets. On their own, these qualitative methods can
paint compelling narratives that explain the context, behaviors, and personal histories that may
have contributed to QAnon exposure. When used in tandem with quantitative analysis, the
qualitative results deepen our understanding of the quantitative findings: They both validate and
complicate the cluster analysis, they contextualize exposure stratified by political affiliation and
make apparent how "exposure" can take on distinct meanings for distinct users. Finally,
qualitative methods reveal patterns in web browsing behavior (such as indicators of "rabbit hole"
radicalization) that can guide future quantitative analysis. Future work can use these qualitative
insights to inform quantitative metrics that are used to identify patterns in browsing behavior
and extremist exposure, and such an iterative process can yield a better and more nuanced
understanding of how people come to encounter and engage with QAnon and extremist content
on the internet. More generally, our approach demonstrates the value of mixed-methods
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approaches to analyzing online behaviors [38, 95, 97], whether through web browsing data or
other digital traces. While work in CSCW emphasizes the challenges of using conventional
quantitative and qualitative methods to analyze large-scale digital trace data [54, 87], our study
provides a blueprint for how both approaches can be integrated in the analysis of a specific type
of digital trace data, web browsing logs.

5.3 Design Implications

The results of this research demonstrate the value of taking an ecological approach to the
monitoring and combating of online extremism [74] and have implications for the design of
interventions and policies to limit exposure to QAnon and other extremist content online.
Specifically, by grounding our approach in the cross-platform browsing behavior of individuals
exposed to QAnon — rather than aggregated public activity from users of isolated platforms —
our research sheds light on how users’ navigational patterns within a broad online ecosystem
should be considered when attempting to track the spread of extremist content and develop
interventions for stopping the spread of extremist content. First, this research highlights the
function of network hubs, which aggregate information and provide entry points into exposure.
While social networking sites have previously banned hyperlinks that redirect users to extremist
content [6], other platforms such as search engines, mail inboxes, news aggregators, and forums
are important nodes within the digital ecosystems which may provide a space for exposure to
extremist content. Determining which nodes facilitate the greatest flow of extremist content
within online ecosystems is important for monitoring the growth of extremist communities,
online infrastructures, and movements.

Moreover, this research highlights the potential effectiveness of efforts designed to combat
extremism coordinated across multiple online platforms that play roles within extremist sites,
including mainstream sites such as Facebook, Google, and Outlook Mail. While deplatforming
efforts localized to individual platforms have reduced the influence of extremist communities and
spokespeople on mainstream social media networks [31, 52, 81], certain extremist communities
may be resilient to deplatforming [1, 20, 63]. The tendency for extremists to be exposed to content
and congregate on platforms outside of mainstream social networking and news sites reiterates
the willingness of extremists to both maintain and occupy alternative platforms which are more
difficult to regulate [74]. Rather, efforts to disconnect alternative platforms from popular hubs
(such as search engines, social networks, and advertisements) could prevent incidental exposure
to extremist sites. If the promises of a federated, decentralized social internet are fulfilled, such
efforts become all the more important, as mutual cooperation between platforms to prevent the
amplification of extremist content becomes critical.

5.4 Limitations

Of course, our study has limitations and our results should only be viewed in light of them.
First, our URL-based data constrains how much of people’s online behavior we capture. While we
collected the websites visited by our participants in their web browsers, we do not have
information about participants’ use of apps, which are increasingly important for news and
political information consumption, especially on smartphones [42]. While our study, which
captures web browsing across computers, smartphones, and tablets, is an improvement over past
research using web browsing data limited only to desktop and laptop computers (e.g., [45]), we
still are unable to observe participants’ use of apps, in which QAnon content exposure could be
happening. Furthermore, many social media platforms (e.g., Facebook, Twitter) expose people to
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information in feeds reflected by static URLs (e.g., www.facebook.com). We observe instances
where people click on posts in feeds and are taken to external websites but do not know the
information people were exposed to on their feeds that they did not click on. Future work on
QAnon content consumption can use device-based (e.g., Screenomics [79]) and platform-specific
(e.g., YouTube recommended videos tracker [19]) data collection tools to fill in these important
gaps in browser-based URL collection.

Second, our data is limited in its representativeness. These data were collected by people living
in the U.S. who installed the YouGov Pulse plugin in exchange for financial compensation. This
self-selection bias can impact the generalizability of the results [27, 40]. However, this affects
other web-browsing data collection methods which require participants to install software or send
researchers their browsing history [14, 15, 21, 45, 64, 89, 94, 98]. Prior research indicates that
people without a high school diploma are underrepresented in the YouGov Pulse panel and that
the panel tilts in favor of the Democratic Party. Still, along many dimensions, the Pulse panel
closely resembles the American adult population [45]. Moreover, there may be concerns that our
participants modified their browsing behavior because they knew they were being observed.
However, past research using digital trace data has not found evidence of strong Hawthorne
Effects [13, 100], and the prevalence of website visits in our data with sensitive material, such as
pornography sites, suggests that this self-censorship likely did not occur at a significant scale.

Third, the generalizability of our findings is limited by the time frame during which we
collected data. In the time leading up to the 2020 election, the presence of QAnon content online
surged in response to the emergence of the COVID-19 pandemic in the spring and the Black Lives
Matter protests in the summer [51, 103]. While this increased presence led the QAnon movement
to face some moderation on social media platforms, traffic to QAnon websites and QAnon groups
on major platforms like Facebook increased or remained essentially unchanged [49, 55]. While all
this means that the time period during which we collected our data was well-poised to
demonstrate QAnon content consumption, QAnon has faced severe setbacks since 2020 that have
likely changed its online presence and, thus, people’s consumption of QAnon content. Notably,
after the January 6, 2021 insurrection, QAnon faced severe moderation on mainstream social
media platforms. The movement retreated to more obscure platforms, like Telegram and Parler
[5]. While these platforms may have fewer users, researchers have found that the QAnon-related
discourse appearing on these platforms is more toxic than discourse that appeared on more
mainstream platforms [86]. Thus, as the media ecosystem and political environment continuously
evolve, researchers need to collect new data to update knowledge on the prevalence of extremist
content. Such updates can illuminate changes in who is consuming QAnon content, how, and to
what effect, and more generally contribute to our understanding of the mechanisms that underlie
the processes of online radicalization and conspiratorial ideation (for examples of such “updates”
in the domain of misinformation, see [44, 64]).

5.5 Ethical Considerations

While the web browsing data we leveraged in this paper provide an incredibly rich and
valuable portrait of people’s online information consumption behaviors, these data contain
sensitive information, and care must be taken to protect participant privacy during all stages of
data collection and analysis [27]. In our case, we collected browsing data from participants using
an enterprise-grade application (YouGov’s Pulse software) administered by a professional survey
company (YouGov), who preprocessed the URL-level data to remove sensitive identifying
information from the data that were ultimately delivered to us. Participants who provided these
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data provided informed consent, were compensated for their participation, and were free to cease
participating in the study at any time. The research team received the browsing data from YouGov
via secure transfer and all participant data was stored on an encrypted server and was only
accessible to members of the research team. That said, our qualitative analysis indicated that —
despite measures taken by the data provider to anonymize URLs — digital trace data contain a
significant amount of both deeply private and personally-identifying information (e.g., Google
Maps searches for specific addresses). While this data helped to situate each participant in rich
personal contexts, we ensured that this personally-identifying information was not reproduced
in notes prepared for content analysis. As interest in digital trace data as a way to measure human
behaviors on the internet has grown, several publicly-available (e.g., Web Historian [62]) and
custom-made (e.g., Google search results page tracker [83]; YouTube recommended videos tracker
[19]) browser extensions have been developed which allow researchers to collect web browsing
data. While these extensions improve the accessibility of digital trace data, care needs to be taken
by researchers who ask participants to install any software to ensure that participants are
informed about the data they are providing to researchers, that that data is collected and stored
securely, and that participants’ privacy is maintained during all parts of the data collection,
processing, and analysis stages (for an in-depth discussion of these issues, see Munzert et al. [67]
and Duncan & Camp [28]).

6 CONCLUSION

To our knowledge, our work is the first to document exposure to QAnon websites online. Our
findings help bring context to ongoing policy debates, contribute to our understanding of QAnon
content consumption compared to consumption of other types of nefarious online content (e.g.,
misinformation), and illuminate fruitful future directions for researchers of online behavior in
general and radicalization in particular. While we find that relatively few Americans were
exposed to QAnon websites, we do not want to dismiss this number. By extrapolation, our 3.7%
exposure estimate means that over 9.5 million American adults were exposed to a QAnon website
during the 2020 election. While some of these exposures may have been incidental or ineffectual,
some exposures may have translated into belief, which could have led to participation in radical
protest or even violence. Regardless of the number of people identifying as QAnon supporters,
the conspiracy theory established a significant online presence that has translated into offline
actions, such as the January 6th insurrection, poll-watching, and running for local offices. With
the ease of political organization online, it will be essential for researchers to study how fringe
actors can establish sizable infrastructure, reach new audiences, and mobilize offline.
Understanding the social, technological, and political landscape that enables fringe movements to
reach consumers is essential for protecting democracy.
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