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ABSTRACT

Computing consensus states via global sign balancing is a key step

in social network analysis. This paper presents graphB+, a fast

algorithm for balancing signed graphs based on a new vertex and

edge labeling technique, and a parallel implementation thereof for

rapidly detecting and balancing all fundamental cycles. The main

bene�ts of graphB+ are that the labels can be computed with linear

time complexity, only require a linear amount of memory, and that

the running time for balancing a cycle is linear in the length of

the cycle times the vertex degrees but independent of the size of

the graph. We parallelized graphB+ using OpenMP and CUDA. It

takes 0.85 seconds on a Titan V GPU to balance the signs on the

edges of an Amazon graph with 10 million vertices and 22 million

edges, amounting to over 14 million fundamental cycles identi�ed,

traversed, and balanced per second.

CCS CONCEPTS

• Computing methodologies → Massively parallel algo-
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1 INTRODUCTION

On-line social networks have become an important mode of human

interaction. For instance, people receive news, participate in sur-

veys, and express opinions via on-line social networks. Thus far, the

�eld of Social Network Analysis has largely focused on community

discovery [21], topic trending [32], quantifying the in�uence of a

person [2], and recommender systems [24]. If a decision must be
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made in these tasks, majority voting is typically used [35]. How-

ever, this approach ignores any underlying network structure and

is prone to bias due to super-in�uencers, people trying to game the

system, etc. Statistical parity has been employed to mitigate bias on

large data [15, 45], but it does not consider the more important and

informative network-wide consensus states. Yet, consensus across

social networks has already been well-researched in the �eld of

psychology [1, 9, 17, 18], albeit at a small scale. This paper describes

the parallelizable graphB+ algorithm that makes it possible to com-

pute nearest consensus states of large real-world social networks

based on this proven balance model from psychology.

Signed social networks are graphs where the edges store the

attitude of a vertex (person) towards another. Two vertices (people)

connected by an edge can be agreeable or antagonistic. A signed

graph is balanced, i.e., in a global consensus state, if every cycle

comprises an even number of antagonistic edges. This is the case

because two antagonistic edges cancel each other out.

Social balance theory [20] and the mathematical foundation of

attitudinal graphs [17] were the �rst to de�ne and model consensus

in social networks.Wasserman et al. introduced social network anal-

ysis in the form of algebraic graph representations and proposed

a series of statistical tests [42]. Subsequent work mostly focused

on predicting the existence of edges and sentiments in the graph,

recommending products, or identifying unusual trends while rely-

ing on consensus-based models [15, 21]. However, these kinds of

algorithms are rarely scrutinized for equity because consensus and

majority voting are suchwell-established social constructs [25]. The

few works that do scrutinize them have only examined how contro-

versial the outcome is relative to the system-wide consensus [26]

or have measured how subgroups mobilize against other groups

[23]. To improve upon this, Rusnak and Tesic recently proposed the

concept of frustration cloud analysis [33]. Their work considers all

nearest consensus-driven balanced states. However, their approach

does not scale to graphs with more than a few thousand vertices.

Our work focuses on making the needed graph operations e�-

cient, in particular the discovery and balancing of the fundamental

cycles (cf. Section 2). Our graphB+ implementation can handle real-

world inputs [11, 19] with billions of edges on a single CPU or GPU.

This paper makes the following contributions.

• A vertex and edge labeling technique for �nding the funda-

mental cycles in large graphs that requires a linear amount

of memory and can be computed in linear time.

• The graphB+ algorithm to traverse and balance each fun-

damental cycle in an amount of time that is linear in the

product of the cycle length and the average vertex degree

but independent of the size of the graph.
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code too slow and memory intensive to process the large graphs we

are interested in. Its work complexity is $ (= ×<) per tree, where

= is the number of vertices and< the number of graph edges. The

space complexity is$ (=×=) since the code is based on an adjacency

matrix. Computing 1000 nearest balanced states on the small wiki-

Elec graph takes about 1.5 hours on a 16-node HPC cluster with two

14-core 2.4 GHz Xeon processors per node. Processing the some-

what larger but still relatively small social networks Slashdot and

Epinions with about 500k edges [25] on the same system exceeded

the 60 GB maximum memory utilization per node when using BFS

spanning trees. Switching to random spanning trees with Spark

parallelization made it work but required 40 minutes to compute

just 20 balanced states. Hence, this implementation cannot be used

on social networks with millions of users and edges [28].

3 THE GRAPHB+ ALGORITHM

We designed a new graph-balancing algorithm from scratch, which

we named “graphB+”. It incorporates a novel approach for e�ciently

identifying, traversing, and balancing all fundamental cycles of a

graph. Alg. 3 outlines how graphB+ works on the signed graph

Σ = (�, f) using a provided spanning tree ) of Σ. The tree can

be generated with any spanning tree algorithm. graphB+ requires

one word of storage per vertex to record the new ID as well as two

words of storage per (tree) edge to record the beginning and end of

the reachable vertex range, i.e., a linear amount of memory.

Algorithm 3 graphB+ Algorithm

Input: Σ = (�, f)

Input: Spanning tree ) ∈ Σ

for all vertices E , E ∈ ) do ⊲ Vertex relabeling

relabel �� of vertex E based on a pre-order traversal of )

end for

for all edges 4 , 4 ∈ ) do ⊲ Edge labeling

record [��<8=, ��<0G ]-range of vertices that are reachable

in) when traversing 4 based on a pre-order and a post-order

traversal of )
end for

for all edges 4 , 4 ∈ Σ \) , 4 = (EBA2 , E3BC ) do ⊲ Cycle traversal

set count 2 = 0

set vertex E = EBA2
while E ≠ E3BC do

�nd edge 6 = (E, E=GC ) whose range includes E3BC
increment 2 if 6 is negative

traverse edge 6: set E = E=GC
end while

if 2 is odd then

switch edge sign: 4− → 4+; 4+ → 4−

end if

end for

Output: Balanced graph Σ)

We illustrate the operation of the graphB+ algorithm, including

the preceding and following steps to provide context, on the signed

graph shown in Fig. 6(a). The red pluses and minuses indicate

the signs of the edges and are part of the input. Assume vertex

' is selected to be the root of the spanning tree as illustrated in

Fig. 6(b). The resulting BFS tree is outlined in Fig. 6(c), where the

tree edges are arrows pointing from the parent to the child and the

non-tree edges are dashed. This constitutes the input of the graphB+

algorithm, which performs the following three computation steps.

1) graphB+ relabels the vertices as outlined in the vertex relabel-

ing step of Alg. 3. It does this by performing a pre-order traversal

of the spanning tree. During this traversal, each reached vertex is

assigned a new ID that is equal to the number of previously visited

vertices. The result of this relabeling is depicted in Fig. 6(d).

2) graphB+ records a range (a pair of values) on each tree edge as

outlined in the edge labeling step of Alg. 3. This range denotes which

vertices, identi�ed by their new IDs, are reachable when traversing

the edge in the parent-to-child direction. The result is illustrated

in Fig. 6(e). Traversing an edge in the opposite (child-to-parent)

direction leads to the inverse of the recorded range, i.e., all vertex

IDs excluding those in the range. The beginning of each range is

determined using a pre-order traversal of the tree and the end using

a post-order traversal. Note that the ranges can always be expressed

by just two values because of the prior vertex relabelling step, which

guarantees each range to be a contiguous set of vertex IDs. This

feature of graphB+ is essential to keep the memory consumption low

and to make the following cycle traversals fast.

3) graphB+ identi�es and traverses all cycles that are created

when inserting one non-tree edge at a time as outlined in the cycle

traversal step of Alg. 3. We illustrate how this works on the example

of edge 6 → 7, which requires us to start with vertex 7 and search

for the path in the tree that leads back to vertex 6 to complete the

cycle. With the help of the recorded ranges, this path can be found

e�ciently. First, we search the edges in vertex 7’s adjacency list

to �nd the one that eventually leads to vertex 6. Speci�cally, we

search the range of each outgoing edge as well as the inverse of the

range of the incoming parent edge. In this case, we �nd that edge

0 → 7 traversed in the opposite direction lies on the path to vertex

6 as it leads to all vertex IDs other than 7 through 9. We select this

edge and traverse it to reach vertex 0. Second, we search vertex 0’s

edge ranges and �nd that 6 is in the range of edge 0 → 3. Hence, we

move on to vertex 3. Third, we search vertex 3’s tree-edge ranges

and �nd that 6 is in the range of edge 3 → 6. Travsersing this edge

to vertex 6 completes the cycle as illustrated in Fig. 6(f). Note that

we never visited a vertex that is not on the cycle. As we process the

cycle, we count the number of traversed edges with a negative sign

(one in the example) and set the sign of the non-tree edge 6 → 7

such that the cycle has an even number of negative signs (negative

in the example). The remaining non-tree edges undergo the same

procedure, ultimately yielding the balanced graph Σ) with the same

vertices and edges as Σ but possibly di�erent signs on the non-tree

edges. The resulting balanced graph is presented in Fig. 6(g), which

includes two changed signs, one on edge � → � and the other on

edge � → � . This concludes the graphB+ computation.

Balancing only the fundamental cycles (e.g., cycles � → ' →

� → � → � and ' → � → � → � → ' in Fig. 6(g)) guarantees

that all other cycles are also balanced (e.g., cycle � → ' → � →

� → � → � → �). This is the case because, based on algebraic

graph theory, all cycles of a graph can be constructed via binary

sums of the 0,1-choice vectors of the fundamental cycles [13, 16].

Once each fundamental cycle is balanced, all paths between two ver-

tices in a cycle have the same sign [17]. Any new cycles formed by
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To speed up the cycle traversal, which is the most performance

critical code section, the edge data is encoded in two words as

follows. The beginning of the range is stored together with a 1-bit

value that indicates whether the range is inverted. The end of the

range is stored together with a 1-bit value that indicates the sign of

the edge. This encoding minimizes the memory footprint, which

boosts in-cache presence and, therefore, performance.

3.2.2 Adjacency Lists. To accelerate the graph traversals and cycle

processing, our implementation partitions the adjacency list of

each vertex such that the tree edges precede the non-tree edges and

moves the parent edge (if present) to the front of the list. Moreover,

it uses a 1-bit �ag to mark whether an edge is in the tree or not.

The partitioning is fast and only takes linear time. Its execution

time is easily amortized as it enables the following optimizations.

• All loops that process non-tree edges traverse the adjacency

list from the back to the front and terminate as soon as they

encounter the �rst tree edge.

• All loops that process tree edges traverse the adjacency list

from the front to the back and stop when they encounter the

�rst non-tree edge (or reach the end of the list).

• All loops that process tree edges process the parent edge

�rst, which boosts performance since this is the most likely

edge to be needed when traversing the cycles because, on

average, it leads to the largest number of vertices.

3.3 Parallelization

Parallelizing Alg. 2 is straightforward for distributed-memory sys-

tems. Each compute node gets a copy of the graph and a subset of

the tree roots. The compute nodes then independently generate a

spanning tree, run graphB+, and count how often each vertex ends

up in the larger Harary bipartition. A single MPI_Reduce call at

the end su�ces to obtain the status of each vertex. However, most

compute nodes (as well as workstations and laptops) contain multi-

ple CPUs and many include GPUs. Hence, the graphB+ algorithm

should also be parallelized within a compute node for maximum

performance. This is the focus of the rest of the paper.

Within a compute node, the simplest way to parallelize Alg. 2 is

also to process a di�erent given tree on each thread because the :

trees can be balanced independently. However, this approach does

not scale. On high-end CPUs, which need dozens of threads to keep

their cores busy, it would result in dozens of trees being stored in

memory and accessed at the same time, which limits the maximum

graph size and hurts performance due to poor locality of reference.

On high-end GPUs, which require on the order of 100,000 threads

to unleash their full performance, this parallelization technique

would only work for tiny graphs and would result in far more trees

being processed than needed, thus eliminating any speedup.

We use a di�erent strategy where the threads collaborate to make

the processing of a single tree faster. This requires more complex

techniques but still accelerates the computation while making it

possible to handle large graphs with hundreds of millions of edges

or more on a single CPU or GPU. Whereas both our OpenMP and

CUDA codes fully parallelize the entire graphB+ algorithm, the

following paragraphs describe only the key parallelization aspects

of our implementation.

3.3.1 Vertex and Edge Labeling. Re-labeling the vertex IDs (Step 1)

is based on a pre-order traversal of the tree and labeling the edges

with the ranges (Step 2) is based on a pre- and a post-order traversal.

These traversals are di�cult to parallelize. However, the same result

can be obtained with a bottom-up followed by a top-down pass

over the tree levels as outlined in Alg. 4. With this approach, all

vertices at a given level (i.e., tree depth) can be processed in parallel,

meaning the three for-all loops in Alg. 4 are parallel.

First, the code computes the size of the subtree rooted in each

tree node. It starts with a count in each vertex that is initialized to

one. The bottom-up pass atomically adds the count of each vertex

to the count of its parent. The level-by-level order guarantees that

we only use a vertex’s �nal count (subtree size) to update its parent.

Second, the top-down pass assigns the edge ranges and the new

vertex IDs based on these counts. For each parent ? , the code tra-

verses the children and assigns them their new ID. The ID of child

2 is the ID of ? plus 1 plus the counts of all earlier children of ? .

This value also serves as the beginning of the range stored in the

edge ? → 2 . The end of the range is the beginning value plus the

count of 2 minus 1, i.e., one less than the new ID of the next child.

Algorithm 4 Parallel Vertex and Tree-edge Labeling

Input: Σ = (�, f)

Input: Spanning tree ) ∈ Σ

for all vertices E , E ∈ Σ do ⊲ Initialization

E2=C = 1

end for

for level ; of ) from bottom to top do ⊲ Bottom-up pass

for all vertices E , E ∈ ;4E4; [;] do

? = E?0A4=C
atomic add: ?2=C = ?2=C + E2=C

end for

end for

A>>C83 = 0

for level ; of ) from top to bottom do ⊲ Top-down pass

for all vertices E , E ∈ ;4E4; [;] do

= = E83 + 1

for vertices 2 , 2 ∈ 2ℎ8;3 [E] do

4 = 4364 E → 2

4<8= = =

4<0G = = + 22=C − 1

283 = =

= = = + 22=C
end for

end for

end for

Output: Re-labeled vertex IDs (E83 )

Output: Ranges on edges of ) (4<8=, 4<0G )

Since we target signed social networks, which tend to be scale-

free graphs, we expect the graph diameter to be low. Consequently,

there should only be relatively few tree levels. The results in Section

6.7 con�rm this assumption. Hence, level-by-level parallelization

should be e�cient and provides ample of parallelism in most levels.

3.3.2 Cycle processing. Processing the cycles (Step 3) is the core

of graphB+. Due to the vertex relabeling and the range information
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stored in each tree edge, this step requires just 16 statements in

our OpenMP implementation. To maximize the performance, the

code only processes the non-tree edges in one direction. Based

on the range information, it follows the appropriate edge from

vertex to vertex until the cycle is complete. Along the way, it counts

the number of negative edges and, ultimately, sets the sign of the

non-tree edge such that the total number is even.

The cycle processing is parallelized over the vertices. The non-

tree edges of each vertex are processed consecutively in the

OpenMP code. As the number of non-tree edges per vertex and the

cycle lengths vary, we use a dynamic schedule for load balancing.

GPUs require much higher degrees of parallelism than CPUs,

so our CUDA implementation is parallelized not only across the

vertices but also across the edges. In particular, we employ a hier-

archical parallelization scheme where the many warps process the

vertices in parallel and the 32 threads within each warp process the

non-tree edges of the given vertex in parallel.

No synchronization is needed when processing cycles in parallel

since the tree vertices and edges (i.e., the shared data) are only read.

The non-tree edges are read and written but only by one thread

each (i.e., they constitute thread-private data). Processing multiple

non-tree edges of the same vertex in parallel, as is done by the warp

threads in our GPU code, is also safe for the same reason.

4 RELATED WORK

No prior publications exist on parallelizing the balancing of funda-

mental cycles. Hence, this section discusses other related work not

already covered in Sections 1 and 2.

The frustration index is one of several measures of balance that

have been proposed to analyze real-world signed graphs containing

con�icting observations. Computing it is a key operation in many

�elds of research, including physics [4, 7], economics [44], negative

feedback loops in Boolean networks [38], and statistical mechanics

[36], making graphB+ valuable beyond social network analysis.

Computing the frustration index of a signed graph is equivalent

to �nding a nearest ground (balanced) state in disordered systems.

This is an NP-hard problem in general, but there exist scenarios

that are solvable in polynomial time and for which exact large-

scale solutions are possible. A survey [4] illustrates and reviews

their applications to physics problems, especially Ising models and

two-dimensional spin glasses. The frustration cloud approach [33]

obviates the need for determining a balanced state with a mini-

mum number of sentiment changes. Instead, it determines a set of

nearest states with possibly varying numbers of sentiment changes.

This redirects the focus from a single balanced state to a family of

ground states. The computational complexity of these algorithms

is bounded by a polynomial function of the size of the underlying

graph. However, the upper bound is still prohibitive for a system

of the size of the social networks we are targeting.

Wu and Chen proposed a branch-and-bound algorithm to bal-

ance signed graphs by editing edges and deleting vertices and

demonstrated its e�ciency over trivial and heuristic algorithms

on inputs with up to = = 40 vertices [43]. In control multi-agent

systems, Alta�ni analyzed the convergence to a balanced state in

the decision-making process and presented an e�ective way to com-

pute the average consensus for a network with up to 100 vertices

[5]. Aref et al. developed three binary linear programming models

to compute the frustration index quickly and exactly as the solution

to a global optimization problem. They demonstrated the e�ciency

of their techniques for inputs with up to 15,000 edges [6]. Our work

has the same goal, but our solution scales to more than three orders

of magnitude larger signed graphs.

Our graphB+ algorithm requires a spanning tree as input. Com-

puting spanning trees e�ciently, especially in parallel, is an active

research area. Early work targeted the theoretical PRAMmodel [10].

More recent work describes parallel multi-core CPU [29, 30, 41],

distributed-memory CPU [22], and GPU [12, 31, 40] algorithms.

5 EXPERIMENTAL METHODOLOGY

The performance comparisons in this paper are based on the

graphB+ runtime, excluding earlier and later computations such

as the tree building and the Harary bipartitioning. We ran each

experiment 5 times and report the best measured runtime. We only

ran the Python code [39] once for each input because it is slow.

On the graphs that can be processed with the Python code, we

compared the results with our results to ensure that they agree.

The system we used is based on a 16-core 3.5 GHz AMD Ryzen

Threadripper 2950X CPU. Hyperthreading is enabled, i.e., the 16

cores can simultaneously run 32 threads. Each core has a 32 kB L1

data cache, a 512 kB L2 cache, and all cores share an 8 MB L3 cache.

The 48 GB main memory has a peak bandwidth of 87.4 GB/s. The

operating system is Fedora 30. The system contains an NVIDIA

Titan V GPU with 5120 processing elements distributed over 80

multiprocessors (SMs). Each SM has 96 kB of L1 data cache. The 80

SMs share a 4.5 MB L2 cache as well as 12 GB of global memory

with a peak bandwidth of 652 GB/s.

The serial C++ CPU code was compiled with g++ 9.3.1 using

the “-O3 -march=native” optimization �ags and the OpenMP code

additionally with the “-fopenmp” �ag. We compiled the GPU code

with nvcc 11.0 using the “-O3 -arch=sm_70” �ags.

We used the 20 graphs from Table 1 as inputs. They are listed by

size within each category. They were obtained from the Stanford

Network Analysis Platform (SNAP) [25] and from Amazon [19, 27].

The table shows the name of each input, the number of vertices,

edges, and fundamental cycles in the largest connected component,

and the maximum and average degree as well as the original size in

terms of ratings or reviews included across all vertices. Note that

we only process the largest connected component with graphB+,

which encompasses nearly the entire input as the small di�erence

between the number of ratings and the number of edges shows. All

tables and �gures in the following sections use A* to refer to the

Amazon datasets and S* to refer to the SNAP datasets.

6 RESULTS

In this section, we �rst compare the performance of our graphB+

implementation to that of the original Python code. Next, we study

the throughput of our serial, OpenMP, and CUDA codes. Then, we

analyze the dynamic memory usage. We also evaluate the OpenMP

scaling and the CUDA runtime of individual algorithmic steps.

Finally, we investigate some relevant graph properties.
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Graph Min depth Max depth Avg depth

A*_Android 10 13 12.2

A*_Automotive 15 19 17.3

A*_Baby 11 15 12.9

A*_Book 15 19 17.1

A*_Electronics 11 12 11.7

A*_Games 15 18 16.8

A*_Garden 12 15 13.6

A*_Instruments 14 21 17.2

A*_Instruments_core5 5 6 5.7

A*_Jewelry 14 16 15.7

A*_Music 14 18 15.8

A*_Music_core5 5 7 6.0

A*_Outdoors 14 17 15.2

A*_TV 12 15 13.9

A*_Video 11 15 12.9

A*_Video_core5 5 7 5.8

A*_Vinyl 13 15 13.7

S*_eopinion 8 11 9.5

S*_slashdot 7 9 7.9

S*_wiki 4 5 4.9

AVERAGE 10.8 13.7 12.3

Table 6: Minimum, maximum, and average tree depth of 1000 trees

Despite the high performance of graphB+, graph balancing still

accounts for 84% of the overall runtime in a social network analysis

application that computes the status of all vertices. This illustrates

the need for fast signed graph balancing algorithms.

We found the fundamental cycles to be surprisingly short, under

11 vertices on average, and the average vertex degree on the cycles

to be surprisingly large, about 150 on average. This information

may prove useful to further enhance the performance of graphB+.

As expected for power-law graphs like signed social networks,

the employed level-by-level parallelization strategy is e�ective be-

cause the BFS spanning trees used by graphB+ tend to only have a

few levels, under 18 on average for our twenty inputs.

In future work, we are planning to apply graphB+ in the �eld

for actual studies of attitudinal social networks. We also intend to

analyze the choice of spanning trees and the sampling frequency.

Finally, we want to quantify how various graph characteristics,

such as sparsity and the percentage of negative signs, a�ect the

algorithm’s performance.
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