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Abstract An expression of Rayleigh-Taylor (R-T) instability growth rate based on the field-line integrated
theory is newly established. This expression can be directly utilized in ionosphere models with magnetic flux
tube structure based on Modified Apex Coordinates. The R-T instability growth rates are calculated using the
thermospheric and ionospheric conditions based on the coupled Whole Atmosphere Model and Ionosphere
Plasmasphere Electrodynamic model (WAM-IPE). The parameters used in this calculation include the field-line
integrated conductivities and currents, which consider the Quasi-Dipole Coordinates and the modifications to
the equations of electrodynamics. Detailed description of the new formulas and comprehensive analyses of
diurnal, longitudinal, and seasonal variations of the R-T instability growth rate are carried out. The
dependencies of growth rates on pre-reversal enhancement (PRE) vertical drifts and solar activity are also
examined. The results show that pronounced R-T growth rates are captured between 18 and 22 local time (LT)
when strong PRE occurs in the equatorial ionosphere. The simulated R-T growth rate increases with increasing
solar activity levels and demonstrates strong correlations with the angle between the sunset terminator and the
geomagnetic field line. These results are consistent with plasma irregularity occurrence rates shown in various
satellite observations, suggesting that the newly developed R-T growth rate calculation can effectively capture
the probability of irregularities by considering the changes along magnetic flux-tubes in the ionosphere. Since
the WAM-IPE is running in operation at National Oceanic and Atmospheric Administration Space Weather
Prediction Center, the new calculations can be potentially implemented in the near future to provide forecasted
information of the R-T growth rate.

1. Introduction

The Rayleigh-Taylor (R-T) instability is considered to be the key contributor in creating severe equatorial spread
F (ESF) and equatorial plasma bubble (EPBs) at low latitudes (Booker & Wells, 1938; Dungey, 1956; Haer-
endel, 1973; Sultan, 1996). Some other instabilities can also induce the occurrence of plasma irregularities. The

ExB gradient drift instability plays a role for high-latitude ionospheric irregularities (Keskinen & Ossa-
kow, 1983; Rathod et al., 2021), the rapid structuring of barium clouds (Linson & Workman, 1970), and tur-
bulence in equatorial electrojet (Hu & Bhattacharjee, 1999; Hysell & Chau, 2023; Ossakow, 1979). The
electrostatic Kelvin-Helmholtz instability/collisional shear instability produces large-scale waves in the colli-
sional regime in the equatorial region, acting as an effective seed for the R-T instability (Hysell & Kudeki, 2004;
Hysell et al., 2006; Keskinen et al., 1988). Furthermore, the Perkins instability contributes to the generation of
medium-scale traveling ionospheric disturbances, causing field-aligned irregularities in the mid-latitude E region
and F region (Fukao et al., 1991; Kelley & Fukao, 1991; Klevans & Imel, 1978; Otsuka et al., 2007;
Perkins, 1973).

In the equatorial ionosphere, the occurrence of EPBs is influenced by the initial condition of R-T instability within
the highly stratified F region ionosphere after sunset, characterized by relatively higher plasma density above the
lower density region. O* ions dominate the post-sunset F region plasma. They have a much lower reaction rate
than that of the molecular ions that are dominant in the E region, which results in a significantly longer lifetime for
O ions compared to molecular ions (Kelley, 2009). As a result, the ionosphere forms a steep vertical plasma
density gradient due to the relatively higher plasma density in the F region compared to that in the E region. The
strong vertical plasma gradient is then disturbed by factors such as atmospheric gravity waves, serving as a
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seeding mechanism to generate plasma irregularities and EPBs (e.g., Kelley et al., 1981; Rottger, 1973; Tsu-
noda, 1981). These EPBs rapidly rise through the ionospheric F region and develop irregularities in different
scale-sizes.

To investigate the EPBs onset condition, the linear R-T growth rates based on both a local approximation and a
flux tube integrated formulation have been previously studied in various theoretical and experimental works
(Hanson et al., 1986; Huba, 2022; Hysell, 2000; Lee, 2006; Mendillo et al., 1992; Ossakow et al., 1979, 1981;
Sultan, 1996; Zalesak & Ossakow, 1982). Ossakow et al. (1979) calculated the local linear growth rate and
simulated the nonlinear evolution of the collisional R-T instability using modeled electron density profiles and
atmospheric quantities. Hanson et al. (1986) estimated the local linear growth rate with the drift term to examine
the effect of vertical drift on the R-T instability. Lee (2006) carried out a term analysis in the local linear growth
rate equation on the magnitude of growth rate using an entire year of Jicarmaca digisonde observations and MSIS-
90 model (Hedin, 1991). Huba (2022) presented the influences of ion inertia and acceleration forces in both local
theory and flux-tube integrated theory. Due to the near-equipotentiality of magnetic field lines, Haerendel (1973)
suggested that the “flux-tube integrated” theory would be more appropriate for studying the ESF at low latitudes.

Building on the work of Haerendel (1973) and Haerendel et al. (1992), Sultan (1996) proposed a general
expression of linear field-line integrated R-T instability growth rate, and this expression has been utilized to
formulate forecasting approaches aimed at predicting the occurrence of EPB in recent studies (e.g., Carter
et al., 2014a, 2014b; Wu, 2015). Establishing the relationship between EPBs and R-T growth rates will signif-
icantly improve our forecast capability through understanding the underlying physics dominating the formation of
plasma irregularities. Wu (2015) conducted a comparison between the occurrence of EPB observed by DMSP
satellites and the R-T growth rate calculated using the Thermosphere Ionosphere Electrodynamics General
Circulation Model (TIEGCM) (Qian et al., 2014; Richmond et al., 1992) and demonstrated the potential of using
the R-T growth rate to study the climatology and morphology of EPBs.

The climatology of EPBs often involves the analysis of the post-sunset layer rise of the equatorial F region
(Tsunoda et al., 2018). The eastward electric field intensifies prior to its reversal toward a westward direction after
sunset, a phenomenon known as the pre-reversal enhancement (PRE) which causes a large upward plasma drift.
The enhancement of the upward plasma drift is believed to be one of the main controlling factors for the gen-
eration of EPBs (Abdu et al., 1981; Basu et al., 1996; Farley et al., 1970, 1986; Fejer et al., 1999). PRE drift
velocity increases with increasing solar activity and is inversely proportional to nighttime E region electron
densities (Fesen et al., 2000). The PRE strength and the occurrence of EPBs can also be enhanced under particular
conditions. When the solar terminator is aligned with magnetic field lines, the simultaneous decrease of E region
conductivity in both hemispheres leads to a strong vertical drift (Tsunoda, 1985). Consequently, the occurrence
rates of EPBs frequently peak during the equinoxes in most longitudinal sectors and in the December solstice in
the American sector (Gentile et al., 2006; C. Y. Huang et al., 2022; Su et al., 2006).

In this study, based on the flux-tube integrated theory, a new expression for the linear R-T instability growth rate
is developed. This expression incorporates non-dipolar distortions of the geomagnetic field as represented in
magnetic apex coordinates (Richmond, 1995) enabling us to directly compute a more accurate R-T instability
growth rate using the existing formula of field-line integrated conductivities and currents described in Rich-
mond (1995). The global distribution of the new R-T growth rate in various seasons and longitudes and its de-
pendencies on the PRE and solar activity are evaluated using the coupled Whole Atmosphere Model-lonosphere
Plasmasphere Electrodynamics (WAM-IPE) in this study.

2. WAM-IPE Model

The WAM is a General Circulation Model (GCM) of the neutral atmosphere (Akmaeyv et al., 2008; Fuller-Rowell
et al., 2008) based on the previously operational Global Forecast System General Spectral Model at National
Oceanic and Atmospheric Administration (NOAA). The model was extended from the original 64 layers to 150
layers to include all the necessary physics in the middle and lower thermosphere as well as electric field and ion-
neutral interactions. The WAM simulates neutral wind velocity, neutral temperature, and neutral compositions.
WAM employs a spectral hydrostatic dynamical core that integrates a diverse range of atmospheric processes
through the common column-physics interface. These processes encompass radiative transfer, hydrological cycle,
planetary boundary layer and surface exchange, orographic gravity waves, and vertical eddy mixing. Currently,
the WAM operates at a spectral resolution of T62, translating to an approximate grid size of 2° X 2° in latitude and
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longitude. However, the flexibility of the model allows for convenient adjustments to both horizontal and vertical
resolutions if necessary. The WAM has been utilized to study the sudden stratospheric warming (Fuller-Rowell
et al., 2010; Pedatella et al., 2016), ionospheric day-to-day variability influence by the lower atmosphere tidal
forcing (Fang et al., 2013), and the loss of Starlink satellites due to the enhanced neutral density during a
geomagnetic storm (Fang et al., 2022).

The IPE is a time-dependent, three-dimensional, and global model of ionosphere and plasmasphere. It simulates
the global distribution of nine ionic species: O*, H, He*, N*, NO*, 0,%, N,*, 0" (*D), and O* (*P). Addi-
tionally, the model calculates the temperatures of electrons and ions, and the plasma drift velocities parallel and
perpendicular to the magnetic field lines. The IPE integrated several features including the field line inter-
hemispheric plasma (FLIP) model (Richards & Torr, 1996; Richards et al., 2010) as the flux-tube solver and the
parallel plasma transport, the global seamless plasma transport perpendicular to the magnetic field, the self-
consistent electrodynamic solver (Richmond & Maute, 2013), and the magnetic apex coordinate system (Rich-
mond, 1995) following the full International Geomagnetic Reference Field to enhance its accuracy in studying the
global dynamics of the ionosphere and plasmasphere. The flux-tube integrated parameters such as conductivities
and wind-driven current are calculated internally in IPE for the electrodynamic solver. The lower boundary of
each magnetic flux tube is set to be 90 km. The model is driven by the solar wind interplanetary magnetic field
(IMF) parameters and solar F, ; index. The high-latitude potential is defined by Weimer (2005). The nighttime
ionization fluxes in this study are adjusted to align with those used in Richmond and Maute (2013) instead of the
default values used in FLIP model (Richards et al., 1994). These ionization fluxes are assumed to be constant and
do not vary with geographical locations, times of day, seasons, and solar cycles.

The IPE model consists of 80 magnetic longitudes (with a resolution of 4.5°) and 170 flux tubes covering within
+88.12° magnetic latitude. The latitudinal resolution of the model is carefully designed to effectively resolve the
dynamic equatorial ionization anomaly feature, with an average resolution of 0.24° equatorward of £30° mag-
netic latitude and approximately 1.26° poleward of £30 magnetic latitude. The count of grid points along a field
line, extending from the southern to the northern hemisphere, varies from 11 to 1,115, increasing from the
magnetic equator to the highest latitude. Below 150 km altitude, the height distance between every two points in a
field line is 2 km. For altitude between 150 and 600 km, the height distance between points increases to 10 km,
and for altitude from 600 to 3,000 km, it further extends to 20 km. The IPE model has been used to investigate the
Southern Hemisphere Midlatitude Summer Nighttime Anomaly/Weddell Sea Anomaly (Sun et al., 2015), the
midlatitude ionospheric peak density structure (N. Maruyama et al., 2016), and the magnetic storm-time response
of the ionosphere-plasmasphere coupling (Obana et al., 2019).

The WAM-IPE currently adopts one-way coupled scheme where the neutral atmosphere fields of WAM are
systematically remapped to IPE's magnetic grid at each coupling step, with no feedback of IPE parameters into
WAM. Operationalized by the National Oceanic and Atmospheric Administration Space Weather Prediction
Center (NOAA/SWPC) in July 2021, this coupled model is capable of forecasting the thermosphere and iono-
sphere conditions 2-days in advance utilizing the space weather drivers forecasted by SWPC.

In this study, the WAM-IPE free run simulations are conducted to examine the longitudinal distribution diurnal
variation of the R-T growth rates and their response to PRE during March equinox under conditions of moderate
solar activity (Fo - = 120 solar flux units [sfu], where 1 sfu equals 1022 W - m~2-Hz™') and geomagnetic quiet
(Kp = 1). In addition, WAM-IPE simulations in March under the low (¥, ; = 70 sfu), moderate (F,, = 150 sfu)
and high (F, 7 = 200 sfu) solar activity levels with fixed geomagnetic activity (Kp = 1) were conducted to assess
the impact of solar activity on growth rates. For reproducing the seasonal and longitudinal variations of growth
rates, WAM-IPE simulations driven by the observed IMF parameters in 5-min cadence are also performed.

3. Expression for Rayleigh-Taylor Instability

3.1. Modified Apex Coordinates

The base vectors, Z and e;, defined in Richmond (1995) are used to derive the new expression of R-T instability
growth rate. These vectors are used to define the directions for solving the electrodynamic equations following the
definition of modified Apex coordinates. These based vectors, as originally defined in Richmond (1995), are
reiterated below for clarity,
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—_—
d; = (Rg + hg) cos 4,,V,, (1
dy = —(Rg + hy) sin 1,1, @)
7’ _ dl X dz
P — —|? 3)
dy X d,
e =d, x dy *
& =dy x dy ®
& =d xd; ©
sin 1, = 2 sin 4,(4 — 3 cos4,,) ? @)

where Ry is the mean radius of the Earth, £ is the 90 km reference height at the base of the dynamo region, 4,, is
modified magnetic apex latitude, ¢,, is modified magnetic apex longitude, and I,, can be recognized as the
equation for the magnetic field inclination in a dipolar geomagnetic field at the radius Rz + hg, but not at other

altitudes. Generally, for these base vectors, d; and e; point toward the magnetic eastward direction, d, and e,
—
are downward/equatorward, and d; and e; are parallel to the magnetic field lines. The two sets of the base

vectors satisfy the Kronecker delta condition (E,-) . ?; = §;), but the base vector sets are generally not mutually

orthogonal or unit length, unless they lie on a sphere where R = R, + hj and the magnetic field is a dipole. While

d3 and e3 are parallel, e; and e, are in general not aligned with d; and d, , respectively.

The electrodynamic calculations can be described using either set of the base vectors. In specific scenarios,

selecting a particular decomposition yields favorable mapping properties for these components. Richmond (1995)
—

proposed a practical strategy of projecting the electric field (E) through the base vectors d;, and expanding the

ExB

B2
originally detailed by Richmond (1995), is as follows,

velocity as well as the main geomagnetic field (B,) using the base vectors e;. The decomposition, as

By = B,&3 ®)
E x B, E E
X by d d
BOZ = Vele_l) + Veze_l) = Beja - Be; ‘«’_2) (9)

where E is the negative gradient of an electrostatic potential ¢ and v,, and v,, are scaled eastward and downward/
equatorward velocities. The magnitude can be understood as the drift at the radius R + Ay in a dipole field and
related to Ey,, Eg), and B, .

Assuming equipotential magnetic field lines, specific factors that influence ionospheric electrodynamics at low
and middle latitudes can be studied using a two-dimensional approach (e.g., Haerendel et al., 1992; Rich-
mond, 1995; Richmond et al., 2015). Thus, the Cartesian-like coordinates (x, y) further defined by Richmond
et al. (2015) are applied to simplify some quantities in our following developments. The coordinates x and y are
constant along geomagnetic field lines. The coordinate x is proportional to Magnetic Apex longitude, with the
proportionality factor being R = Ry + hy. In the equatorial ionosphere, x is approximately magnetic eastward
horizontal distance (referenced to 0° magnetic longitude) and y is nearly equal to the apex height. Their de-
rivatives can be described as
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= =1 10
Vx=V(Rp,) = ” (10)
. —_—
_ R sin Im _ d2 (l 1)
cos A, " cos A,

3.2. Field-Line Integrated Rayleigh-Taylor Instability Growth Rate

The fundamental equations that govern the electrodynamics of the equatorial ionosphere and allow for the
derivation of the R-T instability are based on the ion continuity equation and the ionospheric dynamo equations.
After decomposing the transport term into perpendicular and parallel components, we can rewrite the continuity
equation in the F region as follows:

on

E+V~(;Ex§))+v-<nv_ﬁ>=q—l (12)

where n is the plasma density, v_”) is the plasma drift parallel to magnetic field lines, g is the production term, and /
is the loss term. The second and third terms on the left-hand side represent the divergence of plasma flux due to
transport, which signifies the corresponding rate of loss per unit volume and unit time. This equation is only valid
- -
in the F region since ions do not drift at EB%B velocity in the E region. In the ionosphere, the magnetic field can be
- — =
written as B = By + 0B, representing the total magnetic field that encompasses both the Earth's main field
—
(Fo)) and the perturbation field (6B ) induced by electric currents. However, due to the significantly smaller
— —
magnitude of 6B compared to E;, it is reasonable to neglect the contribution of 6B . Similarly to the electric

field derived from the scalar electric potential ¢, the main component FO) can be formulated as the negative
gradient of a scalar magnetic potential y (e.g., Gauss, 1838; Glassmeier & Tsurutani, 2014). Therefore, the
divergence of the cross product of electric field and magnetic field is,

v-(ﬁxﬁ’)=V~(v¢xvu/)=o (13)

and the continuity equation can be written as,

d/n E')XE n 1 >\ g—1 (14)
alg) g V) Y () =T

in which the second and third terms are associated with transport perpendicular and parallel to 73), respectively.
Some of these terms can be decomposed and simplified for mapping to the magnetic field lines and expressed as,

n d(n d(n
v(2) = Z( ) vx+ Z( 2w
(Bz) ax<B2> x+ay(32> Y (15
V-(n?n)zv-(%E):E~V(%>+%V‘E=B§<%) (16)
A

where s is the distance along field lines. V - B is zero based on Gauss's law. Substituting Equations 10, 11, 15,
—

and 16 into Equation 14 and applying d; - ?} =§;to E’) X E) yields the continuity equation in Modified Magnetic

Apex coordinates as,

d/n Ve 0[N Vea a(n) 1 0 (ny q—1
(=) + —(=) - —(5)+==—(=L) = 17
6t<B2) oS A, dx(Bz> cos A,, dy\B?>/ = Bos\ B B? {an
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Let us define some quantities,

Vi=-VV=§ (18)
dz
= 19
s (19)
where z = —V, orthogonal to x and y. By applying this definition, it is convenient to integrate Equation 17 with

respect to z through the F region with a lower boundary at 150 km. Note that owing to the considerable reduction
of ion density in the E region during nighttime, the density can be considered negligible below 150 km.
Furthermore, it is established that v,;, v,,, and cos/,, are independent of z. These allow the field line integral to be
expressed in the following form.

o [NISD, g Ve 0 NASO) ) g2 Ve 0 N(IS0) )
0t Jsus0) B B cos A,, 0x sus0) B B cos 4,, 0y

/N(ISO) 0 (nv”> dZ_ [N(lSO)q_le
5(150) os\ B/ B S(150) B B

where the parallel transport term f;g’f;g?%(%”) % represents the net flux of ions out of the ends of flux tubes at

sas0) B 20)

150 km altitude. Considering our assumption that n equals zero at 150 km, this term should consequently be set to
zero. This enables us to conveniently simplify the entire equation using the following new quantity.

N(IS0) ) N(150)
/‘ ZL£=f Zds=n (1)
S(150) B B 5(150) B

where 7 represents ions per unit magnetic flux. In the nighttime ionosphere, the production term can be neglected
in the F region, while the loss term, associated with the recombination rate, is significant in the £ and the lower F’
regions (Sultan, 1996). Although the lower boundary is set at 150 km to exclude the effects from the E region, the
recombination rate in the lower F region still influences the calculation of the growth rate. To maximize the R-T
growth rate, the loss term is neglected. By substituting Equation 21 into Equation 20, the integral becomes,

@ Vel 0_77 _ Ve2 0_’7 =0 (22)
dt  cos i, 0x cos i, dy

This nonlinear equation is appropriate for understanding the time evolution of instability. However, to investigate
whether a specific area in the ionosphere is susceptible to instability, calculating magnetic flux tube integrated
linear growth rate allows us to determine the stability of the ionospheric conditions. With subscript zero denoting
unperturbed quantities and primes denoting perturbations, the linearization of Equation 22 can take on the
following expression,

Oy Ve, Mg _ _Ver, Mo
ot  cos i, 0x  cosi, 0y

, , , / , (23)
o' L Ven, O _ Ve, O Ve OMg_ Ve My _
ot cos i, ox cosid, dy cosd, dx cosd, dy

In this expression the sum of the first three (zero-order) terms representing the background or steady-state
condition is assumed to be zero. The next three terms involving derivatives of n’ represent the convective de-

/
rivative of 7', %—"1, which is the rate of change of #’ in a reference frame moving in the x and y directions with

Vely and — Ve2y

background velocity components T cos 4

, respectively. As in many earlier calculations of the R-T
instability (Ossakow, 1981; Sultan, 1996; Zalesak & Ossakow, 1982), we analyze perturbations that have
much shorter spatial scales in the east-west direction than in the vertical/meridional direction. The perturbation
electric field is then predominantly zonal (since the gradient of the perturbation electric potential is predominantly
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- -
zonal), and the E X B velocity is predominantly vertical/meridional. That is, v; can be neglected in comparison
with v,,. Consequently, the linear continuity equation becomes,

Dy’ _ve %ZO

— 24
Dt cos i, dy @4
The first-order vertical drift velocity is as follows,
E} E;
vp == (25)
BeS Be3 cos lm

where E; represents perturbation electric field. To study whether and how fast the perturbation is growing, it is
essential to establish the relationship between 7’ and v,,. Therefore, we applied the integrated Ohm's Law
expression in x direction, Equation AS in Richmond et al. (2015), to determine E’. Under the assumption of
equipotential geomagnetic field lines, the equation is described as follows,

K, =%E +Ey—-%)E, +K? (26)

where X, represents the Pedersen conductance in the x direction while X, denotes the Hall conductance. The

— —
presence of X, dependent on Pedersen conductance, is attributed to the nonorthogonality of d; and d, ina
realistic geomagnetic field. The integral can be expressed as,

No,dy - dy
5, = f L @7
N

. . . . . . . . g g
where D is magnetic field distortion, and it is defined as D = | d; X d,

(Richmond, 1995). Additionally, K,

encompasses the field-line-integrated current density and KXD is the field-line-integrated dynamo current density,
which includes both wind-driven and gravity-driven current densities and can be written as,

N 2 ud —>
d dy - d e -
K)? = Be; CcoS ﬂm/ @uez + (O_H _ 017 1 2 ]ug‘ T nm;ey - g ]ds (28)

s| D D BB

Assuming that the zeroth order terms of Equation 23 balance each other, and that the y component of the
perturbation electric field can be neglected, the primary perturbation current can be obtained from Equation 26,

K, =%, E,+K? —XE, +X.E, +3yE, + Iy E, — X E =0 (29)

The Ej and E; are corresponding to v;; and vy, in Equation 23, it follows that £y E| — X E; is negligible.
Furthermore, the inclusion of Hall conductance significantly complicates the mathematical analysis, requiring
further investigation in future studies. Our focus is on the perturbations in the F region, and for simplicity, we
assume that the perturbation of nighttime Hall conductance Xy is small enough to be ignored. Since the Hall
conductance primarily lies below 150 km altitude (See Figure S1), this assumption means that ion transport is
neglected below 150 km, corresponding to the condition of night-time photochemical equilibrium in the E region.

As a result, the perturbation electric field in x direction can be written as follows,

KP E E,
El = —— 4 Ny “hyy (30)
DI I Z
N g2 ’ e e 4
D o,di , oydy - dy nmey - g
K. =B, cos /1,,,/; [ o et (6;, - ) Uy, + ;9533 ds @31)
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The perturbation dynamo current, K;D , mainly varies due to changes in ion density and conductivities. Note that
when the perturbation in the E region is involved, o may become significant and cannot be ignore. Substituting
Equation 29 into Equation 24 we obtain the following perturbation equation,

Dy’ (ZiE, + KP-3E,) oy _

0 32
Dt Z, By cos?,, dy 32
Here, let us make a set of assumptions.
KP xoomoy
A =R T (33)
Koz, I, M

where 7’ is the perturbation in the flux-tube electron content and where superscripts F indicate that the field-line
integrals have a lower boundary of 150 km. We assume that above 150 km the electron density changes by the
same fraction at all points along a field line. Since the Pedersen conductivity is proportional to the density, and the
Hall conductivity can be neglected in the F region, these assumptions ensure that any variations in K;D originating
from different points along the field line would also change by an identical fraction as the electron density. Similar
assumptions are also applied to the relative perturbations in 5’, X; and Z/. The process of validating the feasibility
of Equation 32 can be found in Appendix A. Then, Equation 32 can be written as,

F DF F
Dy (Zx(, E, + KXO -2 E}’u) ong ,

(34)
Dt Z,,Bes cos?A,mg ay

It should be noted that, in contrast to the quantities marked with superscripts F, the lower boundary for %, is
90 km. In the scenario of R-T instability, this linear equation can be utilized to characterize the dynamics of the
interface at the steep vertical density gradient region. The coefficient of 7’ has a specific significance—it rep-
resents the growth rate or decay rate and determines the rate at which 5’ changes with time. If the coefficient of
is denoted as y, the solution of " will vary in time as Ce”’, where C is any nonzero constant. This allows us to
understand how perturbations of #’ can grow in time. According to Equations 25 and 30, the direction of v,, can be

defined by the parentheses in Equation 34 multiplied by %n’. During the evening sector at the bottom side F

region, where % takes a positive value, the sum of the three terms in the parentheses must be positive for growing

EPBs, where v}, and n” have the same sign. In turn, this causes a bubble perturbation to amplify exponentially and
penetrate into denser background plasma.

Since the field line ion content is roughly proportional to the gravity driven current, we can make an assumption

. . oKE . .
that 71170 %iv" is approximately equal to K17 —5,"» based on a quantity our model routinely calculates,
) &)

N(150) - =
noh;ey -

K = cos 4, / nomie; - g

S(150) B

This approximation leads to the derivation of the final expression for calculating the growth rate of the R-T
instability incorporating the Modified Apex coordinate system as,

(35)

F DF F
y = (ZXD EXO + Kxo - Zfo E)’o) aK,{%F (36)
K$FE, B,, cos?l, dy

X0

4. Simulation Results

Using Equation 36, the R-T growth rates derived from the WAM-IPE simulations under various conditions are
evaluated. Simulations were conducted for the 20 March under moderate solar activity conditions
(F07 = 120 sfu) and geomagnetic quiet time (Kp = 1), focusing on the longitudinal distribution and diurnal
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Figure 1. Longitudinal distribution of (a) ion density and (b) Rayleigh-Taylor growth rate with apex height at magnetic
equator at 1000 UT on 20 March. The vertical red dashed line denotes 1800 LT. The simulation is driven by F, ; of 120 sfu
and Kp of 1.
variation of the R-T growth rate, as well as its dependence on the PRE (Figures 1-3). The model runs were
initiated 3 days before to achieve a diurnally reproduceable condition. Figures 1a and 1b shows the ion density and
R-T growth rate in geographic longitude and apex height at 1000 UT. The ion density reveals a clear diurnal
variation. During the daytime, higher ion density values can be seen in a wide range of altitudes between 100 and
1,000 km. At nighttime, due to the recombination process in the E region, the ion densities rapidly decrease in the
bottomside ionosphere. Between longitudes of 120°E and 150°E in the post-sunset sector, a pronounced
(@) s (b) s (c) 3
1000 Growth Rate %10 1000 Growth Rate %10 1000 Growth Rate %10
— 800 — 800 — 800
£ £ £
= = < E N
5 600 05 § 3 05 83 05 §
= et T <
g 3 3
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(d) - .
60 ———— — — — verllcalDuift — — —
C - -0’E [
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Figure 2. Diurnal variations of (a)—(c) Rayleigh-Taylor growth rates and (d) vertical drifts at magnetic equator on 20 March. From left to right is at different longitude of
0, 120, and 284°E, respectively. The simulations are under the same solar and geomagnetic condition as in Figure 1.
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Figure 3. The Rayleigh-Taylor growth rate (a—c) and the vertical drift (d) at 284°E response to different Pre-reversal enhancements on 20 March. The three columns in
the top panel and the three differently colored lines in the bottom panel represent the cases of nighttime fluxes multiplied by factor of 0.1, 1, and 10, respectively. The
F o and the Kp are same as those in Figure 1.

upwelling structure is observed, which results from the upward vertical drift associated with the PRE. Notably,
the maximum growth rate is observed just beneath the upwelling structure, spanning longitudes from 120°E to
130°E with peak magnitudes occurring between altitudes of 200 and 300 km. The maximum magnitude of the
growth rate is 7.2 x 107* s™' corresponding to a growth time of approximately 23.1 min. This growth rate is
slower than the rates reported in Huba (2022) and Wu (2015), but comparable to the rate shown in Sultan (1996).
Note that the appearance of the horizontal stripes below 250 km is caused by the grid design of IPE. The points
d’;ﬁ‘: in Equa-
tion 36. However, these small perturbations caused by the uneven grid design are not sufficient to affect the large
plasma density gradient in the bottomside F region during the post-sunset sector. In order to avoid the influences

from the artificial patterns, following analyses will focus on the field lines with apex heights above 250 km.

along the field lines are not evenly distributed, leading to the artificial patterns when calculating

Figures 2a—2d demonstrate the diurnal variation of growth rates and equatorial vertical E‘) X § drifts at 300 km at
three different longitudes under the same simulation conditions as those in Figure 1. Pronounced growth rates are
observed between altitudes of 250 and 400 km, occurring near dusk at 1800~2000 local time (LT) for all three
longitudes. The occurrence times of these strong growth rates match precisely with the timing of PRE in each
longitude region. This is because the first term in parentheses in Equation 36, proportional to E, , dominates over
the other two terms, which include the gravity effect. Comparing the three locations, the growth rate and the
upward drift are stronger at the longitude of 284°E (Figures 2c¢ and 2d). In addition, the values and altitude
distribution of the growth rate show a positive correlation with the upward drift.

To further validate our equation for the R-T growth rate, controlled experiments on the magnitude of the PRE are
carried out. The PRE drift magnitude is changed by multiplying the standard nighttime ionization rates by a factor
of 0.1 or 10 (Fesen et al., 2000). Similar numerical experiments have been previously carried out by Richmond
and Fang (2015). Since the model E-region ion density is in photochemical equilibrium where dissociative
recombination dominates, the nighttime E region ion densities and conductivities should be effectively reduced

by roughly 0.32 with the 0.1 multiplication factor (1/0.1 = 0.32) and increased by roughly 3.2 times with the 10

multiplication factor (1/10 = 3.2) compared to the standard case. These modifications also have an impact on the
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Figure 4. The Rayleigh-Taylor growth rate (a—d) and the vertical drift (e) at 284°E response to different solar activities on 20 March. The simulations, conducted during a
magnetic quiet time with a Kp value of 1, are driven by four different F',, ; levels of 70, 120, 150, and 200 sfu, respectively.

F region conductivity, as they influence the vertical plasma drift during nighttime. Figures 3a—3d illustrate the
responses of the growth rate and vertical drifts to different settings of nighttime ionization rates at 284°E. Note
that Figure 3b and the black line in Figure 3d are the same as Figure 2c and the black line in Figure 2d, acting as a
base case for comparison with cases involving increased and decreased nighttime fluxes. The results show that a
decrease (increase) in nighttime ionization results in a stronger (weaker) upward drift during the PRE. In
Figures 3a-3c the maximum growth rate reaches approximately 1.2 x 107> s™' 9.5 x 107 s7!, and
5.0 x 10™*s™!, and in Figure 3d the associated PRE vertical drift peaks at 37, 30, and 17 m/s. Furthermore, the
growth rates extend to higher apex heights and strengthen in Figure 3a, whereas they decrease in altitude and
magnitude in Figure 3c. This demonstrates that our growth rates derived from these simulations respond
reasonably to different magnitudes of the PRE vertical drifts, which are consistent with previous studies (e.g.,
Jayachandran et al., 1993; Kil et al., 2009; Wu, 2017).

Figures 4a—4e show the results of growth rates and vertical drifts at 284°E under four different solar activity
conditions, characterized by F 5 indices of 70, 120, 150, and 200 sfu during geomagnetic quiet times (Kp = 1).
Note that the model nighttime ionization rate does not depend on F, 5, although in reality there may be a complex
dependence due to scattering of variable sunlight from the variable geocoronal hydrogen. The results show that
stronger solar activity will produce greater vertical drift near the PRE, which in turn increases growth rates below
400 km and raises the occurrence of positive growth rates at higher altitudes. However, the maximum values of
the growth rate under these four different solar activity conditions (from low to high) are 4.2 x 107* s7,
9.5%x107*s7", 1.0x 1075, and 1.0 x 107 s™", respectively, indicating that they do not exhibit a perfect linear
relation with solar activity when they reach a certain level. In fact, the experiments in Figures 3 and 4 are similar
because the strength of the PRE is directly related to solar activity. This saturation feature in growth rates during
high solar activities indicates that while vertical drift is one of the main factors, other factors can also impact the
variations of the R-T growth rate such as solar variation induced changes in photoionization and the evening zonal
convection (Richmond et al., 2015) in the ionosphere, which will be investigated in a future study.

Our analyses based on Figures 1-4 demonstrate that the new R-T growth rate calculation reproduces reasonable
spatial and LT distributions, as well as solar activity variations, which are consistent with previously established
knowledge. Thus, we further expand the study to cover the entire year of 2013 to investigate the seasonal
variability of the growth rates and the vertical ion drift. In this annual run, the 5-min observed solar and
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Figure 5. Seasonal and longitudinal variations of (a) Rayleigh-Taylor growth rate and (b) vertical ion drift during 2013 driven
by observed solar and interplanetary parameters. The dashed lines represent the days when the solar terminator aligns with
the magnetic field line.

interplanetary parameters are used to drive the WAM-IPE. Figure 5a shows the seasonal and longitudinal vari-
ation of the R-T growth rates. Each value in this plot is calculated based on the maximum values between 200 and
400 km altitude and within the LT range of 18-20 LT. Superimposed black dashed lines mark the days when the
solar terminator aligns with the magnetic field line. The most significant growth rates are predominantly observed
in the longitude range spanning from 90°W to 60°E during the periods of day 0-90 (from January to March) and
day 270-330 (from September to November). Meanwhile, moderate growth rates are distributed across longitude
regions extending from 90°W to 30°E during day 90-150 and day 210-240 (corresponding to April, May, and
August), as well as from 30°W to 30°E during day 330-365 (in December), with additional occurrences around
other longitudes near the equinox seasons. The growth rates during the two solstice seasons are notably lower
compared to other seasons globally, particularly around the June solstice (day 172). As for the vertical ion drift
depicted in Figure 5b, the maximum values are picked at 300 km altitude within the LT range of 18-20 LT. The
morphologies of the vertical ion drift closely resemble those of the R-T growth rates. It is worth noting that the
magnitude of the growth rate appears to have different responses to the magnitude of the vertical ion drift at
different longitudes. Nevertheless, the characteristics of the vertical ion drift distribution coincide with those of
the growth rate distribution.

In general, the growth rate distributions agree with Tsunoda (1985) that EPBs occurrences peak when the
terminator is aligned with the Earth's magnetic field. The overall pattern of growth rate closely corresponds to the
bubble occurrence and the scintillation maps detected through satellite observations at various altitudes (e.g.,
Gentile et al., 2006; C. S. Huang et al., 2014; C. Y. Huang et al., 2022). While there are some discrepancies in
some regions, such as the longitude of 90°W during June solstice and the longitude region between 120°W and
180°W around September equinox, the general trend indicates a strong correlation between the growth rate and
the prior satellites observations of irregularities. This result suggests the new R-T growth rate calculation with
WAM-IPE reasonably reproduces the climatology and has high potential for integration into operational WAM-
IPE to explore the feasibility of EPB monitoring and even forecasting.

5. Discussion

The estimation of the linear R-T growth rate has been discussed in various studies in past decades. One of the most
well-known and commonly applied expression is the equation proposed by Sultan (1996), which is as follows:

250 8.
_ T V—UP——e)KF—R 37
! Tho+ Z£,0< TR ! G7)

where 211:,0 and Eﬁo are field line integrated F (starting at 200 km) and E region (starting at 125 km) Pedersen
conductivities, V, is the flux-tube integrated plasma velocity perpendicular to the magnetic field associated with
the zonal electric field, U? is the flux-tube integrated neutral wind weighted by Pedersen conductivity in the
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meridional/vertical direction, g, and v, are the effective gravity (positive upward) and the effective F-region
collision frequency weighted by the flux-tube plasma density, K” is the height gradient of the F-region flux tube
electron content, and R; is the flux-tube mean dissociative recombination loss rate. This Equation utilizes the
flux-tube coordinate L (Mcllwain, 1961) and longitude angle ¢. Further details can be found in Haerendel
et al. (1992) and Sultan (1996). In comparison to Equation 37, Equation 36 in our paper shows a strong similarity,
as both pertain to a horizontally uniform background state. The specific similarities are marked as follows,

F F
Exu EXU 2P,O
~

2 E F 'y
X B,, cos?d,  Zpo+Zp,

DF F
Ky L Zeo [ P_&)
2. B, cos4, E£,0+Z£,0\ oy
gF
oKE
Kf;F ay

gF

. . . Lo . . . oK!
Note that the K fOF in the denominator arises from the assumption in Equation 35 and the entire expression Kgng
% 0

represents the gradient scale length. While Equations 36 and 37 are quite similar, they have some fundamental
differences due to their different assumptions. The primary advantage of our R-T growth rate expression and the
key distinction between Equations 36 and 37 lies in the usage of Quasi-Dipole coordinates, which allows for a
more precise representation of geomagnetic field influences on the plasma dynamics (Richmond, 1995). This
results in the electrodynamics equations differ from those in the dipole coordinate system.

—_— —>
Our use of a realistic geomagnetic-field geometry introduced terms involving M in Equations 30 and 31,
terms that are non-zero when the non-orthogonality of Magnetic Apex coordinates is taken into account. At low
latitudes these terms are usually small and change sign with respect to longitude, maximizing or minimizing over

— —
South America, the Atlantic Ocean, and Africa. Because d; - d, usually changes sign with respect to latitude
near the magnetic equator, these terms will be most important when there is a strong north-south asymmetry of the
Pedersen conductivity and zonal wind across the magnetic equator, because this asymmetry would be multiplied

by the asymmetry of 71) . 72) when the field-line integrals are computed along the entire field line. Since the
terms are usually small, we have not attempted to quantify them in detail in this study.

Another point of the distinction in the dynamo term lies in the gravity-driven current utilization. The approxi-
mation of F-region Pedersen conductivity can be written as nm,,/B>. If this expression for the Pedersen con-
ductivity is substituted into Equation 37, it can yield the gravity-driven current as depicted in Equation 35. This
simplification omitted the calculation of the effective collision frequency, making the overall calculation more
convenient.

In addition, the effect of recombination rate on the growth rate is not considered in this study. Bittencourt and
Abdu (1981) proposed that recombination effects become negligible when production is absent and the 4'F is near
or above 300 km. Sultan (1996) also suggests that the recombination effects are important in the E and lower F
regions, which would suppress the R-T growth rate. The boundary of the integrals in our study is set at 150 km,
where the recombination still has an impact on the growth rate. To facilitate a comprehensive assessment of our
equations across various experiments, we assume that recombination in the ionospheric F-region in the evening
sector is negligible. This simplification allows us to maximize the observed growth rate and better identify the
variations.

In our results, we have observed particularly rapid R-T growth rates occurring at altitudes ranging from 200 to
400 km in the post-sunset sector. These growth rates exhibit a strong dependence on both the PRE vertical drift
and solar activity, which are in a good agreement with the simulations utilizing Equation 37 using the TIEGCM
(Carter et al., 2014a, 2014b; Wu, 2015, 2017) and GAIA (Shinagawa et al., 2018) models. Several studies also
suggest that the PRE provides a preferred condition for the development of the R-T instability (C. S. Huang &
Hairston, 2015; Kil et al., 2009; Tsunoda et al., 2018). Concerning the R-T growth rates above 700 km at 284°E,
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which can be mapped to mid-latitude, we have discovered a contrasting feature of the solar activity effect
compared to the growth rates below 400 km. Interestingly, Su et al. (2006) found that the irregularity occurrences
in mid-latitude observed by ROCSAT-1 exhibit an inverse proportionality to solar activities within the range of
100180 sfu. Several studies also suggested that the mid-latitude EPBs are associated with the Perkins instability
(Perkins, 1973; Wang et al., 2019), not the R-T instability. Further investigation is required to explore the solar
activity dependency of R-T growth rate when the flux-tubes pass through the mid-latitude ionosphere.

The seasonal and longitudinal distribution of R-T growth rate simulations using the coupled WAM-IPE suc-
cessfully demonstrate a good agreement with previous satellite observations of EPBs and scintillations (e.g.,
Burke et al., 2004; Gentile et al., 2006; C. S. Huang et al., 2014; C. Y. Huang et al., 2022; Kil et al., 2009).
However, there are small differences in certain seasons and at certain longitudes in the comparisons, largely
associated with the F region zonal wind, as indicated in the simulations using TIEGCM (Wu, 2015). When
compared with other simulation results, it is apparent that the simulation using the modified electrodynamics
equations with WAM-IPE captures the morphological aspects of the R-T growth rate more reasonably and in
correspondence with the EPBs climatology. Compared to results in Wu (2015) using the TIEGCM, the WAM-
IPE results show variations of R-T growth rate within the longitudinal span of 0°~60°E around June solstice and
strong day-to-day variations in all longitudes. The limitation in reproducing observed day-to-day variability of R-
T growth rate in the TIEGCM can be attributed to the absence of day-to-day variation in perturbations from the
low atmosphere, resulting in a less pronounced day-to-day ionospheric variation (Zhou et al., 2021). However, the
growth rates calculated by WAM-IPE are fast between day 270-300 (October). The TIEGCM result around
September equinox coincides more closely with the EPBs distribution observed by DMSP. This can be attributed
to the strong PRE vertical drift observed in the WAM-IPE simulation during October (Figure 5b). When our
results are compared with the R-T growth rate using GAIA (Shinagawa et al., 2018), the GAIA results show
significant day-to-day variability; however, increased GAIA growth rate is not very clearly observed in the
Atlantic region. This likely results from GAIA's utilization of a tilted dipole model, which significantly differs
from the real magnetic field configuration in that specific region.

A term analysis is further carried out to investigate contributions of each component in Equation 36 to the R-T

growth rate. The complete equations for the term analysis are denoted as Zf.o E, + KXDF - Zfo E,, Zfo E,, KXDF ,
0

and Zfo E, in Figures 6 and 7. Note that a negative value of ):fo E, has a positive contribution to the R-T growth
rate. The R-T growth rates at 284°E driven by various terms in Equation 36 are shown in Figures 6a—6d. The
simulation conditions are the same as those in Figure 1. The negative values have been retained in the plots to
demonstrate parameters that may suppress the generation of R-T growth rates. The results show that the qu E,
term controls the growth rate, whereas the contributions from the other two terms are minimal. This emphasizes
significant differences between local and integrated theory of R-T instability. Kelley et al. (1979) compared the
local theory of R-T growth rates of the gravitational and electric field-driven processes and found that for a
0.5 mV/m eastward electric field, the two sources of instability are equal at an altitude of 375 km. Below 375 km,
the eastward electric field dominates, whereas above this altitude, the gravitational term dominates, exhibiting an
exponential increase with altitude. Zargham and Seyler (1989) also suggested that when both gravity and electric
field are included in the local theory of R-T instability, the growth rate in the collisional regime is determined by
the electric field, while the growth rate in the inertial regime depends on the gravitational field. Defining the
boundary between the collisional regime and inertial regime is approximately at around 500 km (Huba
et al., 1985). Although, the Kf F after 21 LT tends to increase with increasing altitude between 400 and 600 km, it
does not dominate the growth rate in the nighttime as that based on the local theory. Haerendel (1973) and
Sultan (1996) suggested that the altitude of the collisional/inertial regime boundary is increased for flux tube
theory due to the limitation value of flux tube integrated collision frequency above a certain altitude. This in-
dicates that in the equatorial region, the integrated theory of R-T instability is dominated by the electric field and
does not transition to being controlled by gravity with increases in altitude.

Figures 7a—7d reveals the longitudinal variation of the maximum growth rate between apex altitudes of 200 and
400 km driven by various parameters in Equation 36 on the two equinoxes (20 March and 20 September) and the
two solstices (20 June and 20 December) of 2013. It is obvious that the main contribution to the R-T growth rate
comes from the Zfo E,, term at almost all longitudes throughout all these seasons, and the trends of the four

quantities at the March and September equinoxes are quite similar. However, KfUF predominates in the growth rate
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Figure 6. The Rayleigh-Taylor growth rate at 284°E driven by (a) =] E, + K" - > E
Xo

i v,> (B) Zﬁo E,. (c) KQ)F, and (d) Zfo E, in the parentheses of Equation 36 on 20

March. The F,,; and the Kp retain the same values as those in Figure 1. Note that the top scales in (c) and (d) are different from that in (a) and (b).

within the longitude range of 75°E~105°E (Figure 7b). This could be due to a strong downward drift in that region
in the evening sector, leading to enhanced recombination and resulting in lower ion densities as well as lower
conductivities (Kil et al., 2009; Kil & Oh, 2011; Wu, 2015). The effect of Zf” E,, at the June solstice is lowest

compared to that in other seasons at most longitudes. Previous study has shown that the PRE signature and
eastward zonal drift are considered to be weakest in the June solstice compared to that in other seasons at
Jicamarca longitude (e.g., Fejer et al., 1999; Fesen et al., 2000; Scherliess & Fejer, 1999; Smith et al., 2016).
However, the seasonal pattern of PRE is different at different longitudes (Abdu et al., 1981; Batista et al., 1986;
Fejer et al., 2008), which can also be found in Figure 5b. Further examination is needed to explore the relationship
among the Efo E,, and the PRE at all longitudes. Interestingly, the growth rate driven by Kf“F appears to be greater
al,df

at the June solstice than in other seasons. Since the lower boundary of the integrals is 150 km, the -5

u,, term will

o

be greater than the (0}, - M) u,, term, which suggests that the meridional wind component might

significantly impact the dynamo term. However, T. Maruyama (1988) suggests that the meridional wind enhances
the field-line integrated Pedersen conductivity but reduces the growth rate of the generalized R-T instability.
Zalesak and Huba (1991) also found that the instability can be completely stabilized for a sufficiently strong
meridional wind. Conversely, Devasia et al. (2002) and Jyoti et al. (2004) found that under certain circumstances
equatorward neutral winds appeared to be needed for ESF to develop. If the meridional wind dynamo becomes
crucial during the solstice seasons, a similar phenomenon should be observed at the December solstice; however,
this is not evident in our results. Further research is needed to investigate the relationship between the
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Figure 7. Maximum Rayleigh-Taylor (R-T) growth rate observed between 200 and 400 km at different longitude during the time span from 1800 local time (LT) to 2400
LT on (a) 20 March, (b) 20 June, (c) 20 September, and (d) 20 December. The black solid lines, red dashed lines, green dashed lines, and blue dotted lines represent the
R-T growth rate driven by various parameters in Equation 36. The F |, and the Kp remain consistent with those in Figure 1.

thermospheric wind and R-T instability. In term of the contribution of Zfo E,, it exhibits a minor impact on the
growth rate, most notably around 330°E at the two equinoxes and the December solstice, as well as within the

longitude region between 150°E~330°E at the June solstice.

6. Conclusion and Future Work

We propose a new expression for calculating the linear R-T instability based on the flux-tube integrated theory,
and subsequently validate this expression using the coupled WAM-IPE model. Compared to the expression
proposed by Sultan (1996), the expression in this study incorporates the modified equations of electrodynamics
due to the distortions of geomagnetic field. Through the mapping of the field-line-integrated calculations onto the
Modified Magnetic Apex coordinate system, the electrodynamic equations can be expressed in two dimensions in
magnetic latitude and longitude, and have been easily integrated into WAM-IPE for the convenient estimation of
the R-T growth rate.

In this study, some assumptions were made to simplify the calculations. First, the loss term is neglected because
the integration boundary starts at 150 km. Although in the lower F region, the loss process does have some
influence on the recombination rate and the growth rate, eliminating this term facilitates our observation of the
similarities between the variations of R-T instability growth rate and the vertical drift. The second assumption is
that electric field perturbations are confined to the zonal direction, so that ion density perturbations are produced

only by meridional E X B drifts. This allows us to calculate growth rates independently at each apex altitude,
which corresponds to the treatments of many earlier studies (e.g., Kelley, 2009; Ossakow, 1981; Sultan, 1996;
Zalesak & Ossakow, 1982). The third assumption is that effects of Hall conductance can be neglected. If night-
time E region ion densities are large enough, the effects of Hall conductance on the perturbation electric field
could be significant, but inclusion of Hall conductivity would greatly complicate the theoretical analysis. It should

be considered in future studies. The fourth assumption confines the scope of our study to the perturbations in the F
- —

EXB()

region. Ion velocities in the E region do not follow the =
0

velocity, and so Equations 12, 14, and 17 are not
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applicable there. Our assumption is valid if the E region contributions to perturbations of field-line-integrated
conductivities are negligible. The analysis is therefore valid only if perturbation of the nighttime E region
Pedersen and Hall conductivities are sufficiently small, which allows us to simplify Equation 29. The last sig-
nificant assumption is that the electron density changes by the same fraction at all points along a field line above
150 km. This allows the approximation of the fractional perturbations of dynamo current and Pedersen
conductance to be similar to that of field-line integrated ion content since the Pedersen conductivity is propor-
tional to the electron density in the F region. Consequently, the perturbations of the dynamo current and the
Pedersen conductance can be simplified.

Investigations of diurnal variations, dependencies on PRE vertical drift, and responses to solar activity are carried
out. The seasonal and longitudinal variation during 2013 of R-T growth rate have been investigated. While the
distributions and variations differ slightly from other simulation, the morphology of growth rate in this study
aligns more closely with the in-situ measurement of EPBs and with scintillations observed by satellites during
similar solar activity periods. In addition, we also compared the contributions of various parameters in the
expression to the growth rate, which shows that the qu E,, term always dominates the growth rate. These results
agree well with previous studies, which suggests our expression for calculating R-T instability growth rates using
the coupled WAM-IPE model is valid and appropriate.

Additionally, our results show that the simulation varies with the day-to-day variation of ionospheric structure.
This suggests that using our expression in conjunction with WAM-IPE is suitable for studying the day-to-day
variability of the R-T growth rate. The free run WAM-IPE cannot perfectly reproduce the real ionosphere
structure; thus, it may not accurately capture the condition leading to R-T instability and the EPB occurrence.
However, we will aim to incorporate this expression into the operational WAM-IPE, which will enable the
exploration of the connection between R-T instability growth rate and the EPB occurrence/scintillations. The
ability of operational WAM-IPE to forecast ionospheric and thermospheric conditions 2 days in advance even
offers great potential for establishing alerts and warnings for the formation of EPBs in the future.

Appendix A: Investigation of Assumption

According to Equation 29, the main causal mechanism of R-T instability is the perturbation electric field in x
direction, which causes the F region ions and electrons in a flux tube all to move with respect to apex height (/).
Therefore, the changes of the ion density (n) due to the electric field perturbation are associated with the
movements, so that,

7 dl’l
=—Hh, Al
n ( dhA) " (A1)

In the F region, where the ion-neutral collision frequency v; is small in comparison with the ion gyrofrequency w;,
the Pedersen conductance above 150 km can be written as,

NUSO) 42 N(150) 4.2
;:/ %im;/‘ nlhh g (A2)
S(150) D sasoy Bw; D

where e is ion charge, v; is ion collision frequency, and w; is ion gyrofrequency. The perturbation in X, then can be
described as follows,

N(150) 42
g:/ Rl R WYPR (A3)
S(150) dhA B ; D

Similarly, the perturbations of the field-line-integrated ion content 5 and dynamo current density K” can be
expressed as follows,

NOSO) g g
n =/ —— —hjds (A4)
sais0) dha B 4
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d - -
n nye; - g

dn , A5
dh, BB hi|ds (AS)

o' NSO g e v, & dn e v; dy - d,
K. =B, cos) — = L s, + oy — 2 h u, +
X ey mﬁ(lso) dhA B w; D Ate, H A | e,

The Expressions A3-AS5 are similar to the expressions for unprimed X, 5, and K2, respectively, except that
Equations A3—AS have replaced # in the integrals by (5%) hj, where hy is a constant along the field line. If jT’i

varies along the field line in a similar manner as n, then the fractional perturbations in Equation 33 will all be
similar. To test whether they are similar, the altitude change between apex points was used to calculate the
fractional perturbations show in Figure Al.
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