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domain, such as Fourier telescopy [24,25] and the CHIRPT
method [26]. An in-depth discussion of optical sparse aperture
techniques can be found in [23]. Sparse aperture imaging with
integrated photonics has been discussed [27] and demonstrated
[28] using this multi-baseline receiver architecture.

We build on these sparse-array interferometric receiver con-
cepts using an alternative approach based on illuminating the
target with multiple baselines to create a non-redundant set of
moving fringes, in particular using OPAs to generate the illumi-
nation and collect the back-scattered light. This illumination
technique, previously proposed in the bulk optics domain in
the context of microscopy [29], is referred to as Fourier-basis
agile structured illumination and sensing (F -BASIS). Encoding
each fringe pattern onto a unique RF tone [30] allows for the
simultaneous illumination with all fringes generated by pair-
wise interference for fast image acquisition of a sparse subset of
a target’s Fourier domain representation. In addition to the fast
image acquisition capability, F -BASIS is compatible with a set
of self-calibration algorithms developed for radio astronomy
[31,32] which are capable of correcting for unknown emitter
phases. These unknown phases are the Achilles’ heel of, and a
major challenge to, the practical scaling of current OPA demon-
strations to large apertures comprised of arrays of OPAs. These
self-calibration algorithms do not require a “guiding star,” or
additional calibration circuitry, using only the measured return
signals to correct for the unknown phases of each emitter. Even
in the absence of phase errors, these algorithms can iteratively
improve the image reconstruction by filling in unmeasured
Fourier coefficients that help fulfill a priori image constraints
[32]. This active imaging technique is therefore robust to phase
errors and includes self-correcting capabilities, taking full
advantage of advanced calibration algorithms to maximize the
OPA imaging performance.

In this work, we use a 1D sparse array of OPAs as an agile
illumination source for a proof-of-concept ofF -BASIS imaging
that could be extended to a larger sparse, non-redundant 2D
array of transmit tiles for a practical lidar imaging aperture.
The OPAs are passive 2D wavelength-steered serpentine OPAs
(SOPAs) demonstrated previously [17,33]. We present the

general F -BASIS scheme and develop a version applicable to
both single-OPA and arrayed-OPA (tiled aperture) imaging.
Implementing F -BASIS with OPAs is discussed, as well as
details on the particular OPA design used in this work. We
demonstrate image reconstruction of a delta-function 1D target
(narrow opaque strip) using six OPAs composing an 11-baseline
F -BASIS interferometric illumination system with simple
incoherent detection. Experiments show that the strip target,
which cannot be resolved by a single OPA, is approximately
resolved by the F -BASIS approach to demonstrate an 11×
resolution enhancement over a single OPA. This first demon-
stration of multi-OPA imaging shows the potential for OPAs to
benefit from the techniques of active computational imaging, as
well as the suitability of OPAs as illumination sources in a new
generation of imaging technologies.

2. FOURIER-BASIS IMAGING

We first introduce the envisioned imaging system utilizing
a hierarchical active imaging scheme with a “tiled aperture”
[17,34] composed of an array of OPAs. A single OPA can
address a 2D array of spots using traditional beam-steering,
as shown in Fig. 1(a). Utilizing an array of such OPAs to form
a tiled aperture, a higher resolution can be achieved by emit-
ting from multiple OPAs simultaneously. We propose a novel
bi-static scheme, utilizing separate transmitters and receivers,
where both transmit and receive apertures are interleaved into
the same aperture area [Fig. 1(b), top].

In this scheme, an N2 array of OPAs includes both transmit
and receive elements, where O(N) OPAs emit simultaneously
to illuminate the target and O(N2) OPAs are used as receivers.
The incorporation of a bi-static architecture into a single aper-
ture allows for compact packing and efficient use of chip (and
aperture) footprint. The pairwise interference of transmitter
OPAs projects fringe patterns onto the target with periodicity
and orientation determined by the spatial separation of each pair
within the transmit array [Fig. 1(b), bottom] allowingF -BASIS
imaging of the target within the spot projected onto the target by
a single OPA. The first demonstration of such sub-spot imaging
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Fig. 1. Hierarchical imaging with arrays of phased arrays. (a) A single phased array addresses a large FOV with low resolution using traditional
beam-steering (here, with wavelength denoted by the red, green, and blue beams/spots). A composite aperture, which we term a “tiled aperture,”
composed of multiple such OPAs (in this case in a T-shape) transmitting simultaneously can increase both the resolution and collected power. The
increased resolution afforded by F -BASIS is denoted by the green effective spot; the instantaneous FOV is denoted by a dashed line and corresponds
to the spot size of a single OPA. (b) Transceiver scheme where a bi-static aperture (separate transmit and receiver optics) is implemented with a single
array. A T-shaped subset of the OPAs transmit (gold, solid outline) and interfere pairwise to sample the target in the Fourier domain (bottom). The
remaining OPAs in the array are used as receivers (orange, dashed outline). (c) Hierarchical imaging scheme combining raster scanning for a large
FOV (top) and “super-resolved” imaging within a single raster scan spot (bottom) using theF -BASIS scheme described in this paper.
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Fig. 2. F -BASIS concept with an example 3 transmitter (TX)/1 receiver (RX) OPA array. (a) Simultaneous illumination of the target with all
OPAs, with non-redundant spacing in both spatial and frequency domains, creates moving fringes on the target (red, green, blue). Each fringe pattern
has a unique spatial and temporal frequency (K i ↔ �i ). (b) Image reconstruction approach: (i) the detected intensity simultaneously measures the
amplitude and phase of every beat note; (ii) a temporal Fourier transform enables all these beat notes to be separated; (iii) the spatio-spectral mapping,
K i ↔ �i , determines which “pixels” in the Fourier domain to populate with the measured complex amplitudes; (iv) an inverse spatial Fourier trans-
form, or appropriate algorithm, reconstructs the real-space target image.

is the subject of this paper. The increased resolution afforded by
F -BASIS is part of the overall (hierarchical) imaging scheme
which benefits from the large FOV provided by an individual
OPA [Fig. 1(c), top] while simultaneously offering high reso-
lution using F -BASIS [Fig. 1(c), bottom]. This hierarchical
approach is compatible with foveated (region of interest) imag-
ing, where increased resolution is only obtained in the desired
location(s), allowing for precious photons and processing power
to be spent in the most efficient manner possible. While this
hierarchical approach provides our overarching scheme for
imaging with an array-of-arrays, we focus in this paper on reso-
lution enhancement using F -BASIS within the spot of a single
OPA. Additional discussion on the hierarchical imaging scheme
can be found in Supplement 1.

Resolution enhancement is presented in Fig. 2 with a simple
example architecture. Here, all OPAs emit to the same angle
coherently such that their spots overlap in the far field. For
wavelength-steered OPAs such as the SOPAs used in this paper,
this corresponds to all OPAs emitting at the same wavelength.
The system is shown in Fig. 2(a) where a minimal, 1D non-
redundant array [35] with three transmitters (TX) projects a set
of three unique fringe patterns (baselines, in radio astronomy
parlance) onto a target in the far field. For larger arrays of N
transmitters, the number of pairwise interferometric fringes
grows quadratically with N and up to N(N − 1)/2 unique
fringe patterns can be obtained using a non-redundant array.
A receiver (RX) collects back-scattered light from the target for
detection. In a larger N × N array, multiple RX OPAs can be
used to increase power collection within the same array foot-
print, but do not otherwise affect system performance. Notably,
multiple RX OPAs, each coupled to a separate detector which
are then current-summed, can result in increased power with-
out speckle loss associated with coherent detection (see [17],
Supplement 1).

The four-element array spaced with period d has three non-
redundant “slots” ([0, 1, 3] × d ) populated with TX OPAs

and one slot ([2] × d ) with a single RX OPA. Each TX OPA
is shifted in temporal frequency relative to the input laser by a
non-redundant shift ([0, 1, 3] × �0) chosen so that the differ-
ence frequency for each pair is unique, making a non-redundant
array in the frequency domain as well. For 2D sparse spatially
non-redundant arrays, the mapping of RF frequencies to spatial
frequencies is more complex than the demonstrative 1:1 map-
ping in this example. Each pair of TX OPAs projects a moving
fringe pattern onto the target, and the use of non-redundant
spatial and spectral spacings ensures each fringe pattern has
a unique spatial frequency and temporal beat frequency. For
example, the OPAs at locations [0,1] create a fringe pattern
with a spatial periodicity K0 = 2πd/λz and beat frequency �0

(red). The other TX OPA pairings create similarly unique fringe
patterns: [1,3] creates a spatial periodicity 2K0 at 2�0 (green)
and [0, 3] creates a spatial periodicity 3K0 at 3�0 (blue). All
fringe patterns scroll across the target at a velocity vi = �i/K i .
The spatial and frequency spacings shown for this example
are only a small subset of many potential array choices, which
might be non-redundant (all spatial and temporal frequencies
are unique) or “semi-redundant” (containing some number of
redundant frequencies in spatial and/or spectral domains). See
Supplement 1 for additional discussion. An example integrated
photonic implementation of this system would use a single
laser, split equally three ways to the TX OPAs. The TX OPAs
would each be preceded by a single-sideband suppressed carrier
modulator operating at [0, 1, 3] × �0 to impart the necessary
frequency shift.

The target intensity back-scatter reflectivity profile can be
decomposed into spatial frequencies in the Fourier domain
(corresponding to a spatial Fourier transform), forming an
equivalent Fourier-space representation of the target. If suf-
ficient samples of the complex Fourier-space representation
can be obtained, the real-space image can be reconstructed by a
simple Fourier transform in the ideal case, and by an appropriate
reconstruction algorithm in the realistic usage case [32,36].
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The F -BASIS approach interrogates individual spatial
frequencies of the target’s Fourier-space representation using
the projected, moving fringe patterns. Each fringe pattern
creates a back-scattered return that “blinks” at its unique beat
frequency. The amplitude and phase of this blinking encode
the amplitude and phase of the corresponding complex spatial
Fourier component of the target’s intensity reflectivity profile.
Since each spatial frequency is tagged with a unique temporal
frequency, all fringe patterns can be simultaneously projected
onto the target. The RX OPA collects this back-scattered light
and uses a high-speed detector to resolve all of the difference
frequency beat notes [Fig. 2(bi)]. The amplitudes and phases
of the beat notes are extracted using a temporal Fourier trans-
form [Fig. 2(bii)] from which complex samples are taken at the
beat note peaks and used to populate samples of the objects
spatial frequency representation with appropriate Hermitian
symmetry [Fig. 2(biii)]. An inverse spatial Fourier transform, or
reconstruction algorithm [36], then generates a real-space image
of the reflectivity profile of the illuminated spot [Fig. 2(biv)].

The general case, an array with N non-redundantly spaced
emitters in 2D, projects N(N − 1)/2 unique fringe patterns
onto the target. Such non-redundant arrays are thereby able
to sample images with a large number of degrees of freedom as
compared to a fully packed transmitter array using, e.g., raster
scanning [3]. For sparse arrays, the number of emitters N

needed to obtain an M pixel image scales as N ∝
√

M whereas
fully populated arrays scale as N ∝ M, highlighting the advan-
tage of increased resolution using sparse aperture imaging
techniques with a minimum possible number of transmitters.
Notably, the achievable resolution is identical to that obtained
by a fully populated aperture of the same size—an array of width
W can resolve a far-field target down to λz/W—and the full
OPA FOV can be utilized. For additional details on the reso-
lution and FOV, see Supplement 1. Sparse aperture imaging
in the Fourier domain thereby reduces the number of elements
which must be controlled beyond what can be achieved by fully
populated arrays and real-space imaging systems, without com-
promising the resolution, as well as simplifying chip layout [11].
For large arrays with thousands or even millions of elements,
control complexity may become the limiting factor on aperture
size. In this case, spare aperture techniques can achieve signifi-
cantly higher resolution and much larger apertures than fully
populated aperture approaches.

A key distinction can be made between the active Fourier-
basis illumination technique proposed here and the common
passive reception-based techniques such as synthesis imaging in
radio astronomy or a recent integrated photonic demonstration
[28]. While much of the analysis is identical because transmis-
sion and reception are entirely equivalent in reciprocal systems,
active illumination is preferable in two key aspects. First, actively
illuminated targets can benefit from higher signals as well as
background suppression using a bandpass filter. Second, active
illumination allows for the extraction of additional information
about the target, in particular lidar ranging and velocimetry
[37]. While we do not discuss the application of F -BASIS to
ranging in this work, the ability to extract range information
(3D imaging) using this technique [37] is a key motivation for
its adoption over passive imaging.

A key practical advantage of F -BASIS as applied to OPAs
is the ability to obtain diffraction-limited image quality with-
out first cohering the phases of all the emitters. This is in stark
contrast to the standard OPA imaging approach, raster scan
imaging, in which all elements must have exact phase align-
ment to form a diffraction-limited spot on the target. This
is an Achilles’ heel and major unsolved problem for scaling
integrated photonic OPA-based approaches to large apertures.
F -BASIS can correct for the unknown phases of each emitter
post-measurement with a self-calibration algorithm [31,32]
so long as the unknown phases remain constant within a single
imaging “shot”. The self-calibration algorithm requires mini-
mal redundancy in the array to be cohered in order to function,
and therefore is not compatible with conventional dense 2D
arrays of elements.

3. THEORY OF F-BASIS WITH OPAs

In this section, we derive the basic equations needed to analyze
the F -BASIS approach within the context of long-distance
imaging using a 2D array of emitters. An in-depth derivation
and analysis of F -BASIS, initially conceived in the context of
microscopy, can be found in [29,38].

As mentioned in Section 2, this paper does not focus on
implementing F -BASIS in a single OPA, but rather as a “tiled
aperture” comprising an array of OPA “tiles”. In this modality,
we use a two-level hierarchy of imaging: imaging with a large
FOV uses a raster scan approach where each OPA tile steers in
two dimensions (raster scans) to a spot [Fig. 1(c), top]; within
the spot cast by a single tile, the second imaging level occurs
in the form of F -BASIS [Fig. 2(c), bottom] when enhanced
resolution within the single-tile spot is desired. By stitching
these F -BASIS images (one per raster scan spot) together, a
composite image is formed with both the large FOV of a single
OPA tile and the high resolution afforded by the full size of the
tiled aperture. The analysis followed here is equally applicable
to a single OPA composed of an array of emitters, in which the
single OPA forgoes raster scanning entirely and images solely
usingF -BASIS.

We consider the case of a 2D emitter array where each emitter
has a unique frequency shift generated by, e.g., a single-sideband
suppressed carrier (SSB-SC) modulator. The simplest case is
to only “turn on” one pair of emitters, each with its unique
frequency, which generates a single moving spatial fringe pattern
in the far field. The derivation follows this simple case, and the
general result with simultaneous illumination with all fringe
patterns from a sparse non-redundant array follows directly.

We assume a rectangular grid of emitters where the field at
the chip surface can be modeled as a rectangular window with
constant phase and amplitude. The excited field in the OPA
plane can then be written as

UA(ErT , t; z = 0) =
[

rect

( ErT · x̂

wx

)

rect

( ErT · ŷ

wy

)]

∗ [δ
(

ErT − ErT1

)

e jω1t + δ
(

ErT − ErT2

)

e jω2t ] + c.c.,

(1)

where ErT = (x , y ), each beam-steering OPA tile emitter has
size wx × wy , and two emitters are excited at aperture-plane
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locations ErT1 = (x1, y1) and ErT2 = (x2, y2) with corresponding
frequencies ω1 ≡ ω0 + �1 and ω2 ≡ ω0 + �2 for an input
optical carrier at ω0. For constant pitch arrays, these loca-
tions can be replaced with integer coordinates (mi , ni ) and
corresponding pitches 3x , 3y such as ErTi = (mi3x , ni3y ).

The incident field on the target plane in the far field of the
OPA array, using the Fraunhofer approximation, is

UFF(ErT , t; z) = e− jπr 2/λzsinc

(

wx ErT · x̂

λz

)

sinc

(

wy ErT · ŷ

λz

)

·
(

e− j [ EK1·ErT−ω1t] + e− j [ EK2·ErT−ω2t]) + c.c.,

(2)

where we have defined EK i ≡ 2πErTi/λz and λ = λ0/n is the
effective wavelength in the propagation medium. This coherent
illumination profile multiplies by the target intensity reflec-
tivity profile R(ErT) and back-scatters a time-varying intensity
distribution, which at the target can be represented as

IR(ErT , t; z) = R(ErT)sinc2

(

wx ErT · x̂

λz

)

sinc2

(

wy ErT · ŷ

λz

)

· (1 + cos[1 EK · ErT − 1�t]), (3)

where we have defined 1 EK = EK1 − EK2 and 1� = �1 − �2.
A rough target surface will cause this to be scattered in all direc-
tions and propagate back to the receiver, producing a blinking
speckle field with speckle correlation length 3(x/wx , y/wy )

(where 3 here denotes the unit width triangle function).
The detected current iD generated by the back-scattered

light, collected by a standard incoherent detector, is directly
proportional to the intensity on the illuminated target:
iD(t) ∝

∫∫

IR dErT , see Supplement 1 for a more detailed
derivation. The detection, and corresponding integration over
the incident field, is most easily evaluated in the Fourier domain
by taking the DC component of the spatial Fourier spectrum:
∫∫ ∞

−∞ f (ErT)dErT =F{ f (ErT)} EK =(0,0). We can therefore benefit
from writing the detected current in the spatial Fourier domain,
dropping scaling factors, as

iD(t) =F{F−1{IR( EK )}} EK =(0,0), (4)

where the Fourier transform of the reflected intensity is denoted

byIR( EK ) =F{IR(ErT)}.
We now define a windowed reflectivity function, which com-

bines the sinc beam projected by a single emitter onto the target
and the target’s reflectivity, as

R ′(ErT; z) = R(ErT)sinc2

(

wx ErT · x̂

λz

)

sinc2

(

wy ErT · ŷ

λz

)

, (5)

with Fourier transform representation R
′( EK ) =F{R ′(ErT)}.

Noting that the combination of a Fourier transform and an
inverse Fourier transform (FF

−1) is the identity operation, we
can evaluate the detector current as

iD(t) =R
′(0, 0) + A cos(1�t + φ),

A = |R′(1 EK )|,

φ = arg[R′(1 EK )], (6)

where we have restricted the target intensity reflectivity to be a

real function. We therefore see that the amplitude and phase of

the temporal sinusoid component carry the spatial frequency

information of the windowed target, tagged with the beat

frequency.

This technique captures 2D image information in the Fourier

domain using the spatial periodicity of the fringes. Notably, the

same concept can be applied for 3D imaging (lidar ranging)

[37]. This 3D F -BASIS utilizes the tilt of the 2D fringe pattern

along the range dimension to measure Fourier components in

all three dimensions and correspondingly reconstructs a 3D,

range-resolved image. See [37] for further details.

4. DEMONSTRATION OF F-BASIS IMAGING

WITH OPAs

In this paper, we demonstrate integrated photonic F -BASIS

imaging for the first time to our knowledge. We use a tiled aper-

ture and an array of OPAs, and reconstruct a “super-resolved”

1D image entirely within the spot of a single OPA tile. Notably,

the resolution obtained by the F -BASIS is not higher than that

allowed by the diffraction limit of the entire array of OPAs,

but can be substantially better than the diffraction limit of a

single OPA tile. We fabricated a 2D L-shaped array of OPAs on

a single 9 × 5 mm2 silicon photonic chip, shown in Fig. 3(a).

A single OPA tile is shown in Fig. 3(b). We only use a 1D

sparse sub-array for this experiment, which generates a set of

11 fringe patterns. Scrolling these fringe patterns across the

target creates a time-varying signal at the detector which has an

amplitude and phase corresponding to a spatial frequency of the

target as described in Section 3, and the image is reconstructed

from the light scattered by the target, encoded by these spatial

frequencies.

A. Imaging System Implementation

The F -BASIS imaging system consists of a 12 × 1 array of

1 × 0.5 mm2 OPA tiles of which the populated locations (in the

context of this experiment) are (0, 1, 4, 7, 9, 11), highlighted

in Fig. 3(a). The non-populated locations are used for other

designs on the chip, but could equally well be used as receiver

locations for same-chip imaging. This array layout can access

all 11 possible fringe patterns, but does so at the cost of a small

amount of redundancy (e.g., the fringe pattern created by 7 and

9 is redundant with that of 9 and 11).

For the purposes of this experiment, we demonstrate F -

BASIS imaging within the spot of a single SOPA at broadside.

This sub-spot imaging procedure can then be performed for

any spot within the FOV by raster scanning. These sub-spot

images can be stitched together to form a super-resolved image

encompassing the entire FOV of a single OPA. As discussed

in Supplement 1, there are some simple corrections needed at

different steering angles in order to utilize F -BASIS at arbitrary

angles. Here, we demonstrate image reconstruction for a single

raster scan spot for simplicity.
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Fig. 3. Fabricated multi-OPA aperture with details on component OPAs. (a) Integrated photonic chip with the (identical) SOPAs composing
the sparse tiled aperture highlighted in gold. (b) Microscope image of a single SOPA from the tiled aperture. (c) Rendering of the adiabatic bends.
(d) Rendering of adiabatic tapers. (e) Rendering of silicon nitride gratings above the silicon layer. (f ) Grating cross-section denoting the waveguide
width and with excited lowest-order optical mode overlaid. Separation between waveguide and grating teeth is not to scale. (g) Process layer stack
with device layer thicknesses and grating period denoted. (h) Wavelength steering along a grating; gold bar in inset denotes cross-section location.
(i) Wavelength steering orthogonal to the gratings; gold bar in inset denotes cross-section location.

B. Serpentine OPA

We use a serpentine OPA (SOPA) tile design which was devel-
oped recently within our group [17,33]. The SOPA is a passive
OPA that uses serial interconnection of grating rows to raster
scan in 2D using laser wavelength tuning alone. The SOPAs
used in the F -BASIS imaging system are an updated design
relative to our first demonstration in [17], and one of the six
identical SOPAs used here is shown in Fig. 3(b). This design has
a 900 µm long grating waveguide, 48 such grating waveguide
rows, an 8 µm grating-to-grating pitch, 4.5 µm wide gratings,
and 1.5 µm wide flyback waveguides. Renderings of the Euler
bends, adiabatic tapers, and nitride overclad gratings compris-
ing the SOPA are shown in Figs. 3(c)–3(e), respectively. The
wide waveguides and fundamental mode excitation minimize
propagation losses and undesired grating lobes [see Fig. 3(f )];
a 515 nm grating tooth pitch is used to emit vertically at a
wavelength of 1450 nm so as to avoid back-reflections in the
1450–1650 nm scan range. Relevant features of the layer stack,
including device layer thickness, are shown in Fig. 3(g).

The key OPA functionality of the SOPA design is the use
of wavelength to control the beam emission angle along both
dimensions. Like many recent OPA designs, the long gratings
provide wavelength steering along the grating dimension due to
the inherent dispersion. Large shifts in wavelength (∼40 GHz,
∼0.3 nm) change the beam emission angle by one resolvable
spot along this dimension [Fig. 3(h)]. Wavelength steering along
the orthogonal dimension is accomplished using a serpentine
delay line in conjunction with weak gratings, which routes the
output of one grating to the input of the adjacent grating. This
structure creates the same wavelength-dependent emission
angle as an arrayed waveguide grating (AWG) input such as in
[2], while avoiding the additional space occupied by the multi-
ple delay line inputs. The long delay between grating inputs

results in only small wavelength shifts (∼1.5 GHz, ∼0.01 nm)
changing the beam emission angle along this row-to-row dimen-
sion by one resolvable spot [Fig. 3(i)]. The combination of the
serpentine structure with weak, long gratings therefore allows
the SOPA to beam-steer in 2D using only wavelength tuning.
For further details, see [17]. We have previously demonstrated
the basic functionalities of a tiled aperture composed of SOPAs
using simultaneous coherent emission from two tiles [17,34] as
well as simultaneous transmit/receive using a pair of these SOPA
tiles [39].

C. Experimental Setup

Our experimental setup is shown in Fig. 4. The test chip is
attached to a TEC (thermoelectric cooler) to maintain a con-
stant 22.5 ◦C temperature and avoid long-term angular drift
of the beam with temperature. In our setup, two SOPA tiles are
addressed at a time using a fiber-coupled wavelength-tunable
laser operated at 1550 nm, which is passed through a 50:50 split-
ter and routed to a fiber V-groove coupler. At this wavelength,
the SOPAs emit at approximately −18◦ relative to chip-normal,
and a mirror is used to reflect the beams into the plane of the
chip.

In order to generate moving fringes, after the splitter, one
arm is phase-modulated with a linear ramp to create a small
(∼10 Hz) frequency shift 1� between the two arms as
discussed in Section 3. The other arm of the splitter is not
modulated. As both SOPAs are operated at effectively the
same wavelength, their illumination patterns overlap in the
far field, creating the slowly moving fringe pattern projected
onto the target. In order to generate all the desired fringe pairs,
we connect the reference and phase-modulated arms to the
corresponding channels of the V-groove (which can in principle
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Fig. 4. Experimental setup for demonstration of 1DF -BASIS with
a tiled aperture of SOPAs. A laser is split into two channels, where one
channel is modulated by a phase-shifter. Both channels then enter into
the F -BASIS chips via a V-groove array where, by connecting each
channel’s fiber to a specific V-groove input, all SOPAs within the sparse
array can be addressed. Due to equipment limitations, only two SOPAs
are addressed at a time. A thermo-electric cooler is used to stabilize the
chip temperature such that all tiles emit to the same far-field spot for
the same input wavelength. Interference fringes are projected onto a
far-field target (a single opaque line) using a Fourier lens to access the
far field. A camera which images the target plane from behind captures
the transmitted light and is used both for phase calibration and as a
bucket detector by integrating over all camera pixels. Inset: image
of sparse SOPA array (top) and the array autocorrelation (bottom)
showing that it samples all spatial frequencies, although with some
minimal redundancy. FT, Fourier transform; TEC, thermoelectric
cooler.

address all SOPA tiles in the sparse array simultaneously). This
experimental limitation, that all SOPAs do not emit simultane-
ously, introduces changing emitter phases during the imaging
operation. As mentioned in Section 2, changing emitter phases
during the imaging operation unfortunately prevents demon-
stration of a self-calibration to compensate for unknown emitter
phases with this proof-of-principle implementation.

The highest spatial frequency, where the SOPAs are separated
by ∼4.5 mm, has a far-field cross-over which is larger than 9 m.
This distance is too great to achieve in our lab so the Fourier
plane of a lens is used to replicate the far-field condition. We
use an IR camera and lens to image the far-field target plane.
As a target, we used an opaque wire approximately 100 µm in
diameter suspended vertically between two clamps so that the
transmitted light can be captured by the camera. The target is
used along with an IR camera to provide an alignment mark
which allows for the random phase of each OPA pair to be
removed from the measurement. A time-series of camera frames
is captured for each measurement and the total intensity of each
frame is calculated digitally as an analog for the back-scattered
intensity which would be detected in an actual far-field imaging
experiment, the signal for the F -BASIS method. Using Eq. (6),
we extract the amplitude and phase of each Fourier component.

In the envisioned system, integrated SSB-SC frequency shift-
ers preceding each SOPA would generate the non-redundant
frequency array using a single seed laser. All TX SOPAs would
illuminate the target simultaneously and the back-scattered light

would be collected by one or more RX SOPAs, with unknown
TX phases corrected for in a post-measurement step using a
self-calibration algorithm. For this initial demonstration, which
does not have on-chip frequency shifters or a distribution net-
work, the core imaging functionality is demonstrated using a
separate detector in the far field to collect sufficient power and
correct phase errors pre-measurement. The far-field detector
captures the transmitted light rather than the back-scattered
light (like an idealF -BASIS system). Additionally, in this exper-
iment, only a pair of SOPAs transmit at a time, and the beam
power of each SOPA on the target is measured individually to
account for emission power variation. This setup is therefore an
experimental emulation of the full system.

D. Image Reconstruction Results

To reconstruct an image of the target, we sample each spatial
frequency of the target sequentially. First, we calibrate the phase
of each fringe pattern using the target as an alignment mark
[Fig. 5(a)]. In this demonstration, we do not use any phase-
recovery algorithms for image reconstruction, and therefore it
is essential that all fringes have a constant phase reference for
accurate image reconstruction. The fringe patterns at all 11
spatial frequencies are shown in Fig. 5(b) after phase calibra-
tion. The projected spot is not a perfect sinc due to phase errors
across the SOPA tiles, resulting in sidelobes along the horizontal
dimension. These sidelobes do not inhibit fringe formation,
but do result in cross-talk between adjacent spot images. The
periodicity, phase, and visibility of the generated fringes are all
of sufficient quality to reconstruct the line target demonstrated
here; improved spot quality (phase and power uniformity within
the projected spot) will be required for high-fidelity reconstruc-
tions of complex images in an actualF -BASIS SOPA tiled array
imaging system.

A phase ramp modulation is applied between the two arms,
causing the fringe to scroll across the target, in this case at only
a few Hz; the camera provides time-resolved imaging of this
scrolling [Fig. 5(c), top]. Digital integration over each frame
of the resulting movie yields an intensity measurement versus
time which provides an emulated signal (for this initial demon-
stration) which is directly proportional to the desired signal—a
bucket detector or RX SOPA capturing the time-varying back-
scattered intensity. A single period of the kx = 4K0 signal is
shown in Fig. 5(c), bottom, where the marked points corre-
spond to the intensity measured for each of the five example
camera frames as the fringe scrolls from left to right across the
camera. For each spatial frequency, the amplitude and phase of
this intensity signal is extracted and inserted as an appropriate
complex sample in the Fourier domain representation of the tar-
get [Fig. 5(d)]. Each spatial frequency measurement contributes
both a positive and negative frequency component, with appro-
priate conjugate phases, since the target’s intensity reflectivity is
being sampled (which is positive real). A real-space image recon-
struction is then obtained by a simple inverse Fourier transform
[Fig. 5(e)]. The line target, shown in red, is clearly not resolvable
by the spot of a single SOPA (green). However, the F -BASIS
imaging system is able to approximately resolve the line target
(blue) with a resolution 11× higher than a single SOPA using
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Fig. 5. Experimental demonstration of line target reconstruction using a sparse array of OPAs. (a) An alignment mark is used in the target plane
correct for the initially unknown phase of each emitter pair. (b) Images of calibrated phase for each emitter pair, showing all 11 spatial periods sampled
in this experiment. (c) Signal acquisition for a single spatial period (4K 0) after phase calibration. Phase modulation is applied to one SOPA to sweep
the fringes across the target, and the camera captures this fringe motion (five example images shown). Digital integration of the total intensity of each
camera frame yields a time-varying intensity (bottom) which is the F -BASIS signal. (d) This signal acquisition is performed for each unique spatial
frequency, building up a spatial Fourier domain representation of the target (blue, solid). The ground-truth of the target’s spatial Fourier distribution
is shown in red (dash-dot). (e) An inverse Fourier transform reconstructs an image (blue, solid) of the target (red, dash-dot), demonstrating 11× reso-
lution enhancement over the diffraction-limited spot of a single SOPA (green, dashed).

only six SOPAs tiles, whose arrangement spans an 11× wider
tiled aperture than the single tile width.

5. DISCUSSION AND CONCLUSION

As can be seen from the experimental demonstration, F -BASIS
is capable of significantly increased resolution compared to a
single SOPA tile. This enables the use of tiled arrays of OPAs
(like SOPAs) to scale to large apertures by drastically reduc-
ing the number of OPAs required to achieve the resolution
associated with a large composite aperture. This initial demon-
stration provides a first step towards achieving this goal, proving
the capability to image targets using an F -BASIS approach
with OPAs. Future work is needed to extend this capability,
including use of 2D sparse arrays, on-chip splitter trees, and
phase modulators, detection of back-scattered light with OPA
receivers, combination with ranging techniques for 3D image
reconstruction, and incorporation of the self-calibration algo-
rithm. Together, these extensions will significantly improve
the F -BASIS approach and, with the use of a self-calibration
algorithm, the presence of phase errors due to fabrication or
thermal variations can also be corrected using only the detected
back-scatter from the target without any cohering reference.
More importantly, we believe that this approach opens a path to
scaling integrated photonic coherent imagers to large (cm-scale)
apertures. The sensitivities of integrated photonics make direct

phase cohering of large apertures extremely difficult in terms
of complexity, power, and computing cost. Thus, approaches
like F -BASIS combined with self-calibration which alleviates
the phase-cohering issue could prove revolutionary for optical
imaging by leveraging the most scalable known technology,
CMOS, to large-aperture, integrated photonic imaging.

The main limitations of the results presented in this paper
are tied to the particular implementation of SOPAs used for
this demonstration, which do not achieve diffraction-limited
performance. The phase errors within each SOPA are a result
of the ∼10 cm path length folded up into the compact ser-
pentine combined with fabrication dimensional variations,
particularly in waveguide layer thicknesses that affect the fun-
damental mode propagation constant. Some future SOPA
designs already in development include heaters integrated into
the SOPAs to correct for these phase errors, while other SOPA
designs are significantly smaller to decrease sensitivity to fabri-
cation variations. Both of these approaches should enable near
diffraction-limited performance of an individual SOPA and
drastically reduce sidelobe levels, improving the fidelity of the
F -BASIS imaging.

In addition, the experimental and equipment limitations
prevented demonstration of self-calibration of the F -BASIS
demonstration in this initial work. Improved experimental
setups, particularly a fully integrated chip where a single fiber
input is distributed on-chip and modulated, would enable a
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self-calibrated F -BASIS imaging demonstration. Such a chip
would enable single-shot measurement by emitting from all
SOPAs simultaneously and allowing for use of a self-calibration
algorithm, avoiding the artificial phase errors and path-length
mismatch from reconnecting fibers endemic to this initial
demonstration.

In this paper, we used a sparse array of SOPAs to demon-
strate a Fourier-basis active illumination imaging technique,
F -BASIS. Using a sparse array with six populated locations of
an 11-point linear array of OPA tile “slots”, we demonstrate
reconstruction of a line target with 11× resolution enhance-
ment over a single constituent OPA. This demonstration is, to
our knowledge, the first demonstration of imaging using multi-
ple integrated photonic OPAs. These results are a critical step
forward for demonstrating imaging with OPAs, in particular
for high-resolution and long-range applications where arrays
containing many OPAs will be needed.
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