Efficiency limits of energy conversion by light-driven redox chains
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ABSTRACT

The conversion of absorbed sunlight to spatially separated electron-hole pairs is a crucial
outcome of natural photosynthesis. Many organisms achieve near-unit quantum yields of charge
separation (one electron-hole pair per incident photon) by dissipating as heat more than half of the
light-energy that is deposited in the primary donor. Might alternative choices have been made by
Nature, that would sacrifice quantum yield in favor of producing higher energy electron/hole pairs?
Here, we use a multi-site electron hopping model to address the kinetic and thermodynamic
compromises that can be made in electron transfer chains, with the aim of understanding Nature’s
choices and opportunities in bioinspired energy-converting systems. We find that if the electron-
transfer coordinates are even weakly coupled to a high-frequency vibrational mode, substantial
energy dissipation is necessary to achieve the maximum possible energy storage in an electron-
transfer chain. Since high-frequency vibronic coupling is common in physiological redox
cofactors, we posit that biological reaction centers have recruited a strategy to convert light-energy
into redox potential with the near-optimum energy efficiency that is possible in an electron-transfer
chain. Our simulations also find that charge separation in electron-transfer chains is subject to a
minimum inter-cofactor separation distance, beneath which energy dissipating charge
recombination is unavoidable. We find that high quantum yield and low energy dissipation can
thus be realized simultaneously for multistep electron transfer if recombination pathways are

uncoupled from high-frequency vibrations and if the cofactors are held at small-to-intermediate



distances apart (ca. 3 to 8 A edge-to-edge). Our analysis informs the design of bioinspired light-
harvesting structures that may exceed 60% energy efficiency, as opposed to the ~30% efficiency

achieved in natural photosynthesis.

INTRODUCTION

A vital stage of oxygenic and anoxygenic photosynthesis is the conversion of localized
electronic excitons into spatially disparate electron-hole pairs.!”” This critical charge separation
(CS) is performed in photosynthetic organisms with a series of sequential electron-transfer (ET)
reactions that achieve long-range CS with near-unit quantum yield.>®? The ET dynamics in
reaction centers (RCs) of purple bacteria, for example, proceed from a chlorophyll special pair
electronically excited state through a sequence of intermediate CS states involving a chain of
chlorophyll, pheophytin, and quinone cofactors that are bound to the RC protein.!>1%-12 The
sequence is completed by the formation of a terminal CS state (with an electron on the secondary
quinone and hole on the special pair'->?); the energy of this state compared to the special pair
exciton defines the amount of energy transduced by the RC.

The quantum yield of long-range (several nanometers) CS achieved by natural photosynthetic
RCs is enviable from the standpoint of bioinspired materials design, but the high quantum yield

comes at a thermodynamic cost: more than one-half of the special pair’s electronic excitation

1,2,13 13-16

energy is dissipated in forming the terminal CS state. Previous studies used Marcus-like

frameworks!'#!"" to explain why biological RCs may have evolved the large fractional energy
dissipation strategy for energy conversion. Temperature-dependence studies!>!1320-24  of
photoinduced and thermal charge recombination (CR) reactions in purple bacteria RCs, for

example, found that several of the forward ET steps (those that separate the electron and hole by

increasingly larger distances) have nearly zero activation free energy, which leaves the energy



dissipating CR reactions deeply in the Marcus-inverted region.!*162> The resulting energy
landscape effectively suppresses energy-wasting CR pathways by strongly favoring forward ET
for each intermediate CS state. Such a picture is congruent with observations that the rates of
forward ET in the purple bacteria RC exceed the corresponding CR rates by several orders of
magnitude.>!%16.25

While the combination of barrierless forward ET and Marcus-inverted CR may enable high CS
quantum yields in ET chain architectures, activationless ET requires that the driving force (-AG(®)
match the reorganization energy (A). Thus, each forward ET step is accompanied by a substantial
dissipation of free energy (typical?>-? A values are hundreds of meV). Energy harvesting schemes
that rely on a series of sequential ET steps therefore face an intrinsic compromise between
maximizing the quantum yield (achieved in natural systems through -AG® = ) at each step) and
minimizing the net free energy dissipated (minimizing -AG® at each step).’*3! Understanding
Nature’s logic in managing the tradeoff between the quantum yield for charge separation and the
energy stored in the terminal CS state may provide insights into evolutionary pressures on
biological energy-conversion machines and inform bioinspired energy transducing strategies.3>4
Indeed, lessons drawn from natural photosynthetic structures are already being used to guide

35-39

endeavors toward artificial photosynthesis, and a number of impressive synthetic multi-step

ET architectures have been realized.>**° Though much progress has been made in the direction of

biomimetic and bioinspired charge separation,’’-8

much focus has been on the quantum yield of
CS,*47 with less attention paid to the redox energy stored in the terminal ET state.
Here, we explore how the optimum energy efficiency () may be realized in multisite ET

chains through the interplay between the quantum yield and ET product state energy. While

classical Marcus theory predicts accessible energy efficiencies (n > 60%) for such redox chains



that are significantly higher than those found in bacterial RCs (n < 40%), we show that coupling

30-34 and, in

the ET dynamics to a quantum vibrational mode disproportionately enhances CR rates
turn, decreases 1 and changes the optimal structural and energetic requirements (e.g., inter-cofactor
spacings and driving forces) toward conditions commonly observed in nature.!>!3-20-23 Though our
model represents an idealized design, our findings suggest that the substantial free energy
dissipation in bacterial RCs may be a result of ET coupling to high-frequency modes. Extrapolating
our findings beyond the interpretation of the forces at play in natural systems, we describe
strategies that could be used to maximize the energy efficiency of synthetic light-driven ET
hopping chains. Most notably, we predict that decoupling the ET dynamics from intramolecular

vibrations could enable the assembly of energy transducing redox chains with higher efficiencies

(n values) while maintaining near-unit CS quantum yields.
METHODS

Theoretical model
The energetic landscape of bacterial photosynthetic RCs is approximated with a primary
electron donor and three electron acceptors,’">!> and such tetrads have been studied

38.46,48.49.55-57 The model redox chain offers a convenient framework in which to

experimentally.
explore how the captured free energy depends on the redox potential landscape. Figure 1a shows
the energy ordering of the six relevant electronic states: the ground state (DA1A2A3), the locally
excited singlet state ('D*A1A2A3), three CS states (DTA]A2A3 = D*A1AZA3 = DYA1A2A3), and a
sink (s) that acts as an irreversible trap state coupled to the terminal acceptor. The dynamics from

the 'D*A1A2A3 state proceed through a combination of competing steps that include radiative and

nonradiative decay, forward electron transfer (FET), back electron transfer (BET), and CR as



indicated in Figure 1. We assume that there is no direct formation of CS states from the ground

state (the CR paths denoted by the green arrows in Figure 1a are unidirectional).
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Figure 1. (a) Energy level diagram for the model ET chain studied in this work. (b) The model
includes six electronic states (G, 1, 2, 3, 4, and the sink) that span four cofactor sites linearly
connected in space. Neighboring cofactors (i and i+1) are separated by distance R;. (c) Color-
coding for the dynamical processes considered in the model, as indicated with arrows and arcs
in (a) and (b), respectively.

The energy conversion performance of the ET chain in Figure 1a depends both on the quantum
yield of electrons to arrive on the sink (the terminal CS product) and the fraction of the !D* energy

preserved through the CS. We define the quantum yield of CS (@¢s) as
Pcs = B(t » ), eq 1

where Ps(t—0o0) is the long-time (equilibrium) population of the sink state. We define the energy

efficiency (1) as



Ef

l

following a recent study of Ivanov and coworkers.?! E; is the energy of the photoexcited state
("D*A1A2A3) above the ground state (DA1A2A3), and Er is the energy of the sink.

We describe the single-particle ET dynamics of the chain in Figure 1 using a kinetic master
equation, which is provided in eq S1 of the Supporting Information (SI). The term k; represents
the rate constant for population transfer between states i and j (as defined in Figure la). We

calculate all ET rates (FET, BET, and CR) using the semiclassical rate expression’-348
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where -AG;; is the driving force, Vj; is the electronic coupling, A is the classical reorganization
energy, T is the temperature, % is the reduced Planck constant, and ks is the Boltzmann constant.
Here, we define -AGi¥) as the driving force for FET (thus, AGi{¥) is the driving force for BET).
The classical reorganization energy accounts for all contributions from classical modes (inner- or
outer-sphere). A quantum vibrational reorganization energy (Avq) from high-frequency modes (A®
> kyT) is also included in eq 3, where the Huang-Rhys factor (S) establishes coupling of ET to a
single effective mode with frequency Ao (S = Ayg/h®).?1:52:345859 The total reorganization energy
18 Ac + Avg. In the limit of S — 0, eq 3 becomes the nonadiabatic rate associated with classical
(high-temperature) Marcus theory.!!°

The states in Figure 1a each represent a cofactor orbital delocalized across N atoms. Figure 1b

maps the state numbers to cofactor sites. We use Hopfield’s one-dimensional square barrier

approximation®®-%2 to approximate the distance-dependent electronic coupling:



Vij = e 2z, eq 4

where Rjj is the shortest atom-to-atom distance between the the donor/acceptor states i and j, Vo is
the reference electronic coupling, B is the wavefunction tunneling decay parameter,52-%¢ and N; and
N; are the numbers of atoms over which the states 7 and j are delocalized (we assume N; = N;). The
value of B can be varied to reflect the nature of the medium through which the electron tunneling

occurs.46°

Model parameterization

We parameterize the model ET chain using values representative of biological systems (see
Table 1). We fix E; = 1.4 eV to mimic the approximate excited-state energy of the special pair in
Rb. sphaeroides'*>'32470 (the value of E; relative to -AG( is the critical parameter). We set B =
1.4 A", which is typical for tunneling decays through an alpha-helical protein®2%.60:64-68.71 and is
consistent with previous studies® of bacterial RCs (Figure S10 provides results of simulations with
different B values). Following Hopfield’s approach,’® Vo = 2.7 eV. We set N = 20 for the results
discussed in the main text which, assuming chlorin-based cofactors, yields a reasonable value of
~ 9.1 A for the cofactor diameter (d.). In the kinetic master equation, we fixed kig = 10° s™! to
approximate the sum of the radiative and non-radiative decay rates from the special pair (see the
SI for further discussion).>’° Also, Rb. sphaeroides is an example of a type II RC, which is defined
by a mobile secondary quinone that acts as the terminal electron acceptor.®!!! Dissociation of the
secondary quinone to its unbound state, which occurs on the timescale of 102 to 10! seconds in
Rb. sphaeroides, yields a sink-like effect by shutting down CR. In our simulations, we set k4s= 10?

s”! to mimic quinone dissociation and, for simplicity, consider the process to be irreversible.



We modeled chains with equal distances between neighboring cofactors (i.e., R12 = R23 = R34
=R, as shown in Figure S5 and eq S6). We varied R to cover the inter-cofactor spacings found in
biological ET proteins (spacings between ~3 and 14 A are most commonly observed).>*7> We also
set the ET driving force for neighboring cofactors to be equal: -AG(I(;) = -AGS(;) = -AGga) =-AGY.
The free energy captured when the electron arrives at the sink is thus Er = E; + 3AG©. These
restrictions on -AG® and AR cause: k12 = ko3 = k34 = krprand k21 = k32 = kas = kger (from detailed
balance, the ratio of forward and back ET rates differ by exp[-AG©/k,T]). Note that rates of
electron-hole CR (i.e., kag, k3, and kag) are not equal, and this fact is important in our assessments
of efficiencies.

The value of Ac depends on the redox cofactors and the surrounding medium.?>37> The
interplay of energy capture and dissipation by the redox chain depends on the relative scales of -
AG© and Ac. Thus, we vary -AG©® and fix Ac = 0.3 €V, which is typical of values in the low
dielectric environment of the RC.!>*1.7¢ When A, = 0.3 eV, the values of -AG® = 0 and 0.467 eV
define two important limits: -AG® = 0 corresponds to zero energy dissipation (E¢/E; = 1), while -
AG® = 0.467 eV corresponds to 100% energy dissipation (E¢/E; = 0).

Table 1. Parameters used in the ET chain model. Brackets denote parameters that we scanned over

a range of values (bracket format is as follows: [minimum value; maximum value; total number of
evenly spaced values between the minimum and maximum values]).

Parameter | Unit Value(s) References
E; eV 14 1,2,513,24,70
Ac eV 0.3 1,5,13,76
-AG® | eV | [0.467;0; 149] ;
ho eV 0.15 13,22,50-52,59,77,78
S - 0, 0.25, 1, 2, 3, 4 50-52,59,77
n - 100 -
Vo eV 2.7 60
R A [0; 15; 149] 5,6,72
B A 1.0,1.4,2 5,20,60,64-68,71
N - 6, 20, 100 -




Kas st 102, 10%,10° 11,21
ki sl 10° 2,70
ko T eV 0.025 -

Population dynamics

Each combination of the parameters indicated in Table 1 produces a different rate matrix that
describes that system’s kinetics. We launch each kinetic simulation with the system in the
photoexcited '"D*A1A,A; state at t = 0; at later times we calculate the population dynamics
analytically using a first-order kinetic master equation.” After the system has reached equilibrium,
we compute @cg and 1. Further details of the model, including example dynamics (Figure S2), are

provided in the SI.

RESULTS AND DISCUSSION

Energy efficiency in the classical Marcus-like rate limit

The redox potentials of the cofactors and the spacings between them exert exponential control
over the kinetic constants in bacterial RCs.%!>32 We therefore simulate the ET chain dynamics as
a function of -AG(® and R, which allows us to assess how the balance of yield and energy capture
varies with the system geometry and free energy landscape. Figure 2a shows the energy efficiency
of the chain as a function of the (-AG”, R) parameter space (Figures S3a and S3b show the
corresponding quantum yield and energy ratio, respectively). Notably, barrierless FET (-AG© =
Ac = 0.3 eV) does not produce high ET chain energy efficiency (Figure 2a). Rather, the maximum
values of 1 (abbreviated herein as Nmax) are found near -AG® = 0.16 eV for all R < ca. 6 A. For
example, 1 = 0.63 for -AG® ~ 0.16 eV and R = 3.5 A (approximately van der Waals contact®?).
Examining the inter-state rate constants (e.g., Figure 2b), we find that high 1 at small -AG© is

possible because of the Marcus-inverted nature of the CR pathways (Figure 2c). This observation



aligns with experimentally supported hypotheses!:!#165480 that high-yield CS in photosynthetic

RCs is afforded (at least in part) by the placement of CR pathways in the Marcus inverted region.
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Figure 2. (a) Energy conversion efficiency of the ET chain as a function of driving force and
inter-cofactor spacing in the classical Marcus framework. The condition of barrierless FET (-
AG©® =) is indicated by a solid horizontal line. The approximate boundaries of three regions
with 1 — 0 are labeled with dashes (I), dashes and dots (II), and dots (III). (b) A matrix
representation of the rates between the electronic states of the ET chain at the conditions for n
~ Nmax, as denoted by the triangle in (a). Figure S4 shows additional matrix representations. (c)
Chains with near-maximum energy efficiency feature deeply inverted CR pathways (the energy
gaps, driving forces, and solvent reorganization energies are drawn approximately to scale).

We observe several regions of the parameter space (labeled with Roman numerals in Figure
2a) that consistently give rise to low energy efficiency for the ET chain. Regions I and II
(characterized by -AG® < 0.11 eV and R = 12 A, respectively) produce n = 0 due to low o@cs
(Figure S3a). In region I, pcs approaches zero because krer is not sufficiently fast to outweigh kper
and to generate forward CS (for example, see Figure S4b,c). Thus, energy is lost in region I to

decay of the primary donor excited state (D*A1A2A3). Decay of 'D*A1A2A3 also drives low ¢cs

10



in region II (Figure S4c,e,h), since all ET rates in the chain drop below kig when the inter-cofactor
separation becomes too large (> ca. 10 A). Finally, Figure S3b shows that 1 approaches zero in
region III (-AG® = 0.43 eV) due to substantial energy dissipation (low EgEi). Figure 3a
summarizes the dominant reasons for low 1 values within the (-AG(®, R) parameter space in the

limit of classical Marcus theory.
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Figure 3. (a) Qualitative summary of the factors that contribute to low 1 within the parameter
space of driving force and inter-cofactor spacing. (b) ET rates as a function of driving force
with R = 3.5 A. The lavender asterisk marks the point of barrierless CR from the fourth cofactor
(DTA1A2A5 — DAA2A).

Along with dissipating more energy, increasing -AG(® causes the CR pathways to become less
inverted (faster rates). For example, Figure 3b shows that for Marcus-inverted FET (-AG©® > 0.3
eV) and R = 3.5 A, the rates of CR from the primary (D*AjA2A3 — DA1A2A3) and secondary
(D*A1A3 A3 — DA1A2A3) CS states both exceed kas and approach kger. Also, CR from the tertiary
CS state (D*A1A2A; — DAjA2A3) becomes activationless when -AG® = 0.367 eV (purple

asterisk). While CS still outcompetes CR for all -AG© in Figure 3b, we find that ET chains with
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smaller cofactor diameters (Figure S9c) or slower wavefunction decay (Figure S10c) are
susceptible to fast CR reactions and low n when -AG(© is large and R is small.

The rates of FET, BET, and CR all depend on R through the distance dependence of Vj;, as we
neglect the distance dependence of A. One may therefore ask why the efficiencies of ET chains
with large R are not decreased by CR. ET rates between neighboring cofactors (i.e., kret, keT,
and kyg) decay exponentially with R (eqs 3 and 4). However, direct CR from the D*A;A% A3z and
D*A1A2A] states back to DA1A2A3 (indirect recombination via sequential BET and CR from
D*A]A2A;3 is unfavorable due to the uphill free energy ramp) requires the electron to hop over
multiple factors of R (two and three, respectively, as illustrated in Figure S5a). The rates of CR
from states that are multiple cofactor sites away from the primary donor (kig and ks here)
therefore possess stronger distance dependencies than the nearest-neighbor ET rates (Figure S5b).
In turn, the net influence of CR on the CS yield is largest for small R, which aligns with earlier
ideas of Feher et al.? and Rutherford et al.!> It follows that as the distance between the electron and
hole grows, FET steps are increasingly favored over CR.

In agreement with previous studies,>!>16:80

we find that suppression of CR pathways via the
Marcus-inverted effect can support high-yield CS in ET chains. However, our simulations suggest
that high energy conversion efficiencies (n > 60%) should be accessible at significantly lower
driving forces (-AG® = A¢/2) than are typically observed"->?* in bacterial RCs (-AG® = ). As the
slowing of rates by Marcus-inverted effects is well-known to be softened by coupling of the ET to

50,52-54,81 ;

high-frequency nuclear vibrations, introducing such modes may well change the influence

of CR pathways on network efficiencies. We next explore the performance of ET chains with the

dynamics coupled to a high frequency quantum vibration.

Influence of high frequency modes on energy efficiency

12



The rate of ET in the Marcus inverted regime is known to be accelerated by coupling to high-
frequency vibrational modes.>>>*8! Figure 4a shows the energy efficiency of the ET chain for the
same (-AG, R) parameter space spanned in Figure 2a, but with one effective high-frequency
mode (with typical values of 7o = 0.15 €V = 1210 cm! and S = 2, or Ayq = 0.3 €V) coupled to all
the ET pathways. Figures S6 and S7 show the results of simulations with other values of the
Huang-Rhys factor. We find that ) is very sensitive to the strength of the high-frequency vibronic
coupling, especially at small forward driving forces and small inter-cofactor spacings. For
example, whereas n = 0 in the region bounded by the gray dashed box in Figure 4a, the classical
Marcus framework predicts 1 > 60% in this region (Figure 2a). Figure 4b illustrates the inter-state
rates for the conditions denoted by the triangle in Figure 4a (conditions that correspond to Nmax in
the Marcus limit). Compared to the rates predicted by the classical Marcus equation (Figure 2b),
Figure 4b features a substantial increase in the CR rates, especially kog and kg (Figure 4c).
Therefore, by weakening the inverted rate effects on the CR pathways, coupling to a high-
frequency quantum mode precludes the high n at small -AG( that is possible for ET chains in the

absence of electron-vibration coupling to a high-frequency mode (Figure 2a).

13
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Figure 4. (a) Energy conversion efficiency of the ET chain as a function of forward driving
force and inter-cofactor spacing. S = 2 for the high-frequency quantum mode (2w = 0.15 eV =
1210 cm™), so Avq = 0.3 €V. A dashed gray box indicates the approximate region of the
parameter space that yields highest 1 in the limit of classical Marcus theory. (b) A matrix
representation of the rates between the electronic states of the ET chain at the conditions

denoted by the triangle symbol in (a). (¢c) A diagram for the dominant decay pathways within
the regions of the parameter space near the triangle in (a).

Figure 5a shows how the maximum possible energy efficiency, Nmax, of the ET chain depends
on the Huang-Rhys factor (S = Av¢/A®). Notably, nmax decreases linearly with increasing S, and
Nmax Of the fit equals zero near S = 4.3 (corresponding to Ayq = 0.645 eV for 4w = 0.15 eV). The
strength of the coupling to a high-frequency vibration is therefore a key factor that determines the
energy efficiency for multi-step ET hopping (see Figure S7 for related discussion). Figure 5b also
shows that changing S skews the physical parameters for ET chains that realize efficiencies closer

to Mmax: as S increases, Nmax occurs at larger -AG® values (left axis of Figure 5b) and generally

14



larger R values (right axis of Figure 5b), although R for nmax decreases slowly as S increases

beyond 0.75.
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Figure 5. (a) Maximum energy efficiency as a function of Huang-Rhys factor. The x-intercept
of the linear fit (R? = 0.995) is S = 4.28 £ 0.09. (b) Values of -AG® (blue, left axis) and R
(maroon, right axis) that are required for nmax. An asterisk (left axis) marks the condition of -

AGO = L.
Compared to the detailed structure of reaction centers found in nature, the theoretical model
and the range of conditions explored in this study represent idealized scenarios. Still, as Figure 6
indicates, we find qualitative parallels between our findings and observations made in studies of
bacterial RCs. In contrast to the conditions for optimal n in the limit of Marcus theory (small -
AG© and R near van der Waals contact), increasing the coupling of the ET dynamics to a high-
frequency mode pushes the conditions for Mmax toward values of -AG©® and R that are more
reflective of the those found'-23-7:13:20-23.72 in bacterial RCs (i.e., -AG® = A and R frequently several
A greater than van der Waals contact). The connection between bacterial RC function and multi-
step hopping coupled to high-frequency modes is widely recognized,!->>!3225° and some
13:22.25 posit that vibrations may limit the extent to which natural systems can suppress CR

studies

reactions via the Marcus-inverted effect. Building on these previous studies, our results find that
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the high-frequency component of the reorganization energy in multi-step ET chains: (i) defines the
balance between CS quantum yield and the energy of the terminal electron/hole pair that produces
optimal free energy capture; (ii) provides an explanation for why the distances and driving forces
for Mmax predicted by classical Marcus theory are infrequently recruited’? in biological systems
(Figure 6).
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Figure 6. A schematic summary of the conditions required to achieve maximum energy
efficiency from the ET chain architecture. Coupling the ET processes to a high-frequency
vibrational mode pushes the conditions for optimal n away from the Marcus limit (purple
shaded region) and toward those more commonly observed in bacterial RCs!->>7:13:20-23.72 (¢ |
-AG® = ). and R values often several A larger than van der Waals contact, as portrayed by the
green shaded region).

The physiological influence of high-frequency cofactor vibrations on ET kinetics is well-
documented.!3?>>78 For example, experimental observations of non-Arrhenius temperature
dependencies led Bixon and Jortner to suggest®® that S ~ 0.5 to 1 for the CR pathways in Rb.
sphaeroides RCs. Setting S = 1 for the model ET chain studied here constrains the energy
conversion to Nmax < 0.45 (Figure S6b). Thus, despite dissipating of over half of the primary

donor’s energy, bacterial photosynthetic RCs may very well operate near their maximum energy

efficiency. Unless the high-frequency vibronic coupling can be reduced (vide infra), our model

16



predicts that natural systems are unable to sacrifice quantum yield in favor of producing higher

energy electron/hole pairs.

On the “robustness” of transport in ET chains

For ET chains in which the classical Marcus rate equation is valid, we find that high 7 is
achievable at low -AG® and small R values (Figure 2a). Taking a closer look at the contribution
of the CS quantum yield to 1, we find that a wide range of -AG® and R values produce near-unit
quantum yield (pcs > 0.95 within the entire area enclosed by gray dashes in Figure 7a). In contrast,
Figure 7b shows that the -AG® and R dependencies of ¢cs for a single-hop ET dyad (two
cofactors) are sharply peaked near -AG® = 0.39 eV and R = 10.5 A. Previous studies!>32347282
discussed the propensity of ET chains, including the photosystem I RC,” to tolerate changes in the
characteristic parameters of Marcus theory. In line with these earlier notions of tolerance, our
findings indicate that robustness of @cs to changes in -AG® and R is a unique feature of multi-step

hopping electron transport.
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Figure 7. Quantum yield of CS for the (a) multi-hop ET chain (four cofactors) and (b) a single-
hop ET dyad (two cofactors) calculated with identical model parameters. The area enclosed by
the dashed gray shape in (a) indicates all regions of the parameter space with @cs > 0.95.
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Principles for the design of efficient ET chains

Multi-step ET chains provide a motif for separating electrons and holes over large distances
with high quantum yield (as exemplified by Figure 7). The energy efficiency analysis described
here highlights strategies to optimize free energy transduction in light-driven multi-step ET
hopping chains, depending on the nature of the vibronic coupling (whether to high- or low-
frequency modes). Our principal finding is that achieving the maximum energy conversion
efficiency of an ET chain system requires significant energy dissipation (upwards of 50%) if the
ET dynamics are coupled (even weakly) to a high-frequency vibrational mode. When the electron-
vibration coupling is significant, vibrational excited states of DAjA2A3 provide efficient
deactivation channels via CR, especially when the intercofactor spacings are small. Thus,
decoupling the ET reactions from high-frequency vibrational modes (S — 0) is an effective way
to reduce energy dissipation in ET chains while maintaining high quantum yield (i.e., via the
Marcus inverted effect).

Considering both the incidence of deviations from classical Marcus inverted behavior reported

in the literature>+->8.83.84

and the known proclivity of classical Marcus theory to underestimate rates
of highly exergonic ET reactions,®-%7 decoupling ET processes from intramolecular vibrations is
not a simple design challenge to realize. However, some ET reactions do fit the classical Marcus
free energy behavior. For example, Gray and coworkers found a Gaussian free-energy dependence
for photoinduced CS rates in iridium-based donor-acceptor complexes.®® A similar dependence
was also been reported for the rates® and yields” of photoinduced CS in organic semiconductor
blends. The inner-sphere reorganization energy generally depends on factors including molecular

size, symmetry, and electronic structure (e.g., delocalization).?6-2891% Thus, synthetic strategies

may enable the minimization of the inner-sphere contribution to Ayq. For example, Gray and
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coworkers demonstrated the modest tuning of porphyrin inner-sphere reorganization energies by
changing substituents.?® Chou and coworkers®?> found significant symmetry effects on the
computed inner-sphere reorganization energies for cyanine dyes and substituted D-A model
systems. However, to boost the energy efficiency of ET chains by synthetically minimizing high-
frequency inner-sphere reorganization energies, care must be taken to avoid influencing other
factors governing the overall ET chain function.”

Additional strategies exist to improve the efficiency of ET networks. For example, increasing
the rate of ET to the sink will reduce the probability of CR. In fact, simply increasing kas to 10° s-
!yields a maximum 1 of 0.79 (compared to  ~ 0.63 in Figure 2a, where kus = 10? s7!), thanks to
the increased quantum yield at low forward driving forces (Figure S8). The performance of a light-
driven ET network may also be tuned by altering the size of the cofactors (more specifically, the
delocalization length of the orbitals participating in ET) and the distance decay of the electron
tunneling interactions. While increased cofactor delocalization typically reduces the cofactor-to-
cofactor couplings (slowing both CS and CR), delocalization can also disproportionately increase
the CR distances from the D*A1A A3 and D*A1A2A] states. As such, we find that increasing
cofactor size boosts the favorability of FET over CR and permits access to high 1 values at small
R (Figure S9). Moreover, slowing the rate of tunneling decay with distance through the bridging
medium (i.e., decreasing ) increases the favorability of CR over FET and leads to = 0 for small
R values (Figure S10).

The influence of inter-cofactor distances on ET rates has been explored extensively in the
context of bacterial RCs.>®7?> While short edge-to-edge distances (less than ca. 14 A) are generally

7,32,33

presumed to improve the efficiency of ET chains, we find cases where distances that are too

short can shut down CS at large forward driving forces (for example, R < 4.5 A for chains with
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=1 A"!, as shown in Figure S10). We attribute this finding, which is exacerbated by including
coupling to high-frequency modes, to the tendency of CR rates to be disproportionately enhanced
(compared to CS rates) at smaller cofactor-cofactor distances (Figure S5b). In the context of energy
transfer, a minimum of ca. 5 A separation between the cofactors within the photosynthetic
antennae was shown”® to be crucial to avoid energy loss via fluorescence quenching. Consequently,
the avoidance of fluorescence quenching has been hypothesized***7 to be an evolutionary
constraint on the architecture of natural light-harvesting structures. Our findings suggest that the

572 of edge-to-edge distances between RC cofactors that are several A above van

high prevalence
der Waals contact may evince an analogous evolutionary pressure to avoid CR pathways that are
particularly influential at smaller inter-cofactor distances. We therefore suggest that effective
synthetic ET chains will need to follow similar logic by establishing short, but not too short,
distances between charge hopping stations.
CONCLUSIONS

Electron transport chains face a trade-off between disabling CR channels to maximize the
quantum yield of CS and funneling as much of the initial excited state energy as possible into the
terminal electron-hole pair. Motivated by early hypotheses surrounding this trade-off, our
simulations of stepwise ET kinetics in linear redox chains reveal the salient system properties that
determine optimal performance. First, we identified a strong sensitivity of redox chain energy
conversion efficiency to vibronic coupling to high-frequency modes. In contrast to the low driving
force (-AG© = A¢/2) that classical Marcus theory predicts to produce the maximum efficiency of
an ET chain, even weak coupling to high-frequency modes pushes the conditions for optimal

energy efficiency closer to -AG® = A, (a high energy-cost scenario that is more nearly congruent

with natural systems!->>7:13:20-23.72) 'Second, we showed quantitatively that the quantum yield of
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multi-step hopping in ET chains exhibits a robustness to changes in driving force and inter-cofactor
separation. Finally, we found a threshold for inter-cofactor distances beneath which CR pathways
inevitably dominate (even if they are slowed maximally by the Marcus-inverted effect), leading to
low charge separation efficiencies. The existence of such a threshold may explain the high
incidence of cofactor spacings that are several A beyond van der Waals distances in biological
charge separation structures.”?

Regarding Nature’s options in balancing quantum yield versus the energy of the terminal
charge separated state, our findings indicate that the balance is set critically by the strength of the
vibronic coupling to high-frequency modes (likely those of the biological cofactors). With
quantum contributions to the reorganization energy on the scale of hundreds of meV,!322.5.78
substantial energy dissipation is required to avoid charge recombination, and the regime of high
quantum yields with lower-energy electron-hole pairs optimizes the overall energy efficiency. As
we made may assumptions in formulating our model, further insights into the kinetic and
thermodynamic compromises at play in biological reaction centers may be accessible with more
granular theoretical treatments (e.g., explicit physical models of the outer-sphere reorganization

100-102 multiple distinct quantum modes,>' etc.).

and solvation,?>"3?%% dynamical fluctuations,

Our results inform the design of systems that are not limited by constraints to physiological
cofactors, such as synthetic multi-step ET architectures®**-*” and de novo protein structures that bind
abiological energy-transducing cofactors.!%3-1% We find that high quantum yields and low energy
dissipation can be simultaneously realized for multistep ET if: (i) the CR pathways from
intermediate CS states are uncoupled from high-frequency vibrations (i.e., CR pathways are

effectively slowed by the Marcus-inverted effect or by orbital symmetry effects); (ii) the cofactors

are held at an intermediate distance (ca. 3 to 8 A distances for the simple model studied here) to
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limit charge recombination. Fulfilling these criteria and tuning the additional factors explored here
(cofactor diameter, wavefunction decay rate, etc.) may provide alternative avenues to advance
technologies beyond the ~30% energy efficiency achieved during energy conversion in natural
RCs.
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