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Abstract
This paper studies the asymptotic behavior of several central objects in Dunkl theory
as the dimension of the underlying space grows large. Our starting point is the obser-
vation that a recent result from the random matrix theory literature implies a large
deviations principle for the hydrodynamic limit of radial Dunkl processes. Using this
fact, we prove a variational formula for the large-N asymptotics of generalized Bessel
functions, as well as a large deviations principle for the more general family of radial
Heckman–Opdam processes. As an application, we prove a theorem on the asymptotic
behavior of weight multiplicities of irreducible representations of compact or complex
simple Lie algebras in the limit of large rank. The theorems in this paper generalize
several known results describing analogous asymptotics for Dyson Brownian motion,
spherical matrix integrals, and Kostka numbers.
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1 Introduction

One of the most pressing challenges in the modern analysis of special functions is the
study of large-N asymptotics. Classical asymptotic analysis asks about the behavior
of a given function at distant or singular points of its domain, such as its limit along
a ray in space or at small or large times. In contrast, large-N analysis is concerned
with the behavior of a family of functions in an increasing number of variables, and
asks about their limits as the number of variables N—that is, the dimension of the
domain—goes to infinity.

Large-N limits of this type admit awide range of interpretations and appear inmany
different fields. They have played a major role in theoretical high-energy physics at
least since the 1970s, when ’t Hooft [71] introduced large-N Yang–Mills theory as an
approximate model of the strong nuclear force. To this day, much of the mathematical
work on Yang–Mills theories is concerned with large-N phenomena [12].

Powerful techniques for rigorous large-N analysis have come out of the random
matrix theory literature, where multivariable special functions, in particular spherical
integrals, appear in expressions for the joint spectral densities of many important
matrix ensembles [1, 35]. In this setting, the number of variables N corresponds to
the size of the matrices, and large-N analysis is necessary to understand asymptotic
properties of the spectra. Two main approaches have emerged to the problem of large-
N limits of special functions in randommatrix theory. The stochastic process approach
exploits the fact thatmany importantmultivariable special functions are closely related
to transition kernels for certain probabilistic interacting particle systems, where the
number N corresponds to the number of particles. Information about the large-N
limits of the functions can then be extracted by studying the hydrodynamic behavior
of the particle systems, which is usually of independent interest; see e.g. [7, 36–38,
49]. There is also a combinatorial approach based on the insight that the functions
to be analyzed can often be interpreted as generating functions for some family of
combinatorial objects [33, 55, 56].

The main goal of this paper is to lay out a unifying framework for the stochastic
process approach, based on Dunkl theory. Dunkl theory is an extremely versatile spe-
cial functions theory whose objects vastly generalize many classical special functions
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Asymptotics of generalized Bessel functions and weight… 943

such as hypergeometric and Bessel functions. It grew out of the theory of harmonic
analysis on Lie algebras and symmetric spaces developed by Harish-Chandra, Helga-
son and others starting in the 1950s [39, 40, 43, 44], with decisive contributions by
Dunkl [23–27], Heckman and Opdam [41, 42, 59, 60], and Cherednik [13–15].

Here we concern ourselves with two main variants of Dunkl theory: rational and
hyperbolic. The hyperbolic theory is in a sense more general, as all of the objects
studied in the rational theory can be recovered as degenerations of corresponding
objects in the hyperbolic theory. Rational Dunkl theory leads to the construction of
the generalized Bessel functions, which are closely related to the transition kernels
of a family of stochastic processes called radial Dunkl processes. The analogous
objects in the hyperbolic theory are the Heckman–Opdam hypergeometric functions
and radial Heckman–Opdam processes. We review the basic constructions of rational
and hyperbolic Dunkl theory in Sect. 2 below. For a more complete introduction, we
refer the reader to the notes by Anker [6] and the references therein.

As we explain below, the spherical integrals studied in random matrix theory (such
as Harish-Chandra and Itzykson–Zuber integrals, as well as their rectangular variants)
are special cases of generalized Bessel functions, and the stochastic processes used to
study them (such asDysonBrownianmotion and theDysonBessel process) are special
cases of radial Dunkl processes. By carrying out the stochastic process approach at
the level of Dunkl theory, we can therefore unify many known results on large-N
limits of spherical integrals, while simultaneously extending these results to many
other functions of interest in fields beyond randommatrix theory, such as characters of
arbitrary compact Lie groups and spherical functions on arbitraryEuclidean symmetric
spaces. We expect these results to have applications in several domains; as a first step,
in the second half of this paper, we develop an application to asymptotic representation
theory.

The large-dimension limits of Dunkl processes were recently studied by Voit and
Woerner, who proved a generalization of the semicircle law in the Dunkl-theoretic
setting [73]; their work focuses on a different set of questions about the asymptotic
behavior of the processes, and our results are complementary to theirs. Several other
papers have studied the asymptotics of radial Dunkl and Heckman–Opdam processes
in the limits of large time or large parameters [2–5, 68, 72]. However, in these papers
the dimension of the domain (equivalently, the number of particles) is fixed, in contrast
to the hydrodynamic limits that we consider here.

The present work deals only with the leading-order behavior of special functions
and related stochastic processes at large N , but of course one would like to know
more. Beyond clear next steps such as studying higher-order corrections, it is natural
to wonder how much of the machinery of Dunkl theory can be recovered after the
large-N limit: whether, for example, one could talk meaningfully about infinite-rank
analogues of the Dunkl or Cherednik operators, which could perhaps be related to
known constructions in non-commutative probability, or understood in terms of all-
order large-N expansions as recently developed in [55, 56]. Such questions are far out
of the scope of this paper, but they are fun topics for speculation, and we hope that
enterprising readers will be tempted to think about them in the future.
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1.1 Summary of contributions

The starting point of our investigation is the observation that the Dyson Bessel process,
which was studied by Guionnet and the first author in [36], is a reparametrization of
the radial Dunkl process of type B (or equivalently of type C). Since this process
includes all of the types of interactions that can occur in any of the radial Dunkl
processes for the other classical root systems, the large deviations principle shown
in [36] in fact implies a large deviations principle for the hydrodynamic limit of any
radial Dunkl process, provided the parameter values are such that the process does not
hit the boundary of its domain in finite time. We recall the large deviations principle
of [36] in Theorem 3.1. The first main result of this paper, Theorem 3.2, uses this large
deviations principle to obtain a formula, in terms of a solution to a variational problem,
for the leading-order contribution to the large-N limit of generalized Bessel functions.
This theorem extends results on spherical integrals that were shown in [36–38], and
can be stated informally as follows.

Theorem 1.1 (Informal version of Theorem 3.2) For each N = 2, 3, . . . , fix points

x = x (N ) = (x (N )
1 , x (N )

2 , . . . , x (N )
N ),

y = y(N ) = (y(N )
1 , y(N )

2 , . . . , y(N )
N ) ∈ RN ,

such that their scaled, symmetrized empirical measures, as defined below in (3.10),
converge weakly as N → ∞ to two probability measures ν̂A and ν̂B respectively.
Under some mild growth assumptions on x, y and the multiplicity parameters k =
k(N ), and a regularity assumption on the measures ν̂A and ν̂B, the following limit
exists:

lim
N→∞

1
N 2 log Jk,x (y) = I (̂νA, ν̂B),

where Jk,x (y), defined below in Definition 2.3, is the generalized Bessel function
associated with the BN , CN , or DN root system, and the functional I is given by the
solution to an explicit variational problem depending only on the measures ν̂A and ν̂B
and on the asymptotic behavior of k.

We state the theorem in terms of generalized Bessel functions of types B, C and D,
because the corresponding statement for type A takes a slightly different form and is
not difficult to infer fromexisting results in the literature, aswe explain inRemark 3.10.
We give the result for type A in Theorem 3.11.

Next, we turn to the hyperbolic theory. In Proposition 3.12 and Corollary 3.13, we
establish a large deviations principle for radial Heckman–Opdam processes, which
we state in terms of a modified version of the Dyson Bessel process. As we explain,
the hyperbolic theory presents some difficulties that are not present in the rational
case, so that the large deviations principle does not immediately yield a formula for
the large-N limit of Heckman–Opdam hypergeometric functions. However, we have
chosen to include these results both because we hope that they will be a step towards
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such a formula and because the hydrodynamic behavior of the radial process in the
hyperbolic setting is of independent interest.

The final sections of the paper develop applications of the above ideas to asymptotic
representation theory. In Lemmas 4.1 and 4.2, respectively, we prove formulae for the
large-N limits of the monomial Weyl group–invariant polynomials (which generalize
the monomial symmetric polynomials in type A) and of the characters of compact
or complex simple Lie algebras of type B, C or D. These results enable our main
application, Theorem 6.1, which gives large deviations asymptotics for weight mul-
tiplicities of irreducible representations of compact or complex simple Lie algebras.
This theorem extends an existing result on Kostka numbers, shown in [7], to weight
multiplicities for Lie algebras of the remaining three classical families. Theorem 6.1
can be stated informally as follows; we refer the reader to Sect. 4 below for a review
of definitions from representation theory.

Theorem 1.2 (Informal version of Theorem 6.1) Let (gN )∞N=2 be a sequence of com-
pact simple Lie algebras of root system type BN , CN or DN . For each N, let λN be
a deterministic highest weight of gN , and suppose that the scaled, shifted empirical
measures m[λN ], as defined in (4.23), converge weakly to a probability measure mλ

as N → ∞. Let µ be another probability measure on [0,∞). Under a mild growth
assumption on the weights λN and a suitability assumption on the measure µ, the
weight multiplicities multλN (ηN ), defined in (4.12), satisfy

lim
δ→0

lim sup
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN )

= lim
δ→0

lim inf
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN ) = −I(µ),

where Bδ(µ) is the open ball around µ with radius δ in Wasserstein distance in a
space of suitable measures, and the functional I is given by the solution to an explicit
variational problem. Moreover, I is equal to +∞ unless the measure µ satisfies an
infinite-dimensional analogue of the Schur–Horn inequalities.

1.2 Organization of the paper

In Sect. 2, we review basic definitions and constructions from rational and hyperbolic
Dunkl theory. We define the Dunkl and Cherednik operators, the radial Dunkl and
Heckman–Opdam processes, the generalized Bessel functions, and the Heckman–
Opdam hypergeometric functions. We also give examples to illustrate how other
functions of interest, such as many spherical matrix integrals, can be obtained from
these as specializations.

In Sect. 3 we relate radial Dunkl processes to the Dyson Bessel process and recall
the large deviations principle shown in [36], which we use to prove the variational
formula for the large-N limit of generalized Bessel functions. We then prove a large
deviations principle for the modified Dyson Bessel process (equivalently, for radial
Heckman–Opdam processes).
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946 J. Huang, C. McSwiggen

The remaining sections deal with applications to representation theory. Section4
reviews preliminaries on the representation theory of compact or complexLie algebras,
including basic character theory and the weight space decomposition. We also prove
lemmas on the large-N limits of monomial Weyl group–invariant polynomials and
characters of irreducible representations.

Section 5 recalls some results on derivatives of spherical integrals for use in Sect. 6,
where we prove a theorem on the asymptotic behavior of weight multiplicities of
irreducible representations of complex or compact simple Lie algebras.

In Appendix A, we give the proof of a technical result stated in Sect. 6.

2 Preliminaries on Dunkl theory

In this section, we recall some basic definitions from rational and hyperbolic Dunkl
theory, largely following the conventions of Anker [6], to which we refer the reader for
further details. We also define the radial Dunkl and Heckman–Opdam processes and
give expressions for their respective transition kernels in terms of generalized Bessel
functions and Heckman–Opdam hypergeometric functions, following Rösler [63] and
Schapira [68, 69].

The rational theory is simpler than the hyperbolic theory, and in fact it can be recov-
ered from the hyperbolic theory as a limiting case. We therefore start by discussing
the rational setting, and afterwards we introduce the corresponding objects from the
hyperbolic theory in the same order.

2.1 Root systems: definitions and examples

Let V be a Euclidean space with inner product ⟨·, ·⟩. For α ∈ V , let sα be the reflection
through the hyperplane {x ∈ V : ⟨α, x⟩ = 0}, that is,

sαx = x − 2
⟨α, x⟩
⟨α,α⟩α, x ∈ V .

A finite set of non-zero vectors $ ⊂ V is called a (crystallographic) root system if
it satisfies the following properties:

(1) sα($) = $ for all α ∈ $, and
(2) 2 ⟨α,β⟩

⟨α,α⟩ ∈ Z for all α,β ∈ $.

The dimension of the span of $ is called its rank. Here we consider only root systems
with full rank, i.e., we assume that $ spans V .

Since sαα = −α, the first property above implies that −α ∈ $ for all α ∈ $. The
root system $ is said to be reduced if $ ∩ Rα = {±α} for all α ∈ $, and is said
to be irreducible if it cannot be decomposed as a non-trivial union of root systems in
orthogonal complementary subspaces of V .

The Weyl group of $ is the group W generated by the operators sα , α ∈ $. A
choice of positive roots is a subset $+ ⊂ $ such that, for all α ∈ $, either α ∈ $+

or −α ∈ $+ but not both. Given a choice of positive roots, the (closed) positive Weyl
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chamber is the cone

C+ =
{
x ∈ V : ⟨α, x⟩ ≥ 0 ∀ α ∈ $+}.

A multiplicity parameter is a function k : $ → C that is constant on Weyl orbits, i.e.,
such that kw(α) = kα for all α ∈ $ and w ∈ W , where we write the argument of k in
subscript.

We will usually take $ to be one of the four classical root systems AN−1, BN , CN ,
or DN , which are all reduced, or the non-reduced root system BCN . Since our results
concern limits where N tends to infinity, it is sufficient to consider these cases, as
they are the only irreducible root systems for which the rank may be arbitrarily large.
When considering sequences of root systems in spaces of increasing dimension, we
will often add subscripts to various notation for clarity, writing $+

N , C
+
N , etc.

For ease of reference, we briefly recall the standard embeddings of these five root
systems in Euclidean space. Let e1, . . . , eN be the standard orthonormal basis of RN .
When $ = AN−1, we take

V =
{
x ∈ RN :

∑

i

xi = 0
}
.

In all other cases, we take V = RN .

• The AN−1 root system consists of the single Weyl orbit {±(e j − ek) : 1 ≤ j <
k ≤ N }. As positive roots we may take {e j − ek : 1 ≤ j < k ≤ N }.

• The BN root system consists of the two Weyl orbits

{±e j : j = 1, . . . , N } and {±e j ± ek : 1 ≤ j < k ≤ N }.

As positive roots we may take {e j : j = 1, . . . , N }∪ {e j ±ek : 1 ≤ j < k ≤ N }.
• The CN root system consists of the two Weyl orbits

{±2e j : j = 1, . . . , N } and {±e j ± ek : 1 ≤ j < k ≤ N }.

As positive roots wemay take {2e j : j = 1, . . . , N }∪{e j±ek : 1 ≤ j < k ≤ N }.
• The DN root system consists of the singleWeyl orbit {±e j±ek : 1 ≤ j < k ≤ N }.
As positive roots we may take {e j ± ek : 1 ≤ j < k ≤ N }.

• The BCN root system consists of the three Weyl orbits

{±e j : j = 1, . . . , N }, {±2e j : j = 1, . . . , N }, and

{±e j ± ek : 1 ≤ j < k ≤ N }.

As positive roots we may take {e j : j = 1, . . . , N } ∪ {2e j : j = 1, . . . , N } ∪
{e j ± ek : 1 ≤ j < k ≤ N }.

In each of the cases above, all roots of the same length belong to the same Weyl
orbit. Accordingly, we will frequently label the value of the multiplicity parameter k
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948 J. Huang, C. McSwiggen

according to the length of the corresponding roots. For example, when $ = BCN , we
will write the values of k on the three Weyl orbits as k1, k√

2 and k2.

2.2 The rational theory

In this section we let $ be a reduced crystallographic root system spanning V , and we
fix a multiplicity parameter k taking non-negative real values. Write n = dim V , so
that for the root systems BN , CN and DN we have n = N , while for AN−1 we have
n = N − 1.

2.2.1 Dunkl operators and generalized Bessel functions

The generalized Bessel functions are a multivariable generalization of the classical
Bessel functions on the line. They include as special cases many orbital integrals
studied in random matrix theory, representation theory, and harmonic analysis, such
as Harish-Chandra and Itzykson–Zuber integrals over compact groups [39, 45, 52],
rectangular spherical integrals [36], and spherical functions on all Euclidean symmetric
spaces. They are definedvia a systemof eigenvalue problems for differential-difference
operators.

Definition 2.1 For ξ ∈ V , the Dunkl operator Dk,ξ is the differential-difference oper-
ator defined by

Dk,ξ f (x) = ∂ξ f (x)+
∑

α∈$+
kα

⟨α, ξ ⟩
⟨α, x⟩

[
f (x) − f (sαx)

]
(2.1)

for f ∈ C1(V ), where ∂ξ is the directional derivative, i.e. ∂ξ f = ⟨ξ,∇ f ⟩.
A key property of the Dunkl operators is that they commute:

Dk,x ◦ Dk,y = Dk,y ◦ Dk,x ∀ x, y ∈ V . (2.2)

We refer the reader to [64] for further properties of the Dunkl operators and their
proofs. Write VC = V ⊗R C for the complexification of V . A complete system of
joint eigenfunctions for the Dunkl operators is given by the Dunkl kernel.

Definition 2.2 For λ ∈ VC, the Dunkl kernel is the unique function Ek,λ ∈ C∞(V )

satisfying the system of differential-difference equations

Dk,ξ Ek,λ = ⟨λ, ξ ⟩Ek,λ ∀ ξ ∈ V , (2.3)

and normalized such that Ek,λ(0) = 1.

Definition 2.3 For λ ∈ VC, the generalized Bessel function Jk,λ is the symmetrization
of Ek,λ over W :

Jk,λ(x) =
1

|W |
∑

w∈W
Ek,λ(w(x)). (2.4)
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Generalized Bessel functions arise in various guises in many different fields of
mathematics and physics. Aside from random matrix theory, they have a particular
significance in quantum integrable systems, where they can be used to construct the
eigenstates of quantum rational Calogero–Moser systems [28, 58]. Many properties
of generalized Bessel functions, including specializations to other special functions of
interest, are collected in [6]. We note in particular that Jk,λ extends to a holomorphic
function on VC, and we have the symmetry properties

Jk,λ(x) = Jk,x (λ), (2.5)

Jk,λ(t x) = Jk,tλ(x), ∀ λ, x ∈ VC, t ∈ C. (2.6)

Example 2.4 Let G be a compact semisimple Lie group with Lie algebra g, and let
t ⊂ g be a Cartan subalgebra equipped with an Ad-invariant inner product ⟨·, ·⟩, which
we use to identify t ∼= t∗. If we take V = t, $ the root system of g with respect to t,
and k = 1⃗ the multiplicity parameter with kα = 1 for all α ∈ $, then the generalized
Bessel function is given by the Harish-Chandra integral:

J1⃗,λ(x) =
∫

G
e⟨Adgλ,x⟩ dg, λ, x ∈ VC, (2.7)

where dg is the normalized Haar measure. There is a remarkable closed-form expres-
sion for this integral [39, 45, 50], but it involves an alternating sum with N ! or more
terms, and the difficulty of controlling the resulting cancelations makes the formula
unhelpful for large-N analysis. See the notes by the second author for a detailed
exposition of Harish-Chandra integrals [52].

Example 2.5 On the other hand, if we take V = {x ∈ RN : ∑i xi = 0} and let $

be the AN−1 root system in V , then specific choices of k give the Itzykson–Zuber
integrals:

Jk,λ(x) =

⎧
⎪⎨

⎪⎩

∫
SO(N ) e

Tr()OXOT ) dO, k√
2 = 1/2,∫

SU(N ) e
Tr()UXU∗) dU , k√

2 = 1,∫
USp(N ) e

Tr()SXS∗) dS, k√
2 = 2,

(2.8)

where ) = diag(λ), X = diag(X), and the integrals are with respect to the normal-
ized Haar measures on the special orthogonal, special unitary, and unitary symplectic
groups respectively. Note that the value of the multiplicity parameter k on the unique
Weyl orbit of the AN−1 root system is equal to half the parameter β usually used in
random matrix theory. Here we have assumed that the coordinates in V sum to zero—
equivalently, that X and ) are traceless—in order to be consistent with our previous
stipulation that $ span V , but these assumptions are not hard to remove. For k = 1⃗,
the Itzykson–Zuber integral coincides with the Harish-Chandra integral over SU(N )

and is known as theHCIZ integral. The other two integrals in (2.8) are not of the form
(2.7), so that the closed-form expression for Harish-Chandra integrals does not apply.
The integrals in (2.7) and (2.8) appear in formulae for the joint spectral densities of
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Wishart matrices, off-center Wigner matrices, and sums of uniform random matrices
with deterministic eigenvalues, among other random matrix ensembles [1, 18–20, 35,
51, 74].

Example 2.6 In fact, all of the integrals in the preceding examples are spherical func-
tions on Euclidean symmetric spaces, which can always be expressed as generalized
Bessel functions. We refer the reader to [6, Remark 3.9] for the details of this con-
struction and to [40, 43, 44, 53] for introductions to the theory of symmetric spaces
and spherical functions, which are beyond the scope of this paper.

Example 2.7 Another interesting class of examples are rectangular spherical integrals.
Take β = 1 or 2 andm ≥ n ≥ 1. For β = 1, let A and B be n×m real matrices and let
G(n) = O(n), G(m) = O(m) be the groups of n × n and m ×m orthogonal matrices
respectively. For β = 2, let A and B be n×m complex matrices and let G(n) = U(n),
G(m) = U(m) be the groups of n × n and m × m unitary matrices. Then define

Im,n,β(A, B) =
∫

G(m)

∫

G(n)
eβnRe[Tr(A∗UBV ∗)] dU dV , (2.9)

where the integrals are with respect to the normalized Haar measure on each group.
The integrals Im,n,β were studied via the stochastic process approach in [36] and,
for β = 2, via the combinatorial approach in [57]. When one argument is an n × m
elementary matrix, their asymptotics as n → ∞ are related to a generalization of the
R-transform in free probability [8].

Take V = Rn with the standard basis {ei }ni=1, and let $ be the Bn root system.
Take

k√
2 =

β

2
, k1 =

1
2

[
β(m − n + 1) − 1

]
. (2.10)

Let a1 ≥ · · · ≥ an , b1 ≥ · · · ≥ bn be the singular values of A and B respectively, and
for i = 1, . . . , n, set λi =

√
βn ai , xi =

√
βn bi . Then

Jk,λ(x) = Im,n,β(A, B). (2.11)

Remark 2.8 The examples above might give the impression that generalized Bessel
functions can typically be expressed as an integral over a compact group, but in fact
this is known to hold only for certain special choices of the multiplicity parameter k.
In the general case, there are no known spherical integral formulae for generalized
Bessel functions or for the Heckman–Opdam hypergeometric functions defined below
in Sect. 2.3. Discovering integral expressions for new special cases is a problem of
significant interest; see [67, 70] for examples.
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2.2.2 The radial Dunkl process

The Dunkl Laplacian is the differential-difference operator

Lk =
n∑

j=1

D2
k,e j .

Explicitly,

Lk f (x) =
n∑

j=1

∂2j f (x)+
∑

α∈$+

2kα

⟨α, x⟩∂α f (x)

−
∑

α∈$+

kα|α|2
⟨α, x⟩2

[
f (x) − f (sαx)

]
(2.12)

for f ∈ C2(V ), where |α|2 = ⟨α,α⟩ and ∂ j = ∂e j . The differential part of Lk is the
operator

L W
k =

n∑

j=1

∂2j +
∑

α∈$+

2kα

⟨α, x⟩∂α. (2.13)

Definition 2.9 The radial Dunkl process X(t), t ≥ 0 is the C+-valued continuous-
paths Markov process with generator 1

2L
W
k .

Remark 2.10 Elsewhere in the literature, it is common to write XW (t) for the radial
Dunkl process, reserving X(t) for the ordinary Dunkl process, which is the V -valued
Markov process with generator 1

2Lk . Since here we study only the radial process, we
omit the superscript W .

Dunkl processes and their radial variants were introduced by Rösler and Voit [66]
and studied intensively by Gallardo et al. [29–32]. Radial Dunkl processes are natural
generalizations of the radial components of Brownian motions on Euclidean symmet-
ric spaces, which can be recovered by choosing particular values of the multiplicity
parameter. Stochastic processes that can be constructed as the radial component of
Brownianmotion on aEuclidean symmetric space includeBessel processes andDyson
Brownian motion.

Let B(t), t ≥ 0 be a standard Brownian motion on V , and define

φ(x) = −
∑

α∈$+
kα log(⟨α, x⟩).

We have the following characterization of the radial Dunkl process as the solution to
a stochastic differential equation (SDE).
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Theorem 2.11 ([16, 22])When kα ≥ 1/2 for all α ∈ $, the radial Dunkl process X(t)
is the unique strong solution of the SDE

dX(t) = dB(t) − ∇φ(X(t)) dt

= dB(t)+
∑

α∈$+

kαα

⟨α, X(t)⟩ dt, t ≥ 0, X(0) ∈ C+. (2.14)

Moreover, almost surely X(t) does not hit the boundary of C+ in finite time.

Remark 2.12 According to the results of [16, 22, 68], the assumptions on k in The-
orem 2.11 above and in Theorem 2.23 below can in fact be relaxed to kα > 0 for
all α ∈ $ without destroying existence and uniqueness of strong solutions. However,
under these relaxed assumptions, the process may hit the boundary of C+ in finite time.
For simplicity, in this paper we assume conditions on k such that the process almost
surely avoids the boundary, as this is consistent with the assumptions that are typically
made in the randommatrix theory literature. It is possible though that the assumptions
on the multiplicity parameters in some of our results could be further relaxed.

The transition kernel (semigroup density) of X(t) is

pt (x, y) =
ck

tγ+dim V /2 e
−(|x |2+|y|2)/(2t) Jk, x√

t

( y√
t

)

∏

α∈$+
⟨α, y⟩2kα , t > 0, x, y ∈ C+, (2.15)

where γ =∑α∈$+ kα , and ck is a normalization constant that can be computed using
the Macdonald–Mehta–Opdam integral [61]. Write

ρ = 1
2

∑

α∈$+
kαα, (2.16)

and for α ∈ $, set α∨ = 2
|α|2 α. Then

ck =

⎡

⎣
∫

C+
e−|x |2/2 ∏

α∈$+
⟨α, x⟩2kα dx

⎤

⎦
−1

= |W |
(2π)dim V /2

∏

α∈$+

.
(
1+ ⟨ρ,α∨⟩

)

.
(
1+ ⟨ρ,α∨⟩ + kα

)
(

2
|α|2

)kα

.

(2.17)
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Simplified formulae for the normalization constants for the classical root systems can
be found in equations (1.4), (3.4) and (5.3) of [72]. For AN−1, BN and DN , they are1:

cAk = N !
(2π)(N−1)/2

N∏

j=1

.
(
1+ k√

2

)

.
(
1+ jk√

2

) , (2.18)

cBk = N !
2N (k1+(N−1)k√

2−1/2)

N∏

j=1

.
(
1+ k√

2

)

.
(
1+ jk√

2

)
.
( 1
2 + k1 + ( j − 1)k√

2

) , (2.19)

cDk = N !
2N (N−1)k√

2−N/2+1

N∏

j=1

.
(
1+ k√

2

)

.
(
1+ jk√

2

)
.
( 1
2 + ( j − 1)k√

2

) . (2.20)

Example 2.13 When $ is the BN root system, the SDE (2.14) takes the explicit form

dXi (t) = dBi (t)

+

⎡

⎣ k1
Xi (t)

+ k√
2

∑

j : j ̸=i

(
1

Xi (t) − X j (t)
+ 1

Xi (t)+ X j (t)

)⎤

⎦ dt,

(2.21)

where Xi (t) and Bi (t) are the i th coordinates of X(t) and B(t) with respect to the
standard basis. The SDE for CN is the same, with k2 in the place of k1. Taking k1 = 0
in (2.21) gives the SDE for DN .

Remark 2.14 It follows directly fromDefinition 2.1 that the Dunkl operators of typeC ,
along with the corresponding radial Dunkl process and generalized Bessel functions,
coincide with those of type B. Therefore, in the context of the rational theory, it is
unnecessary to discuss these two cases separately (though in the hyperbolic theory,
types B and C are genuinely distinct).

On the other hand, even though the SDE for the type D radial Dunkl process can be
obtained formally from the SDE (2.21) for type B by setting k1 = 0, at the level of the
stochastic processes themselves, the type D radial Dunkl process is not the same as
the type B radial Dunkl process with k1 = 0, because the two processes have different
domains. For BN or CN we have

C+ = {x ∈ RN : x1 ≥ · · · ≥ xN ≥ 0},

whereas for DN we have

C+ = {x ∈ RN : x1 ≥ · · · ≥ |xN |}.

For this reason, when k√
2 ≥ 1/2 and k1 = 0, the type B radial process hits the

boundary of its domain in finite time and no longer has a unique strong solution [22].

1 Our value of cAk differs by a factor of
√
2π from the formula in [72] due to the fact that for AN−1 we

take V to be an (N − 1)-dimensional subspace rather than all of RN .

123



954 J. Huang, C. McSwiggen

In contrast, when k√
2 ≥ 1/2, the type D radial Dunkl process has a unique strong

solution and stays within its domain for all time.
Similarly, the type D generalized Bessel function is not invariant under the action

of the type B Weyl group and cannot be obtained from the type B generalized Bessel
function by setting k1 = 0.However, the type B function (with k1 = 0) can be obtained
by symmetrizing the type D function, while the type D function can bewritten in terms
of two type B functions with different multiplicity parameters [21]. Nevertheless, in
all of the asymptotic results shown in this paper, the limiting formulae for type D
can in fact be obtained from corresponding formulae for type B by letting k1 → 0 as
N → ∞.

Example 2.15 When kα = 1 for all α ∈ $, the radial Dunkl process is a Brownian
motion conditioned in the sense of Doob not to leave C+, as studied by Grabiner [34]
and by Biane et al. [9].

Example 2.16 When $ is the AN−1 root system and kα = 1 for all α ∈ $, if we let
B(t) be a standard Brownian motion on the full space RN rather than a Brownian
motion confined to the subspace V = {x ∈ RN :∑i xi = 0}, then (2.14) recovers the
SDE for Dyson Brownian motion:

dXi (t) = dBi (t)+
∑

j : j ̸=i

dt
Xi (t) − X j (t)

. (2.22)

2.3 The hyperbolic theory

In this section we allow $ to be an arbitrary crystallographic root system spanning V ,
not necessarily reduced. Again, k is a multiplicity parameter taking non-negative real
values, and n = dim V .

2.3.1 Cherednik operators and Heckman–Opdam hypergeometric functions

The Heckman–Opdam hypergeometric functions are a multivariable generalization
of the classical Gauss hypergeometric function. They include as special cases the
spherical functions on symmetric spaces of non-compact type. In a sense, they are
a further generalization of the generalized Bessel functions, which can be recovered
from them via the rational limit, as explained at the end of this section.

Like the generalized Bessel functions, the Heckman–Opdam hypergeometric func-
tions are defined via a system of eigenvalue problems for differential-difference
operators.

Definition 2.17 For ξ ∈ V , the Cherednik operator Tk,ξ is the differential-difference
operator defined by

Tk,ξ f (x) = ∂ξ f (x)+
∑

α∈$+
kα

⟨α, ξ ⟩
1 − e−⟨α,x⟩

[
f (x) − f (sαx)

]
− ⟨ρ, ξ ⟩ f (x)

(2.23)
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for f ∈ C1(V ), where ρ is defined in (2.16).

Like the Dunkl operators, the Cherednik operators commute:

Tk,x ◦ Tk,y = Tk,y ◦ Tk,x ∀ x, y ∈ V . (2.24)

Similarly to the rational setting, for λ ∈ VC, there is a unique function Gk,λ ∈
C∞(V ) satisfying the system of differential-difference equations

Tk,ξGk,λ = ⟨λ, ξ ⟩Gk,λ ∀ ξ ∈ V , (2.25)

and normalized such that Gk,λ(0) = 1.

Definition 2.18 For λ ∈ VC, the Heckman–Opdam hypergeometric function Fk,λ is
the symmetrization of Gk,λ over W :

Fk,λ(x) =
1

|W |
∑

w∈W
Gk,λ(w(x)). (2.26)

The Heckman–Opdam hypergeometric functions are closely related to the eigen-
functions of the quantumhyperbolicCalogero–MoserHamiltonian andwere originally
introduced in order to prove complete integrability of this andother quantumCalogero–
Moser variants [41, 42, 59, 60].

In general, analogues of the properties (2.5) and (2.6) do not hold for Fk,λ.

Example 2.19 Take V = R and embed the A1 root system as $ = {±2}. The multi-
plicity parameter k takes only a single value, and we have

Fk,λ(x) = 2F1
(
k + λ, k − λ; k + 1

2
; − sinh2

x
2

)
, (2.27)

where 2F1 is the classical Gauss hypergeometric function. Taking the rational limit as
shown below in (2.36), we can also obtain the classical Bessel functions on the line
as special cases of generalized Bessel functions.

Example 2.20 Characters of compact Lie groups can be expressed as Heckman–
Opdam hypergeometric functions. Let G be a compact semisimple2 Lie group with
Lie algebra g, and t ⊂ g a Cartan subalgebra, which we identify with its dual via an
Ad-invariant inner product. Take V = t, let $ be the root system of g with respect to
t, and let k = 1⃗ be the multiplicity parameter with kα = 1 for all α ∈ $. Write Vλ for
the irreducible representation of G with highest weight λ ∈ t, and χλ : G → C for the
character of Vλ. In this case the Heckman–Opdam hypergeometric function extends
holomorphically to tC, and we have

F1⃗,λ+ρ(i x) =
χλ(ex )
dim Vλ

, x ∈ t, (2.28)

2 The assumption of semisimplicity just ensures that $ spans V , and is trivial to remove since characters
of a non-semisimple compact Lie group are easily expressed in terms of characters of a semisimple group.
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where ex denotes the Lie exponential. As discussed below in Sect. 4, the characters
can also be expressed in terms of generalized Bessel functions.

Example 2.21 Spherical functions on symmetric spaces of non-compact type can all
be realized as special cases of Heckman–Opdam hypergeometric functions. We refer
the reader to [6, Remark 4.6] or [53, Example 4.4] for details of this construction.

2.3.2 The radial Heckman–Opdam process

The Heckman–Opdam Laplacian is the differential-difference operator

Dk =
n∑

j=1

T 2
k,e j .

Explicitly,

Dk f (x) =
n∑

j=1

∂2j f (x)+
∑

α∈$+
kα coth

⟨α, x⟩
2

∂α f (x)+ |ρ|2 f (x)

−
∑

α∈$+
kα

|α|2
4 sinh2 ⟨α,x⟩

2

[
f (x) − f (sαx)

]
(2.29)

for f ∈ C2(V ). The differential part of Dk is the operator

DW
k =

n∑

j=1

∂2j +
∑

α∈$+
kα coth

⟨α, x⟩
2

∂α + |ρ|2. (2.30)

Definition 2.22 The radial Heckman–Opdam process Y (t), t ≥ 0 is the C+-valued
continuous-paths Markov process with generator 1

2 (D
W
k − |ρ|2).

Just as radial Dunkl processes generalize the radial components of Brownian
motions on Euclidean symmetric spaces, radial Heckman–Opdam processes general-
ize the radial components of Brownian motions on symmetric spaces of non-compact
type.

Again let B(t), t ≥ 0 be a standard Brownian motion on V , and define

ψ(x) = −
∑

α∈$+
kα log

(
sinh

⟨α, x⟩
2

)
.

For α ∈ $, we set kα/2 = 0 if α/2 /∈ $ and k2α = 0 if 2α /∈ $. We have the following
characterization of the radial Heckman–Opdam process as the solution to an SDE.

123



Asymptotics of generalized Bessel functions and weight… 957

Theorem 2.23 ([68], Proposition 4.1 and remarks preceding Proposition 4.2) When
kα + k2α ≥ 1/2 for all α ∈ $, the radial Heckman–Opdam process Y (t) is the unique
strong solution of the SDE

dY (t) = dB(t) − ∇ψ(Y (t)) dt

= dB(t)+
∑

α∈$+

kαα

2
coth

⟨α, Y (t)⟩
2

dt, t ≥ 0, Y (0) ∈ C+. (2.31)

Moreover, almost surely Y (t) does not hit the boundary of C+ in finite time.

The expression for the transition kernel of Y (t) in terms of Fk,λ is less explicit
than the expression for the transition kernel of X(t) in terms of Jk,λ. For α ∈ $ set
α∨ = 2

|α|2 α, and for λ ∈ VC define3

c̃(λ) =
∏

α∈$+

.
(
⟨λ,α∨⟩ + 1

2k α
2

)

.
(
⟨λ,α∨⟩ + kα + 1

2k α
2

) . (2.32)

Then the transition kernel of Y (t) is (see [68, §2]):

qt (x, y) = c′
k

∫

iV
e− t

2 (|λ|2+|ρ|2)Fk,λ(x)Fk,λ(−y) c̃(λ)−1c̃(−λ)−1 dλ,

t > 0, x, y ∈ C+, (2.33)

where iV is the imaginary subspace in VC and c′
k is a constant.

Example 2.24 When$ is the BCN root system, the SDE (2.31) takes the explicit form

dYi (t) = dBi (t)+
1
2

[
k1 coth

Yi (t)
2

+ 2k2 coth Yi (t)

+ k√
2

∑

j : j ̸=i

(
coth

Yi (t) − Y j (t)
2

+ coth
Yi (t)+ Y j (t)

2

)]
dt .

(2.34)

Example 2.25 When$ is the AN−1 root system, if we again take B(t) to be a standard
Brownian motion on the full space RN as in Example 2.16 above, then (2.31) gives

dYi (t) = dBi (t)+
k√

2

2

∑

j : j ̸=i

coth
Yi (t) − Y j (t)

2
dt . (2.35)

The system (2.35) describes a dynamical version of the sinh-model studied in [10],
in the case of a quadratic confining potential. The relation between (2.35) and the
sinh-model is similar to the relation between Dyson Brownian motion (for general β)
and β-models in random matrix theory.

3 The notation c̃ follows [40, §3.4] and indicates theunnormalized version of the function c(λ) = c̃(λ)/c̃(ρ).
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2.3.3 Relation to the rational theory

Generalized Bessel functions are the rational limit of Heckman–Opdam hypergeo-
metric functions for reduced root systems (see [6, §4.4]):

Jk,λ(x) = lim
ε→0

Fk,ε−1λ(εx). (2.36)

The radial Dunkl process can also be realized as a limit of appropriately normalized
radial Heckman–Opdam processes as described in [68, §6].

3 Large deviations of radial Dunkl processes

In this section we prove our first main result, a formula for the large-N limits of
generalized Bessel functions, which we derive from a large deviations principle for
radial Dunkl processes. We primarily consider types B, C and D, leaving type A,
which is slightly simpler and better understood in the existing literature, to the end
of Sect. 3.1. In Sect. 3.2, we study the large deviations of radial Heckman–Opdam
processes.

We recall the following SDE from (2.21), which describes the radial Dunkl pro-
cesses of type B, C (with k2 in the place of k1), or D (when k1 = 0):

dXi (t) = dBi (t)+

⎡

⎣ k1
Xi (t)

+ k√
2

∑

j : j ̸=i

(
1

Xi (t) − X j (t)
+ 1

Xi (t)+ X j (t)

)⎤

⎦ dt .

(3.1)

The law at t = 1 is given by

p1(x, y) = Cke−(|x |2+|y|2)/2 Jk,x (y)
∏

i

y2k1i

∏

i< j

(y2i − y2j )
2k√

2 . (3.2)

The solution to the following SDE is known as the Dyson Bessel process and has
been studied in [36]:

dsi (t) =
dBi√
βN

+

⎛

⎝ 1
2N

∑

j : j ̸=i

1
si (t) − s j (t)

+ 1
2N

∑

j : j ̸=i

1
si (t)+ s j (t)

+ αN

2si (t)

⎞

⎠ dt,

(3.3)

for 1 ≤ i ≤ N , where B1, B2, . . . , BN are independent Brownian motions.
When αN > 0, the Dyson Bessel process is related to the type B radial Dunkl

process by a simple change of normalization and relabeling of parameters. To identify
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(2.21) with (3.3), we can simply take

Xi (t) =
√

βNsi (t), k√
2 =

β

2
, k1 =

βNαN

2
. (3.4)

When αN = 0, we instead obtain an analogous identification with the type D radial
Dunkl process.

Accordingly, we can write the law of the Dyson Bessel process at time t = 1 in
terms of generalized Bessel functions as follows. If αN > 0, let $ be the BN root
system and set Ck = cBk as defined in (2.19). If αN = 0, instead let $ be the DN root
system and set Ck = cDk as defined in (2.20). Then, by (2.15), the law of the Dyson
Bessel process at time t = 1 is given by

p1(a, b) = Cke−βN (|a|2+|b|2)/2 Jk,√βNa(
√

βNb)
∏

i

(
√

βNbi )βNαN
∏

i< j

((βN )(b2i − b2j ))
β

= Ck,Ne−βN (|a|2+|b|2)/2 Jk,√βNa(
√

βNb)
∏

i

bβNαN
i

∏

i< j

(b2i − b2j )
β

(3.5)

for a, b ∈ C+, where Ck,N = Ck(βN )(β/2)(αN N2+N (N−1)).

3.1 Large-N asymptotics of generalized Bessel functions

We denote the empirical particle density of the Dyson Bessel process (3.3) and its
symmetrization (with respect to reflection through 0) respectively by

νN
t = 1

N

N∑

i=1

δsi (t), ν̂N
t = 1

2N

N∑

i=1

(δsi (t) + δ−si (t)).

We recall the large deviations principle for {̂νN
t }0≤t≤1 from [36]. Write P(R) for the

space of probability measures on R and P(R)± for the space of probability measures
on R that are symmetric with respect to reflection through 0. For µ̂0 ∈ P(R)± and
ν̂t : [0, 1] → P(R)±, the rate function is given by

Sα
µ̂0
({̂νt }0≤t≤1) = sup

f ∈C2,1
b

Sα({̂νt , ft }0≤t≤1), (3.6)

where Sα({̂νt , ft }0≤t≤1) is given by

ν̂1( f1) − µ̂0( f0) −
∫ 1

0

∫
∂s fs(x) d̂νs(x) ds

− 1
2

∫ 1

0

∫
f ′
s (x) − f ′

s (y)
x − y

d̂νs(x) d̂νs(y) ds

123



960 J. Huang, C. McSwiggen

− α

2

∫ 1

0

∫
f ′
s (x)
x

d̂νs(x) ds

− 1
8β

∫ 1

0

∫
( f ′

s (x) − f ′
s (−x))2 d̂νs(x) ds

when ν̂0 = µ̂0. If ν̂0 ̸= µ̂0, then Sα
µ̂0
({̂νt }0≤t≤1) = +∞. We equip the space

of measure-valued processes from [0, 1] to P(R) with the uniform metric for the
Wasserstein-1 metric on P(R), so that the ball of radius δ > 0 around {̂νt }0≤t≤1 is

Bδ({̂νt }0≤t≤1) =
{
ηt : [0, 1] → P(R)

∣∣∣ sup
t∈[0,1]

W1(ηt , ν̂t ) < δ
}
,

where

W1(ηt , ν̂t ) = sup
f ∈C0(R)
Lip( f )≤1

∫
f d(ηt − ν̂t )

and Lip( f ) indicates the minimal Lipschitz constant. As shown in [36], we have the
following large deviations principle.

Theorem 3.1 Fix a symmetric probability measure µ̂0 and a sequence of initial con-
ditions for (3.3) with symmetrized empirical measures ν̂N

0 converging weakly to µ̂0,
with uniformly bounded second moments. Then, if αN converges to α ∈ [0,∞) when
N goes to infinity such that either αN ≥ 1/βN or αN ≡ 0, the distribution of the
empirical particle density {̂νN

t }0≤t≤1 of the Dyson Bessel process (3.3) satisfies a large
deviations principle in the scale N 2 and with good rate function Sα

ν̂0
. In particular, for

any continuous symmetric measure-valued process {̂νt }0≤t≤1, we have:

lim
δ→0

lim inf
N→∞

1
N 2 logP

(
{̂νN

t }0≤t≤1 ∈ Bδ({̂νt }0≤t≤1)
)

= lim
δ→0

lim sup
N→∞

1
N 2 logP

(
{̂νN

t }0≤t≤1 ∈ Bδ({̂νt }0≤t≤1)
)

= −Sα
µ̂0
({̂νt }0≤t≤1).

(3.7)

As a consequence of Theorem 3.1 and the relation (3.5), we have the fol-
lowing asymptotics for the generalized Bessel functions. We denote by 3 the
non-commutative entropy,

3(ν) =
∫

log |x − y| dν(x) dν(y), ν ∈ P(R).

Theorem 3.2 Let $ = BN , CN or DN . Take k√
2 ≥ 1/2 and set

β = 2k√
2. (3.8)
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If $ = BN or CN , take k j = k j (N ) ≥ 1/2, where j = 1 if $ = BN and j = 2 if
$ = CN , such that

2k j
βN

= αN → α. (3.9)

If $ = DN , set αN = α = 0.
For each N = 1, 2, . . . , fix vectors

x = x (N ) =
(
x (N )
1 , x (N )

2 , . . . , x (N )
N

)
,

y = y(N ) =
(
y(N )
1 , y(N )

2 , . . . , y(N )
N

)
∈ RN ,

such that the following scaled, symmetrized empirical measures converge weakly as
N → ∞:

ν̂N
A = 1

2N

∑

i

δ
x(N )
i√
βN

+ δ−x(N )
i√
βN

→ ν̂A,

ν̂N
B = 1

2N

∑

i

δ
y(N )
i√
βN

+ δ−y(N )
i√
βN

→ ν̂B .

(3.10)

Wemoreover assume that for C = A or B, we have supN ν̂N
C (x2) < ∞,3(̂νC ) > −∞

and, if α ̸= 0,
∫
log |x |d̂νC > −∞. Then the following limit of the generalized Bessel

function exists:

lim
N→∞

1
N 2 log Jk,x (y) = Iα,β (̂νA, ν̂B) = I (̂νA, ν̂B), (3.11)

where we omit the α and β in subscript when the values of these parameters are clear
in context. The functional I is given explicitly by

I (̂νA, ν̂B) = −β

2
inf

{ρ̂t }0<t<1
satisfies (3.14)

{∫ 1

0

∫
u2s ρ̂s(x) dx ds

+π2

3

∫ 1

0

∫
ρ̂3
s (x) dx ds +

α2

4

∫ 1

0

∫
ρ̂s(x)
x2

dx ds
}

+ β

2

[
ν̂A(x2 − α log |x |)+ ν̂B(x2 − α log |x |)

−
(
3(̂νA)+ 3(̂νB)

)]
− C(α,β),

(3.12)

where C(α,β) is a constant given by

C(α,β) = β

4

(
3(α + 1)+ α2 logα − (α + 1)2 log(α + 1)

)
, (3.13)
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with the convention 02 log 0 = 0. The infimum is taken over continuous symmetric
measure-valued processes {ρ̂t (x)dx}0<t<1 satisfying the weak limits

lim
t→0+

ρ̂t (x)dx = ν̂A, lim
t→1−

ρ̂t (x)dx = ν̂B . (3.14)

Moreover, us is the weak solution of the following conservation of mass equation:

∂s ρ̂s + ∂x (ρ̂sus) = 0. (3.15)

Remark 3.3 In Theorem 3.2, we assumed that all values of k are at least 1/2 in order
to ensure that the particles in the radial Dunkl process will not collide or collapse to 0
in finite time (i.e., that the process will not hit the boundary of its domain), following
the conditions of Theorem 2.11. However, as discussed above in Remark 2.12, it may
be possible to relax this assumption to k > 0 using results of [22].

Remark 3.4 When$ = DN the final coordinate of a point in the positiveWeyl chamber
may be negative. However, the functional (3.12) depends only on the symmetrized
measures ν̂A and ν̂B , which are invariant under permutations and sign changes of
the coordinates of the arguments x and y. Thus, for characterizing the asymptotic
behavior of type D generalized Bessel functions in the regime that we consider here,
it is actually sufficient to consider only arguments in the Weyl chamber of type B.
Moreover, the limit is given by the same functional (3.12) as for type B, with α = 0.
However, as explained in Remark 2.14, the generalized Bessel function of type D is
not equal to the function of type B with k1 = 0. See also Remark 6.2 below.

Remark 3.5 The functional to be minimized in (3.12) admits an elegant interpretation
as the action of a one-dimensional fluid. That is, if we let {ρ̂∗

t }0≤t≤1 be the unique
solution to the minimization problem

inf
{ρ̂t }0<t<1

satisfies (3.14)

{∫ 1

0

∫
u2s ρ̂s(x) dx ds

+π2

3

∫ 1

0

∫
ρ̂3
s (x) dx ds +

α2

4

∫ 1

0

∫
ρ̂s(x)
x2

dx ds
}
, (3.16)

then {ρ̂∗
t }0≤t≤1 satisfies the Euler–Lagrange equation

∂t ut +
1
2
∂x

(
u2t − π2(ρ̂∗

t )
2 − α2

4x2

)
= 0. (3.17)

Together with the conservation of mass equation (3.15), the PDE (3.17) describes a
one-dimensional Euler fluid with repulsion from the origin. That is, the minimum
value (3.16) equals the action of this fluid along the trajectory that solves the shooting
problem with density ρ̂0(x) at time 0 and density ρ̂1(x) at time 1. If we now define
the complex-valued function

ft (x) = ut (x)+ iπρ̂∗
t (x),
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then (3.15) and (3.17) together can be rewritten as the single equation

∂t f + f ∂x f = α2

4x3
, (3.18)

which is the complex Burgers equation with an additional forcing term. The com-
plex Burgers equation appears ubiquitously in the study of limiting phenomena for
integrable models; see e.g. [46, 54, 62]. In [36, §5.1], the equation (3.18) is solved
formally by themethod of characteristics. This yields amore explicit description of the
minimizer, but caution is required: the non-rigorous solution method is complicated
by the fact that the characteristics can flow into the complex plane, whereas ft (x) in
(3.18) is a function of two real variables.

Before proving Theorem 3.2, we first derive the following continuity estimate for
the generalized Bessel function. Recall that for two empirical measures

µ = 1
N

N∑

i=1

δzi , µ′ = 1
N

N∑

i=1

δz′i
,

where zi , z′i ∈ R, their Wasserstein distance is given by

W1(µ,µ
′) = min

σ∈SN
1
N

N∑

i=1

|zσ (i) − z′i |,

where SN is the permutation group on N letters.

Proposition 3.6 We encode vectors y = (y1, y2, . . . , yN ), y′ = (y′
1, y

′
2, . . . , y

′
N ) ∈

V ∼= RN by their scaled empirical measures

µ = 1
N

N∑

i=1

δ yi√
βN

, µ′ = 1
N

N∑

i=1

δ y′i√
βN

. (3.19)

For any δ > 0 and x = (x1, x2, . . . , xN ) ∈ V , if W1(µ,µ
′) ≤

√
N
β

δ
max |xi | , then

1
N 2 log

∣∣∣∣
Jk,x (y)
Jk,x (y′)

∣∣∣∣ ≤ δ. (3.20)

In order to prove Proposition 3.6, we show a lemma bounding the Lipschitz constant
of log Jk,λ. We also record a similar statement for Fk,λ. For λ, x ∈ V , we have the
following positivity results and exponential bounds (see [6, Proposition 3.10] and [11,
Proposition 4.2]):

0 < Ek,λ(x) ≤ emaxw∈W ⟨λ,w(x)⟩, (3.21)

0 < Gk,λ(x) ≤ emaxw∈W ⟨λ+ρ,w(x)⟩. (3.22)
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Averaging over the Weyl group yields identical bounds on Jk,λ(x) and Fk,λ(x).

Lemma 3.7 For λ, x, y ∈ V ,

Jk,λ(x + y) ≤ emaxw∈W ⟨λ,w(y)⟩ Jk,λ(x). (3.23)

Proof From [11, Proposition 4.2] (see also [65, Theorem 3.3]), we have

Gk,x+y(λ) ≤ emaxw∈W ⟨λ,w(y)⟩Gk,x (λ). (3.24)

Averaging over theWeyl group gives an analogous inequality for Fk,x+y(λ), and taking
the rational limit (2.36) on either side we obtain

Jk,x+y(λ) ≤ emaxw∈W ⟨λ,w(y)⟩ Jk,x (λ).

The desired result then follows from the symmetry property (2.5). ⊓⊔
Lemma 3.8 For λ, x, y ∈ V ,

Fk,λ(x + y) ≤ e(|ρ|+|λ|)|y|Fk,λ(x). (3.25)

Proof From [69, Lemma 3.4], we have the estimate

|∇Fk,λ(x)| ≤ (|ρ| + |λ|)Fk,λ(x), (3.26)

which implies (3.25) by Grönwall’s inequality. ⊓⊔
Proof of Proposition 3.6 Thanks to Lemma 3.7, we have

1
N 2

∣∣log Jk,x (y) − log Jk,x
(
y′)∣∣ ≤ 1

N 2 max
w∈W

|⟨x, w(y − y′)⟩|

≤ 1
N 2 max

i
|xi |
∑

i

|yi − y′
i |

≤ max
i

∣∣∣∣
xi√
N/β

∣∣∣∣W1(µ, ν) ≤ δ,

(3.27)

which gives (3.20). ⊓⊔
We next determine the value of the constant term C(α,β) in Theorem 3.2 from the

asymptotics of the normalization constant Ck,N in (3.5).

Proposition 3.9 Under the assumptions of Theorem 3.2, the constant Ck,N in (3.5)
satisfies

lim
N→∞

1
N 2 log(Ck,N ) =

β

4

(
3(α + 1)+ α2 logα − (α + 1)2 log(α + 1)

)
=: C(α,β),

(3.28)

with the convention 02 log 0 = 0.
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Proof of Proposition 3.9 Recall that for the BN and CN root systems we have Ck = cBk
from (2.19), while for DN we haveCk = cDk from (2.20).With β, αN , and α as defined
in Theorem 3.2, we can compute the asymptotics of Ck :

1
N 2 log(Ck) = −βαN + β

2
log 2

− 1
N 2

∫ N

1
log
((

αNβN + xβ
2

)
!
(
xβ
2

)
!
)
dx + O

(
log N
N

)
,

(3.29)

where we understand z! = .(1+ z) when z is not an integer. Using Stirling’s formula
to simplify the integral term, we obtain

− 1
N 2

∫ N

1
log
((

αNβN + xβ
2

)
!
(
xβ
2

)
!
)
dx

= − 1
N 2

∫ N

1

(
αNβN + xβ

2

)
log
(

αNβN + xβ
2e

)

+
(
xβ
2

)
log
(
xβ
2e

)
dx + O(1/N )

= − 2
β

(
β2(αN + 1)2

8
log(αN + 1) − (αNβ)2

8
logαN

+β2(αN + 1)
4

(
log

Nβ

2
− 3

2

))
+ O(1/N )

= −β(αN + 1)2

4
log(αN + 1)+ α2

Nβ

4
logαN

− β(αN + 1)
2

(
log

Nβ

2
− 3

2

)
+ O(1/N ).

(3.30)

Plugging (3.30) into (3.29), we find that log(Ck)/N 2 equals

− β(αN + 1)2

4
log(αN + 1)+ α2

Nβ

4
logαN

− β(αN + 1)
2

(
log(Nβ) − 3

2

)
+ O

(
log N
N

)
. (3.31)

Since Ck,N = Ck(βN )(β/2)(αN N2+N (N−1)), we conclude that

lim
N→∞

1
N 2 log(Ck,N ) = lim

N→∞
β

4

(
3(αN + 1)+ α2

N logαN − (αN + 1)2 log(αN + 1)
)

= β

4

(
3(α + 1)+ α2 logα − (α + 1)2 log(α + 1)

)
.

This finishes the proof of Proposition 3.9. ⊓⊔
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Proof of Theorem 3.2 For x, y as in the statement of Theorem 3.2, we set a = x/
√

βN ,
b = y/

√
βN . By the W -invariance of the generalized Bessel function in both argu-

ments, it is sufficient to assume that x, y ∈ C+N , so that a and b lie in the domain of
the radial Dunkl process. We recall that, from the density formula (3.5), the transition
probability is given by

p1(a, b) = Ck,Ne−βN (|a|2+|b|2)/2 Jk,√βNa(
√

βNb)
∏

i

bNβαN
i

∏

i< j

(b2i − b2j )
β .

(3.32)

The large deviations principle for the Dyson Bessel process gives

lim
N→∞

1
N 2 logP(̂νN

B ∈ B(̂νB, δ)) = inf
ν̂1=ν̂B

Sα
ν̂A
({̂νt }0≤t≤1)+ oδ(1),

where oδ(1) goes to zero as δ goes to zero. By integrating (3.32) over the ballB(̂νB, δ),
we have
∫

ν̂N
B ∈B(̂νB ,δ)

Ck,Ne−βN (|a|2+|b|2)/2 Jk,√βNa(
√

βNb)
∏

i

bNβαN
i

∏

i< j

(b2i − b2j )
β
∏

dbi

= Ck,Ne
βN2
2 (23(̂νB )−(̂νA(x2)+ν̂B (x2−2α log |x |))+oδ(1))

∫

ν̂N
B ∈B(̂νB ,δ)

∫
Jk,√βNa(

√
βNb)

∏
dbi .

Even though the logarithm is singular,
∫
log |x |d̂νN

B is close to
∫
log |x |d̂νB on the

ball (and similarly for the non-commutative entropy term), which can be rigorously
justified using the same techniques as in [7]. We omit the details.

Thanks to Proposition 3.6, we can replace the integral over the ball B(̂νB, δ) by
Jk,√βNa(

√
βNb) with an error eO(δN2). By rearranging, we obtain the following

asymptotics of the generalized Bessel function:

lim
N→∞

1
N 2 log Jk,√βNa(

√
βNb)

= − inf
ν1=ν̂B

Sα
µA

(
{νt }0≤t≤1

)

− β

2

[
23(̂νB) −

(
ν̂A(x2)+ ν̂B(x2 − 2α log |x |)

)]
− C(α,β),

(3.33)

where the constant C(α,β) is determined in Proposition 3.9. If Sα
ν̂A
({̂νt }0≤t≤1) < ∞,

then ν̂t has a density, i.e., {̂νt }0≤t≤1 = {ρ̂t (x)dx}0≤t≤1 is a symmetric measure-valued
process satisfying the weak limits (3.14):

lim
t→0

ρ̂t (x)dx = ν̂A, lim
t→1

ρ̂t (x)dx = ν̂B .
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Let us be the weak solution of the conservation of mass equation (3.15):

∂s ρ̂s + ∂x (ρ̂sus) = 0.

We recall the following formula for the dynamical entropy Sα
ν̂A
({̂νt }0≤t≤1) from [36,

Proposition 4.1]:

Sα
µ0
({̂νt }0≤t≤1) =

β

2

(∫ 1

0

∫
u2s ρ̂s(x) dx ds +

π2

3

∫ 1

0

∫
ρ̂3
s (x) dx ds

+ α2

4

∫
ρ̂s(x)
x2

dx ds

−
(

3(̂νt )+ α

∫
log |x | ρ̂t (x) dx

)∣∣∣∣
1

t=0

)
.

(3.34)

Plugging (3.34) into (3.33), we obtain the desired result on the asymptotics of the
generalized Bessel function,

I (̂νA, ν̂B) = lim
N→∞

1
N 2 log Jk,√βNa(

√
βNb)

= −β

2
inf

{ρ̂t }0<t<1
satisfies (3.14)

{∫ 1

0

∫
u2s ρ̂s(x) dx ds +

π2

3

∫ 1

0

∫
ρ̂3
s (x) dx ds

+α2

4

∫
ρ̂s(x)
x2

dx ds
}

+ β

2

[
ν̂A(x2 − α log |x |)+ ν̂B(x2 − α log |x |) −

(
3(̂νA)+ 3(̂νB)

)]

− C(α,β).

(3.35)

This finishes the proof of Theorem 3.2. ⊓⊔
Remark 3.10 We have stated Theorem 3.2 for the root systems of types B, C and D,
because the statement for type A takes a slightly different form and is straightforward
to infer from the work of Guionnet and Zeitouni [37, 38], who studied the asymptotics
of spherical integrals of the form (2.8) via the large deviations of Dyson Brownian
motion.4 For completeness, we give the statement for type A in Theorem 3.11 below.
The formula for the limit is similar to the formula for type D, but with some important
differences: the empirical measures of the arguments to the Bessel function are scaled
by (βN/2)−1/2 rather than (βN )−1/2 and are not symmetrized, and the limiting func-
tional differs by a factor of 2. We omit the proof, as it uses a similar technique to
the proof of Theorem 3.2, and the statement can be obtained directly from the results
of [37, 38] by relating the spherical integrals in those papers to generalized Bessel
functions as in Example 2.5 and letting the parameter β = 2k√

2 take values in [1,∞).

4 Although the proofs in [37, 38] refer to random matrix models that are specific to the cases β = 1 or 2,
the large deviations principles can be extended to β ≥ 1 as discussed in [36].
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Theorem 3.11 Let $ = AN−1, let k√
2 ≥ 1/2, and write β = 2k√

2. For each N =
1, 2, . . . , fix vectors

x = x (N ) =
(
x (N )
1 , x (N )

2 , . . . , x (N )
N

)
,

y = y(N ) =
(
y(N )
1 , y(N )

2 , . . . , y(N )
N

)
∈ RN

satisfying
∑

i xi =
∑

i yi = 0, such that the scaled, unsymmetrized empirical mea-
sures converge weakly as N → ∞:

νN
A = 1

N

∑

i

δ√ 2
βN x (N )

i
→ νA,

νN
B = 1

N

∑

i

δ√ 2
βN y(N )

i
→ νB .

(3.36)

Assume that for C = A or B, we have supN νN
C (x2) < ∞, 3(νC ) > −∞. Then the

following limit of the generalized Bessel function exists:

lim
N→∞

1
N 2 log Jk,x (y) =

1
2
I0,β(νA, νB), (3.37)

where I0,β is as defined in (3.12), but with the infimum taken over continuous measure-
valued processes {ρt (x)dx}0<t<1, which are not assumed to be symmetric with respect
to reflection through x = 0, satisfying the weak limits

lim
t→0+

ρt (x)dx = νA, lim
t→1−

ρt (x)dx = νB .

3.2 Large deviations of radial Heckman–Opdam processes

In this section we turn to the hyperbolic theory and study the large-N hydrodynamics
of the radial Heckman–Opdam process. More specifically, we prove a large devi-
ations principle for a modified version of the Dyson Bessel process obtained as a
reparametrization of the radial Heckman–Opdam process with $ = BCN . Corre-
sponding large deviations principles for radial Heckman–Opdam processes associated
with the classical root systems are easily deduced from the large deviations of themod-
ified Dyson Bessel process by setting one or both of the parameters γ1, γ2 in (3.44) to 0
and, in the case of type A, by considering unsymmetrizedmeasures as inTheorem3.11.

We make the following change of variables in the SDE (2.34) for the radial
Heckman–Opdam process of type BC , for 1 ≤ i ≤ N :

Yi (t) = si (βNt), k√
2 =

β

4
, (3.38)
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which gives

dsi (t) =
dBi√
βN

+

⎛

⎝ k√
2

βN

∑

j : j ̸=i

coth
(
si (t) − s j (t)

2

)
+

k√
2

βN

∑

j : j ̸=i

coth
(
si (t)+ s j (t)

2

)⎞

⎠ dt

+
(

k2
βN

coth
(
si (t)

)
+ k1

2βN
coth

(
si (t)
2

))
dt (3.39)

where B1, B2, . . . , BN are independent Brownian motions. Note that (3.38) is not the
same as the reparametrization used for the radial Dunkl process in (3.4), though we
will ultimately obtain the large deviations of the radial Heckman–Opdam process via
a slightly more complicated relation with the same Dyson Bessel process as in the
rational case. Concretely, we can rewrite (3.39) as

dsi (t) =
dBi√
βN

+

⎛

⎝ 1
2N

∑

j : j ̸=i

1
si (t) − s j (t)

+ 1
2N

∑

j : j ̸=i

1
si (t)+ s j (t)

+ αN

2si (t)

⎞

⎠ dt

+ 1
2N

∑

j : j ̸=i

(
V ′(si (t) − s j (t))+ V ′(si (t)+ s j (t))+W ′

N (si (t))
)
dt,

(3.40)

where αN = 2(k1+ k2)/(βN ), and V ′ andW ′
N are smooth functions. Explicitly, they

are given by

V ′(x) = 1
2
coth

( x
2

)
− 1

x
, (3.41)

W ′
N (x) =

k2
βN

coth(x)+ k1
2βN

coth
( x
2

)
− αN

2x
. (3.42)

We call the process (3.40) the modified Dyson Bessel process. We prove that it can be
obtained from the Dyson Bessel process by a change of measure using an exponential
martingale constructed from the following function:

θN (s1, s2, . . . , sN ) =
β

2

⎛

⎝
∑

i< j

[
V (si − s j )+ V (si + s j )

]
+ 2N

∑

i

WN (si )

⎞

⎠ .

(3.43)

As a corollary, we obtain the large deviations of (3.40).
In the following we fix k√

2 ≥ 1/2 for all N , and we assume that k1 = k1(N ),
k2 = k2(N ) are chosen so that the limits

γ1 = lim
N→∞

k1
βN

, γ2 = lim
N→∞

k2
βN

(3.44)
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exist. Then αN converges to α = 2(γ1 + γ2), and WN (x) converges to

W (x) = γ1

(
coth (x) − 1

x

)
+ γ2

(
1
2
coth

( x
2

)
− 1

x

)
. (3.45)

Proposition 3.12 LetFt be the σ -algebra generated by the Brownian motions {Bi (t)}.
LetQ be the law of the Dyson Bessel process (3.3), andP the law of the modifiedDyson
Bessel process (3.40). Suppose that the limits γ1, γ2 in (3.44) exist. Then the two laws
P and Q are related by a change of measure

P = eL1− 1
2 ⟨L,L⟩1Q,

where the exponent is given by

L1 − 1
2
⟨L, L⟩1 = −N 2(FV ,W ({̂νt }0≤t≤1 + o(1)),

and the functional FV ,W takes the explicit form

FV ,W (̂νt ) =
β

2

[ (
2
∫

V (x − y) d̂νt (x) d̂νt (y)+ 4
∫

W (x) d̂νt (x)
)∣∣∣∣

t=1

t=0

−
∫ 1

0
dt
∫

V ′(x − z) − V ′(x − z)+W ′(x) − W ′(y)
x − y

d̂νt (x) d̂νt (y) d̂νt (z) − α

∫
W ′(x)
x

d̂νt (x)
]

− 2β
∫ (

V ′(x − y)V ′(x − z)+ 2V ′(x − y)W ′(x)

+W ′(x)2
)
d̂ν1(x) d̂ν1(y) d̂ν1(z).

(3.46)

Corollary 3.13 Fix a symmetric probability measure µ̂0 and a sequence of initial
conditions with symmetrized empirical measures ν̂N

0 having uniformly bounded sec-
ond moments and converging weakly to µ̂0. Suppose that the limits γ1, γ2 in (3.44)
exist. Then, if αN converges to α ∈ [0,∞) when N goes to infinity such that either
αN ≥ 1/βN or αN ≡ 0, the distribution of the empirical particle density {̂νN

t }0≤t≤1
of the modified Dyson Bessel process (3.40) satisfies a large deviations principle in the
scale N 2 and with good rate function Sα

ν̂0
. In particular, for any continuous symmetric

measure-valued process {̂νt }0≤t≤1, we have:

lim
δ→0

lim inf
N→∞

1
N 2 logP

(
{̂νN

t }0≤t≤1 ∈ Bδ({̂νt }0≤t≤1)
)

= lim
δ→0

lim sup
N→∞

1
N 2 logP

(
{̂νN

t }0≤t≤1 ∈ Bδ({̂νt }0≤t≤1)
)

= −Sα
µ̂0

(
{̂νt }0≤t≤1) − FV ,W ({̂νt }0≤t≤1

)
.

(3.47)
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Proof of Proposition 3.12 The first and second derivatives of θN are given by

∂si θN (s1, s2, . . . , sN ) =
β

2

⎛

⎝
∑

j : j ̸=i

(V ′(si − s j )+ V ′(si + s j ))+ 2NW ′
N (si )

⎞

⎠ ,

∂2si θN (s1, s2, . . . , sN ) =
β

2

⎛

⎝
∑

j : j ̸=i

(V ′′(si − s j )+ V ′′(si + s j ))+ 2NW ′′
N (si )

⎞

⎠ ,

(3.48)

for 1 ≤ i ≤ N , where we have used the fact that V ′ is an odd function. Since θN is
C∞, Itô’s lemma gives

dθN (s1(t), s2(t), . . . , sN (t)) = dLt +
[∑

i

∂2si θN

2βN

+
∑

i

∂si θN

(
1
2N

∑

j : j ̸=i

1
si (t) − s j (t)

+ 1
2N

∑

j : j ̸=i

1
si (t)+ s j (t)

+ αN

2si (t)

)]
dt

(3.49)

where the martingale term Lt is

dLt =
∑

i

∂si θN
dBi (t)√

βN

=
∑

i

1
2

√
β

N

⎛

⎝
∑

j : j ̸=i

(V ′(si − s j )+ V ′(si + s j ))+ 2NW ′
N (si )

⎞

⎠ dBi (t).

Its quadratic variation is given by

⟨L, L⟩t =
β

4N

∫ t

0

∑

i

⎛

⎝
∑

j : j ̸=i

(
V ′(si − s j )+ V ′(si + s j )

)
+ 2NW ′

N (si )

⎞

⎠
2

du

= 4βN 2
∫ t

0

∫ (
V ′(x − y)V ′(x − z)+ 2V ′(x − y)W ′(x)

+W ′(x)2
)
d̂νu(x) d̂νu(y) d̂νu(z) du + o(N 2).

(3.50)
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For the last term on the righthand side of (3.49), using (3.48), it is given explicitly
by

β

2
1
4N

⎛

⎝
∑

i ̸= j

∑

k ̸=i, j

V ′(si − sk)+ V ′(si + sk) − V ′(s j − sk) − V ′(si + sk)
si − s j

+
∑

i ̸= j

∑

k ̸=i, j

V ′(si − sk)+ V ′(si + sk)+ V ′(s j − sk)+ V ′(si + sk)
si + s j

⎞

⎠

+ β

4

∑

i ̸= j

(
W ′

N (si ) − W ′
N (s j )

si − s j
+ W ′

N (si )+W ′
N (s j )

si + s j

)

+ αN N
β

2

∑

i

W ′
N (si )

si
+ β

2
1
2N

∑

i ̸= j

V ′(si − s j )
si − s j

+ V ′(si + s j )
si + s j

= βN 2

2

(∫
V ′(x − z) − V ′(x − z)+W ′(x) − W ′(y)

x − y
d̂νt (x) d̂νt (y) d̂νt (z)

+α

∫
W ′(x)
x

d̂νt (x)+ o(1)
)
.

(3.51)

For the sum over second derivatives of θN in (3.49), using (3.48) we have

∑

i

∂2si θN

2βN
= 1

4N

∑

i ̸= j

(
V ′′(si − s j )+ V ′′(si + s j )

)
+ 2NW ′′

N (si ) = O(N ). (3.52)

By plugging (3.51) and (3.52) back into (3.49), we get

dθN = dLt +
βN 2

2

(∫
V ′(x − z) − V ′(y − z)+W ′(x) − W ′(y)

x − y

d̂νt (x) d̂νt (y) d̂νt (z)+ α

∫
W ′(x)
x

d̂νt (x)+ o(1)
)
dt .

(3.53)

From the definition of θN in (3.43), we have

θN (s1(t), s2(t), . . . , sN (t))

= βN 2

2

(
2
∫

V (x − y) d̂νt (x) d̂νt (y)+ 4
∫

W (x) d̂νt (x)+ o(1)
)
. (3.54)
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Integrating both sides of (3.53) from 0 to 1, we get

L1 =
βN 2

2

( (
2
∫

V (x − y) d̂νt (x) d̂νt (y)+ 4
∫

W (x) d̂νt (x)
)∣∣∣∣

t=1

t=0

−
∫

V ′(x − z) − V ′(x − z)+W ′(x) − W ′(y)
x − y

d̂νt (x) d̂νt (y) d̂νt (z)

− α

∫
W ′(x)
x

d̂νt (x)+ o(1)
)
.

(3.55)

Novikov’s theorem [1, Theorem H.10] implies that the process

eLt− 1
2 ⟨L,L⟩t

is an exponential martingale. More explicitly, using (3.53) and (3.55), we can rewrite

L1 − 1
2
⟨L, L⟩1 = N 2(FV ,W (̂νt )+ o(1)),

where the functional FV ,W is given in (3.46).
We recall thatQ is the lawof theDysonBessel process (3.3), and denote the rescaled

Brownian motions M1, . . . ,MN :

Mi (t) = si (t) − si (0) −
∫ t

0

⎛

⎝ 1
2N

∑

j : j ̸=i

1
si (u) − s j (u)

+ 1
2N

∑

j : j ̸=i

1
si (u)+ s j (u)

+ αN

2si (u)

⎞

⎠ du

=
∫ t

0

dBi (u)√
βN

= Bi (t)√
βN

.

Then Girsanov’s theorem [1, Theorem H.11] implies that

Mi (t) − ⟨Mi , L⟩t

= si (t) − si (0) −
∫ t

0

⎛

⎝ 1
2N

∑

j : j ̸=i

1
si (u) − s j (u)

+ 1
2N

∑

j : j ̸=i

1
si (u)+ s j (u)

+ αN

2si (u)

⎞

⎠ du

−
∫ t

0

⎛

⎝ 1
2N

∑

j : j ̸=i

V ′(si (u) − s j (u))+ V ′(si (u)+ s j (u))+W ′
N (si (u))

⎞

⎠ du

(3.56)

are independent Brownian motions under the measure

P = eL1− 1
2 ⟨L,L⟩1Q,
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with quadratic variations given by

⟨d(Mi (t) − ⟨Mi , L⟩t ), d(Mj (t) − ⟨Mj , L⟩t )⟩ =
δi= j

βN
.

Therefore, under the new measure P, we find that si (t) satisfies (3.40). ⊓⊔

Remark 3.14 While Corollary 3.13 describes the large deviations of the radial
Heckman–Opdam process, it does not immediately allow us to obtain the large-N
asymptotics for the Heckman–Opdam hypergeometric function in the same way that
Theorem 3.2 gives the large-N asymptotics of the generalized Bessel function. The
obstacle is the fact that, in contrast to the rational case where the transition function
(2.15) for the radialDunkl process is expressed very directly in terms of the generalized
Bessel function, for the transition kernel (2.33) of the radial Heckman–Opdam process
we have only a less explicit expression as an integral transform of the hypergeometric
function.

The transition kernel qt (x, y) in (2.33) is known as the Heckman–Opdam heat
kernel, and its asymptotic behavior is of independent interest. Given a continuity
estimate for the heat kernel analogous to Proposition 3.6, Corollary 3.13 would yield
a formula for the leading-order contribution to the large-N limit of qt (x, y). However,
more work would still be required to obtain the large-N behavior of Fk,λ from such a
result.

4 Preliminaries on weight multiplicities

Let YN denote the set of Young diagrams with N rows. For λ ∈ YN , we write λi for
the number of boxes in the i th row of λ, so that we obtain an identification ofYN with
the set of vectors (λ1, . . . , λN ) ∈ ZN satisfying λ1 ≥ . . . ≥ λN ≥ 0.

The Schur polynomial sλ, λ ∈ YN can be decomposed on the basis of monomial
symmetric polynomials mµ, µ ∈ YN . The Kostka number Kλµ is defined as the
coefficient of mµ in sλ:

sλ =
∑

µ∈YN

Kλµ mµ. (4.1)

Let Vλ be the irreducible polynomial representation ofU (N )with highest weight λ.
Then the Schur polynomial sλ expresses the character of Vλ, while monomial symmet-
ric polynomials express the characters of a maximal torus T ⊂ U (N ). Accordingly,
the Kostka numbers also give the multiplicities that arise in the weight space decom-
position,

Vλ
∼=
⊕

µ∈YN

W
⊕Kλµ
µ , (4.2)

where Wµ is the one-dimensional irreducible representation of T with weight µ.
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In [7], Belinschi, Guionnet and the first author proved a large deviations princi-
ple for Kostka numbers KλN ,µN , for suitable sequences of pairs of young diagrams
λN , µN ∈ YN as N → ∞. In Sect. 6 below, we generalize the results of [7] to show
a large deviations principle for the weight multiplicities of irreducible representations
of arbitrary compact Lie groups.

The key identity used to prove the LDP in [7] is the following formula that expresses
the Schur polynomial sλ as an integral over the group U(N ). Write

Dλ = diag
(

λ1 + N − 1
N

,
λ2 + N − 2

N
, . . . ,

λN

N

)
, λ ∈ YN ,

Y = diag(y1, . . . , yN ), y ∈ RN .

Then

sλ(ey1 , . . . , eyN ) =
(
N−1∏

i=2

i !
)−1 ∏

i< j (yi − y j )(λi − λ j − i + j)
∏

i< j (eyi − ey j )
∫

U(N )
eN Tr(YUDλU∗)dU , (4.3)

where dU is the Haar probability measure on U(N ). In fact, (4.3) is a special case
of a more general identity in representation theory known as the Kirillov character
formula, which we now recall for the case of compact Lie groups. For a thorough
treatment of the Kirillov character formula, we refer the reader to the book [47].

Let G be a compact Lie group with Lie algebra g. In what follows, we assume
that G is simple, and moreover that G is simply connected, so that the irreducible
representations of G and g are in correspondence. For the purpose of studying the
representation theory of G, these assumptions do not involve any meaningful loss of
generality. Let t ⊂ g be a Cartan subalgebra and T = exp(t) ⊂ G the corresponding
maximal torus. We fix an Ad-invariant inner product ⟨·, ·⟩ on g, which we use to
identify g ∼= g∗ and t ∼= t∗. Let $ be the roots of g with respect to t, which we take to
be real-valued linear functionals on t, $+ ⊂ $ a fixed system of positive roots, and
C+ ⊂ t the (closed) positive Weyl chamber. A positive root α ∈ $+ is a simple root if
it cannot be written as a sum of two elements of $+; the simple roots form a basis of
t. The fundamental weights ω1, . . . ,ωr , where r = dim t is the rank of G, are defined
by

2
⟨ωi ,α j ⟩
⟨α j ,α j ⟩

= δi, j , (4.4)

where α1, . . . ,αr are the simple roots and δi, j is the Kronecker delta. The set P+ of
dominant integral weights of g consists of allλ ∈ t that can bewritten as a non-negative
integer combination of the fundamental weights.
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Via the identification t ∼= t∗, we may identify $ with a collection of vectors in t.
We then define

7g(x) =
∏

α∈$+
⟨α, x⟩, 7̂g(x) =

∏

α∈$+
(ei⟨α,x⟩/2 − e−i⟨α,x⟩/2), x ∈ t.

Let ρ = 1
2
∑

α∈$+ α ∈ t. For λ ∈ t a dominant integral weight, let χλ be the character
of the irreducible representation with highest weight λ. We regard χλ as a function on
the group G. The Kirillov character formula then states:

χλ(ex ) =
7g(i x)

7̂g(x)

7g(λ + ρ)

7g(ρ)

∫

G
ei⟨Adg(λ+ρ),x⟩dg, (4.5)

for x ∈ t with 7g(x) ̸= 0, where dg is the Haar probability measure on G and ex is
the Lie exponential of x .

The formula (4.5) relates the character theory of G to the rational Dunkl theory
described above in Sect. 2.2. As explained in Example 2.4, the integral in (4.5) is
precisely the generalized Bessel function associated to the root system $ on t, with
multiplicity parameter k ≡ 1:

∫

G
ei⟨Adg(λ+ρ),x⟩dg = J1⃗,λ+ρ(i x).

We record for later use the following explicit formulae for 7g, 7̂g and ρ when $

is one of the classical root systems, following the conventions of Sect. 2.1.

7g(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∏
1≤i< j≤N (xi − x j ), $ = AN−1,∏
1≤i< j≤N (xi − x j )(xi + x j ), $ = DN ,∏
1≤i< j≤N (xi − x j )(xi + x j )

∏N
k=1 xk, $ = BN ,

2N
∏

1≤i< j≤N (xi − x j )(xi + x j )
∏N

k=1 xk, $ = CN .

(4.6)

7̂g(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(2i)N (N−1)/2∏
1≤i< j≤N sin

( xi−x j
2

)
, $ = AN−1,

(2i)N (N−1)∏
1≤i< j≤N sin

( xi−x j
2

)
sin
( xi+x j

2

)
, $ = DN ,

(2i)N
2∏

1≤i< j≤N sin
( xi−x j

2

)
sin
( xi+x j

2

)∏N
k=1 sin

( xk
2

)
, $ = BN ,

(2i)N
2∏

1≤i< j≤N sin
( xi−x j

2

)
sin
( xi+x j

2

)∏N
k=1 sin xk, $ = CN .

(4.7)

ρ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑N
i=1

1
2 (N − 2i + 1) ei , $ = AN−1,∑N

i=1(N − i) ei , $ = DN ,∑N
i=1(N − i + 1

2 ) ei , $ = BN ,∑N
i=1(N − i + 1) ei , $ = CN .

(4.8)
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In order to treat all of the classical root systems simultaneously, we define, for
I ⊂ {AN−1, BN , CN , DN },

ϵI =
{
1, $ ∈ I ,
0, $ /∈ I .

(4.9)

We can then write, for example, (4.6) more compactly as

7g(x) = 2NϵC
∏

1≤i< j≤N

(xi − x j )(xi + x j )ϵBCD

N∏

k=1

xϵBC
k .

For λ ∈ P+, the monomial W -invariant (exponential) polynomial associated to λ

is

Mλ(y) =
|W · λ|
|W |

∑

w∈W
e⟨w(λ),y⟩, y ∈ t. (4.10)

When $ is the AN−1 root system so that W = SN is the symmetric group, writing
x j = ey j , we find that

Mλ(y) =
|SN · λ|

N !
∑

σ∈SN

N∏

j=1

x
σ (λ) j
j (4.11)

recovers the usual monomial symmetric polynomials5 in the variables x1, . . . , xN .
For λ ∈ P+, the irreducible representation Vλ of G with highest weight λ has a

weight space decomposition analogous to (4.2):

Vλ
∼=
⊕

µ∈P+
W⊕multλ(µ)

µ , (4.12)

where Wµ is the one-dimensional irreducible representation of T with weight µ.
Equivalently, the character χλ can be decomposed as

χλ(ey) =
∑

µ∈P+
multλ(µ)Mµ(iy), y ∈ t. (4.13)

Rather than working with the character χλ : G → C, it will sometimes be convenient
to work instead with the function chλ on the complexification gC = g⊗R C, which is

5 Since we have chosen to work in coordinates in which
∑

j λ j = 0, the expression (4.11) superficially
appears to be a rational function of the x j variables. Note however that we also have

∑
j y j = 0, or

equivalently
∏

j x j = 1, which we can use to clear negative powers of the x j ’s on the right-hand side of
(4.11) without changing its value. Thus we find that, for type A root systems, (4.10) can always be written
as a polynomial in the x j ’s for any choice of λ. For other root systems this is not generally possible, and
(4.10) will indeed yield a rational function after the change of variables x j = ey j .
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the holomorphic function on gC defined by

chλ(y) = χλ(ey), y ∈ g. (4.14)

Since chλ is holomorphic and invariant under the adjoint representation ofG, its values
on t determine its values on all of gC. Moreover, for y ∈ t we have

chλ(−iy) =
∑

µ∈P+
multλ(µ)Mµ(y), (4.15)

which is amanifestly real-valued exponential polynomial on t rather than an oscillatory
trigonometric polynomial. This fact makes it easier to extract the asymptotics of the
multiplicities multλ(µ) from chλ(−iy) rather than χλ(ey).

A well-known combinatorial formula for multλ(µ), due to Kostant [48], implies
that multλ(µ) = 0 unless

⟨ωi , λ⟩ ≥ ⟨ωi , µ⟩ ∀ i = 1, . . . , r , (4.16)

whereω1, . . . ,ωr are the fundamental weights defined in (4.4). The inequalities (4.16)
are analogous to the fact that for Young diagrams λ, µwith N rows, theKostka number
Kλµ vanishes unless

N∑

i=1

λi =
N∑

i=1

µi

and

k∑

i=1

λi ≥
k∑

i=1

µi

for all 1 ≤ k < N , where λi , µi are the numbers of boxes in the i th rows of λ and µ

respectively. For later use, we record the explicit forms of the inequalities (4.16) for
the other classical root systems BN , CN , and DN .

For BN , with the positive roots chosen in Sect. 2.1, the simple roots are ei − ei+1
for 1 ≤ i ≤ N − 1, and eN . The fundamental weights are then

ωk =
k∑

i=1

ei , 1 ≤ k ≤ N − 1,

ωN = 1
2

N∑

i=1

ei . (4.17)
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Then (4.16) states that for λ, µ ∈ P+, multλ(µ) = 0 unless

k∑

i=1

λi ≥
k∑

i=1

µi , 1 ≤ k ≤ N . (4.18)

ForCN , with simple roots ei −ei+1, 1 ≤ i ≤ N−1, and 2eN , the fundamental weights
are

ωk =
k∑

i=1

ei , 1 ≤ k ≤ N , (4.19)

which gives the same set of inequalities (4.18). For DN , with simple roots ei − ei+1,
1 ≤ i ≤ N − 1, and eN + eN−1, the fundamental weights are

ωk =
k∑

i=1

ei , 1 ≤ k ≤ N − 2,

ωN−1 =
1
2

N−1∑

i=1

ei − 1
2
eN ,

ωN = 1
2

N∑

i=1

ei , (4.20)

so that for λ, µ ∈ P+, multλ(µ) = 0 unless the inequalities (4.18) hold and addition-
ally

N−1∑

i=1

λi − λN ≥
N−1∑

i=1

µi − µN . (4.21)

To close this section, we show some lemmas on the asymptotic behavior of the
monomialW -invariant polynomialsMλ and the characters chλ as the rank ofG goes to
infinity.Wewill need these results belowwhenwe study the corresponding asymptotics
of the multiplicities multλ(µ).

In what follows, we assume that $ is one of the root systems BN , CN or DN , as
the analogous results for AN−1 take a slightly different form and have already been
shown in [7]. Since we now consider the limit N → ∞, below we take greater care
to keep track of the index N , writing $N in place of $, tN in place of t, λN ∈ tN in
place of λ, ρN = 1

2
∑

α∈$+
N

α in place of ρ, and so on.

Given λN = (λ1, . . . , λN ) ∈ tN ∼= RN , we write λ′
N = λN + ρN , and we define

the empirical measure

µ[λN ] =
1
N

N∑

i=1

δλi (4.22)
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as well as the scaled, shifted empirical measure

m[λN ] = µ[(2N )−1λ′
N ]. (4.23)

Given a probability measure µ on R, let Tµ : (0, 1) → R be the right-continuous,
non-decreasing function such that µ is the pushforward of the uniform distribution on
(0, 1) by Tµ. For δ > 0, let Bδ(µ) be the ball of radius δ centered at µ, in the space of
probability measures on R equipped with the Wasserstein distance W1.

The following lemma describes the asymptotic behavior of the monomial W -
invariant polynomials as N → ∞.

Lemma 4.1 For all N = 2, 3, . . ., suppose that $N is one of the root systems BN , CN
or DN . Choose a sequence of dominant integral weights ηN ∈ P+

N and a sequence of
points YN ∈ C+N such that, for N sufficiently large,µ[YN ] ∈ Bδ(ν)andm[ηN ] ∈ Bδ(µ)

for some probability measuresµ, ν, and the measures m[ηN ] have uniformly bounded
support. Then

1
N 2 logMηN (YN ) =

∫ 1

0

(
2Tµ(x) − x

)
Tν(x) dx + oδ(1)+ oN (1) (4.24)

as N → ∞ and δ → 0.

Proof From the definition (4.10), we have

e⟨YN ,ηN ⟩ ≤ MηN (YN ) ≤ |W |e⟨YN ,ηN ⟩,

and for the classical root systems we have N ! ≤ |W | ≤ 2N N !. Therefore

1
N 2 logMηN (YN ) =

1
N 2 ⟨YN , ηN ⟩ + oN (1).

The following facts are then easily checked:

(1)

1
N 2 ⟨YN , ηN ⟩ =

∫ 1

0
Tµ[N−1ηN ](x) Tµ[YN ](x) dx

= 2
∫ 1

0
Tµ[(2N )−1ηN ](x) Tµ[YN ](x) dx .

(2) If µ[YN ] converges to ν in Wasserstein distance, then Tµ[YN ] → Tν in L1.
(3) If m[ηN ] = µ[(2N )−1η′

N ] converges to µ in Wasserstein distance, then by the
explicit expressions (4.8) for the coordinates of ρN , we find Tµ[(2N )−1ηN ](x) →
Tµ(x)− x/2 in L1, and this sequence is uniformly bounded by the assumption on
the supports.

Together the above statements imply (4.24). ⊓⊔
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Now we study the asymptotics of the characters. To get the character of the irre-
ducible representation with highest weight λN from the generalized Bessel function,
we take

YN = (y1, y2, . . . , yN ) ∈ tN .

Then it follows from (4.5) that

chλN (−iYN ) =
7g(YN )

7̂g(−iYN )

7g(λ
′
N )

7g(ρ)
J1⃗,λ′

N
(YN ), (4.25)

where k = 1⃗ is the constant multiplicity parameter with kα = 1 for all α ∈ $N , and
(3.11) implies the following asymptotics of chλN :

Lemma 4.2 For all N = 2, 3, . . ., suppose that $N is one of the root systems BN ,
CN or DN . Let λN ∈ P+

N be a sequence of deterministic dominant integral weights,
such that the measures m[λN ] as defined in (4.23) converge weakly to mλ, and let
YN ∈ tN be a sequence of points such that the empirical measures µ[YN ] converge
weakly to µY . We denote the symmetrizations of these limiting measures with respect
to reflection through 0 by m̂λ and µ̂Y respectively. Assume further that the measures
m[λN ] and µ[YN ] are supported in [−K,K] for some K > 0, that

ϵBC

∫
log |x | dµ[YN ](x)

is o(N ) as N → ∞, and that there exists C > 0 such that

∫∫

7c

(
log |x − y| + log |x + y|

)
dm[λN ](x) dm[λN ](y) < C

and
∫∫

7c

(
log |x − y| + log |x + y|

)
dµ[YN ](x) dµ[YN ](y) < C

for all N , where 7c = {(x, y) ∈ R2 : x ̸= y}. Then:

lim
N→∞

1
N 2 log chλN (−iYN ) = J (µY ,mλ),

J (µY ,mλ) = I0,2(µ̂Y , m̂λ)+
∫∫

log |x − y| dm̂λ(x) dm̂λ(y)

−
∫∫

log
ex − ey

x − y
dµ̂Y (x) dµ̂Y (y)+

(
3
2

− log 2
)

(4.26)

where I0,2 is the functional defined in (3.12), with α = 0 and β = 2.
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Proof From (4.25) and the homogeneity of 7g, we have

1
N 2 log chλN (−iYN ) =

1
N 2

[
log J1⃗,λ′

N
(YN )+ log7g(λ

′
N ) − log7g(ρ)

+ log7g(YN ) − log 7̂g(−iYN )
]

= 1
N 2

[
log J1⃗,λ′

N
(YN )+ log7g((2N )−1λ′

N )

+ |$+| log(2N ) − log7g(ρ)

+ log7g(YN ) − log 7̂g(−iYN )
]
.

Using the explicit formulae (4.6) and (4.7) for7g and 7̂g, and rewriting the functions
of λN and YN as integrals with respect to the measures m[λN ] and µ[YN ], we obtain

1
N 2 log chλN (−iYN )

= 1
N 2 log J1⃗,λ′

N
(YN )+

(
2ϵC
N

− ϵBC − ϵD
N − 1
N

)
log 2

+ 1
2

∫∫

7c

(
log |x − y| + log |x + y|

)
dm[λN ](x) dm[λN ](y)

+ ϵBC

N

∫
log |x | dm[λN ](x)

+ 1
2

∫∫

7c

(
log |x − y| + log |x + y|

)
dµ[YN ](x) dµ[YN ](y)

+ ϵBC

N

∫
log |x | dµ[YN ](x)

− 1
2

∫∫

7c

[
log sinh

( |x − y|
2

)
+ log sinh

( |x + y|
2

)]
dµ[YN ](x) dµ[YN ](y)

− 1
N

∫ [
ϵB sinh(|x/2|)+ ϵC sinh(|x |)

]
dµ[YN ](x)

+ |$+|
N 2 log(2N ) − 1

N 2 log7g(ρN ).

The limit of the first term above is given by Theorem 3.2.With the assumed limiting
behavior of m[λN ] and µ[YN ], from (3.11) and the symmetries (2.5) and (2.6) of the
generalized Bessel function we find

lim
N→∞

1
N 2 log J1⃗,λ′

N
(YN ) = lim

N→∞
1
N 2 log J1⃗,

√
2N (λ′

N /2N )(
√
2N YN )

= I0,2(µ̂Y , m̂λ).
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Of the remaining terms, the ones involving integrals are easy to analyze. By assump-
tion, the term

ϵBC

N

∫
log |x | dµ[YN ](x)

vanishes as N → ∞. The terms

ϵBC

N

∫
log |x | dm[λN ](x)

and

1
N

∫ [
ϵB sinh(|x/2|)+ ϵC sinh(|x |)

]
dµ[YN ](x)

vanish as well: the first becausemλ must have a density bounded above by 2 since each
λN is an integral weight, and the second because the measures µ[YN ] have uniformly
bounded support. Applying the convergence assumptions on m[λN ] and µ[YN ], and
using the fact that

|$+| = N (N − 1)+ ϵBC N ,

we thus find

1
N 2 log chλN (−iYN )

= I0,2(µ̂Y , m̂λ)

+ 1
2

∫∫ (
log |x − y| + log |x + y|

)
dmλ(x) dmλ(y)

+ 1
2

∫∫ (
log |x − y| + log |x + y|

)
dµY (x) dµY (y)

− 1
2

∫∫ [
log sinh

( |x − y|
2

)
+ log sinh

( |x + y|
2

)]
dµY (x) dµY (y)

+ log N − 1
N 2 log7g(ρN )+ o(1)

= I0,2(µ̂Y , m̂λ)+
∫∫

log |x − y| dm̂λ(x) dm̂λ(y)

−
∫∫

log
ex − ey

x − y
dµ̂Y (x) dµ̂Y (y)

+ log N − 1
N 2 log7g(ρN )+ o(1) (4.27)

as N → ∞.
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Finally, we study the term N−2 log7g(ρN ). From (4.6) and (4.8), we have

7g(ρN ) =
∏

1≤i< j≤N

( j − i)(2N − i − j + ϵB + 2ϵC ) ·
N∏

m=1

(
N − m + 1+ ϵC

2

)ϵBC

=
[ N−1∏

m=0

m!
(
m + 1+ ϵC

2

)ϵBC
]
·

∏

0≤i< j≤N−1

(i + j + ϵB + 2ϵC )

=
(
1+ ϵC

2

)ϵBC N−1∏

j=1

j !
(
j + 1+ ϵC

2

)ϵBC
(
(2 j − 1+ ϵB + 2ϵC )!
( j − 1+ ϵB + 2ϵC )!

)

which gives

1
N 2 log7g(ρN )

= 1
N 2

N−1∑

j=1

[
log j ! + log(2 j − 1)! − log( j − 1)!

]
+ o(1)

= 1
N 2

N−1∑

j=1

[
j(log j − 1)+ (2 j − 1)(log(2 j − 1) − 1) − ( j − 1)(log( j − 1) − 1)

]
+ o(1)

as N → ∞, where in the second equality we have used Stirling’s approximation.
Interpreting the sum in the last line above as a Riemann sum approximating an integral,
we then find

1
N 2 log7g(ρN )

= 1
N 2

∫ N

1

[
x log x − x + (2x − 1) log(2x − 1) − (x − 1) log(x − 1) − x

]
dx + o(1)

= 1
2
log N + log(2N − 1) − 1

2
log(N − 1) − 3

2
+ o(1)

= log N + log 2 − 3
2
+ o(1).

Plugging the above into (4.27) yields the desired formula (4.26). ⊓⊔

5 Derivatives of the spherical integral

In this section we recall the spherical integral and its derivatives from [7]. This will
be crucial to analyzing the critical points of our large deviations rate functions, which
are expressed as suprema of functions depending on spherical integrals.

We recall the following results on the asymptotics of spherical integrals over the
unitary group. As explained in Example 2.5, these integrals are given by generalized
Bessel functions of type A with k ≡ 1, so Theorem 5.1 below can in fact be deduced
from Theorem 3.11.
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Theorem 5.1 Let AN , BN be two sequences of deterministic self-adjoint matrices,
such that their spectral measures µAN and µBN converge in Wasserstein distance
towards µA and µB respectively. We assume that there exists a constant K > 0 such
that µAN (|x |) ≤ K and supp(µBN ) ⊂ [−K,K]. Then the following limit exists:

lim
N→∞

1
N 2 log

∫
eN Tr(ANU BNU∗)dU = 1

2
I0,2(µA, µB), (5.1)

where dU is the Haar probability measure on the unitary group, and the functional
I0,2 is defined as in (3.12):

1
2
I0,2(µA, µB) = − 1

2
inf
∫ 1

0

∫

R

(
π2

3
ρ3
t + u2t ρt

)
dx dt

− 1
2
(3(µA)+ 3(µB))+

1
2

(∫
x2 dµA(x)+

∫
x2 dµB(x)

)

+ 3
4

(5.2)

where the infimum is taken over all the pairs (ut , ρt ) such that ∂tρt + ∂x (ρt ut ) = 0
in the sense of distributions, ρt ≥ 0 almost everywhere with respect to Lebesgue
measure,

∫
ρt dx = 1, and with initial and terminal data for ρ given by

lim
t→0+

ρt (x)dx = µA, lim
t→1−

ρt (x)dx = µB .

Proposition 5.2 We assume that the probability measures ν, µ satisfy ν(|x |) < ∞ and
supp(µ) ⊂ [−K,K] for some constant K > 0. Then for any small ε > 0, there exists
a constant Cε > 0 such that

∫
TνTµdx − O(ε)ν(|x |) − Cε ≤ 1

2
I0,2(ν, µ) ≤

∫
TνTµdx . (5.3)

Here, one can take O(ε) = K(3ε + ε2) and Cε depending only on ε.

As a consequence, we deduce that if L#ν is the pushforward of ν by the homothety
of factor L , that is,

∫
f (Lx) dν(x) =

∫
f (x) dL#ν(x), then

lim
L→∞

1
2L

I0,2(L#ν, µ) =
∫

TνTµdx . (5.4)

Proposition 5.3 We assume that the probability measures ν, µ satisfy ν(|x |) ≤ K and
supp(µ) ⊂ [−K,K] for some constant K > 0. Then for any small ε > 0, we have

I0,2(ν, µ) = I0,2(νε, µ)+
∫

|Tν |>1/ε
TνTµdx + CKoε(1), (5.5)
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where νε is the restriction of ν to the interval |x | ≤ 1/ε, i.e. νε = ν1|x |≤1/ε +
δ0
∫
|x |>1/ε dν, and the implicit error term depends only on ε and K.

Theorem 5.4 Let AN , BN be two sequences of deterministic self-adjoint matrices,
such that their spectral measures µAN and µBN converge in Wasserstein distance
towards µA and µB respectively. We assume that there exists a constant K > 0
such that µAN (|x |) ≤ K and supp(µBN ) ⊂ [−K,K]. We denote the integrand of the
spherical integral by

µAN ,BN (U ) = 1
Z
eN Tr(ANU BNU∗)dU , (5.6)

where Z is a normalization constant that makes µAN ,BN into a probability measure.
The non-commutative law of (AN ,UBNU∗) under µAN ,BN as in (5.6) weakly

converges to a non-commutative probability distribution τµA,µB over two non-
commutative variables (a, b), that is, the following limit exists in probability:

lim
N→∞

∫
1
N

Tr(F(AN ,UBNU∗)) dµAN ,BN (U ) =: τµA,µB (F(a, b)) , (5.7)

where F(a, b) ∈ F belongs to the complex vector space of test functionsF generated
by non-commutative polynomials in the form

bn0
1

z1 − a
bn1

1
z2 − a

bn2 · · · 1
zk − a

bnk , (5.8)

where k is any positive integer and {z j }1≤ j≤k belong to C\R, whereas (ni )0≤i≤k are
non-negative integers. (Here we use resolvents instead of polynomials because a has
a priori only its first moment finite.)

As a consequence of Theorem 5.4, for any bounded Lipschitz function f : R → R,

lim
N→∞

∫
1
N

Tr( f (AN )UBNU∗) dµAN ,BN (U )

= τµA,µB ( f (a)b) = τµA,µB (τµA,µB ( f (a)b|a))
= τµA,µB ( f (a)τ (b|a)).

(5.9)

For any N × N diagonal matrix AN = diag{a1, a2, . . . , aN }, we identify it with a
multiplicative operator T̃AN : [0, 1) <→ R:

T̃AN (x) =
N∑

i=1

ai1[ i−1
N , i

N )(x).

From the definition, the empirical eigenvalue distribution µAN = (1/N )
∑

i δai of
AN is the pushforward measure of the uniform measure on (0, 1) by T̃AN . We rear-
range a1, a2, . . . , aN in increasing order: a1∗ ≤ a2∗ ≤ · · · ≤ aN∗ and define the
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multiplicative operator

TAN (x) =
N∑

i=1

ai∗1[ i−1
N , i

N )(x).

Then TAN is a right continuous nondecreasing function.Moreover, if FAN is the cumu-
lative density of the empirical eigenvalue distribution µAN , then TAN is the functional
inverse of FAN . More generally, for any measurable function T̃A : (0, 1) → R, we
define the measure µA = (T̃A)#unif(0, 1) to be the pushforward of the uniform mea-
sure on (0, 1) by T̃A, FA the cumulative density of µA and TA the functional inverse
of FA, which is right continuous and non-decreasing.

A sequence of measuresµAN converges weakly toµA if and only if TAN converges
to TA at all continuous points of TA. MoreoverµAN converges inWasserstein distance
to µA if and only if TAN converges to TA in L1 norm.

In the rest of this section, we identify the measurable function T̃A on (0, 1) with
the measure µA = (T̃A)#unif(0, 1). In particular, we can interpret the functional I0,2
as defined on functions: I0,2(T̃A, T̃B) = I0,2(µA, µB).

Next we recall a result characterizing the derivatives of the spherical integral in
terms of the non-commutative distribution τµA,µB from [7, Proposition 2.14]

Proposition 5.5 Given two probability measuresµA, µB, such thatµA(|x |) < ∞ and
µB is compactly supported, for any compactly supported and Lipschitz real-valued
function f , we have

∂ε I0,2(TA + ε f (TA), TB)
∣∣
ε=0 =

∫
f (x) τµA,µB (b|a)(x) dµA(x), (5.10)

where a, b are constructed in Theorem 5.4. If the measure µA has an atom at a ∈ R,
then for any bounded measurable function T̃C supported on {x : TA(x) = a}, we have

∂ε I0,2(TA + εT̃C , TB)
∣∣
ε=0 = τµA,µB (b|a)(a)

∫
T̃C (x) dx . (5.11)

6 Large-N asymptotics of weight multiplicities

In this section,we use the asymptotics of the generalizedBessel function to derive large
deviations estimates forweightmultiplicities of irreducible representations of compact
(or, equivalently, complex) simple Lie algebras.6 Recall that these multiplicities are
coefficients multλN (ηN ) that can be defined as in (4.15):

chλN (−iYN ) =
∑

ηN∈P+
multλN (ηN )MηN (YN ), (6.1)

6 The results in this section imply analogous aymptotics for weight multiplicities of arbitrary compact Lie
groups, since all irreducible representations of a compact Lie group are also irreducible representations of
its Lie algebra, and every compact Lie algebra is a direct sum of simple algebras and possibly an abelian
algebra.
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where now we consider sequences λN , ηN ∈ P+
N and YN ∈ C+N as N → ∞. Since

the multiplicities for type A (i.e., Kostka numbers) have already been studied in [7],
below we restrict our attention to the three cases $ = BN ,CN , DN , as this simplifies
the notation. We treat these three families of root systems simultaneously, using the
notation (4.9) to distinguish between different quantities that arise in each case. In all
cases we identify t ∼= RN . For an explicit description of how this identification can be
made for each of the Lie algebras studied below, see [52, §4].

We write P(R) for the set of probability measures on R, P(R≥0) for the set of
probability measures on [0,∞), and Pb([a, b]) ⊂ P(R) for the set of probability
measures supported on [a, b] with density bounded by 2. We recall that for µA ∈
P(R≥0), we define the right-continuous non-decreasing function TA : (0, 1) → R
such that µA = (TA)#(unif(0, 1)), and the symmetrized version T̂A, such that µ̂A =
(T̂A)#(unif(0, 1)). Explicitly, we have

T̂A(x) =
{
TA(2x − 1), x ∈ [1/2, 1)
−TA(1 − 2x), x ∈ (0, 1/2).

(6.2)

We will also use the following integral relation:
∫

TA(x)TB(x) dx =
∫

T̂A(x)T̂B(x) dx,
∫

xTA(x) dx = 2
∫

x T̂A(x) dx . (6.3)

We recall the limiting value from Lemma 4.2:

lim
N→∞

1
N 2 log chλN (−iYN ) = J (µY ,mλ), (6.4)

where

J (µY ,mλ) = I0,2(µ̂Y , m̂λ)+
∫∫

log |x − y| dm̂λ(x) dm̂λ(y)

−
∫∫

log
ex − ey

x − y
dµ̂Y (x) dµ̂Y (y)+

(
3
2

− log 2
)
, (6.5)

and the functional I0,2 is given explicitly by (3.12):

I0,2(̂νA, ν̂B) = − inf
{ρ̂t }0<t<1

satisfies (3.14)

{∫ 1

0

∫
u2s ρ̂s(x)dxds +

π2

3

∫ 1

0

∫
ρ̂3
s (x)dxds

}

+ ν̂A(x2)+ ν̂B(x2) − 3(̂νA) − 3(̂νB)+
3
2
.

(6.6)

Note that this is the same functional appearing in (5.2).

Theorem 6.1 Let λN ∈ P+
N be a sequence of deterministic highest weights, such that

the measures m[λN ], as defined in (4.23), converge weakly to mλ. Assume there exists
a constant K > 0, such that supp(m[λN ]) ⊂ [0,K] for all N ∈ N.
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(1) Let µ ∈ Pb([0,K]), ν ∈ P(R≥0) and set

Hµ(ν) =
∫
(2Tµ − x)Tν dx − J (ν,mλ) , (6.7)

where the functional J (·, ·) has been defined in (6.4) and Tµ, Tν are as defined
immediately after (4.22). The functional

I(µ) = sup
ν∈M

Hµ(ν) (6.8)

is lower semicontinuous on Pb([0,K]) and achieves its minimum

−
∫∫

log |x − y| dm̂λ(x) dm̂λ(y) dx dy −
(
3
2

− log 2
)

(6.9)

only at the uniform measure unif(0, 1). Moreover, I(µ) = +∞ unless µ satisfies
the limiting Schur–Horn inequalities:

∫ 1

y

(
Tµ(x) − Tmλ(x)

)
dx ≤ 0 ∀ y ∈ (0, 1). (6.10)

(2) The weight multiplicities multλN (ηN ) in (4.13) satisfy, for any µ ∈ Pb([0,K]),

lim
δ→0

lim sup
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN )

= lim
δ→0

lim inf
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN ) = −I(µ), (6.11)

where Bδ(µ) is the ball {ν ∈ Pb([0,K]) : W1(ν, µ) < δ}, and W1(·, ·) is the
Wasserstein distance.

Remark 6.2 For the BN and CN root systems, we have

C+N = {x ∈ RN : x1 ≥ · · · ≥ xN ≥ 0},

whereas for DN , we have

C+N = {x ∈ RN : x1 ≥ · · · ≥ |xN |}.

Accordingly, in the case of DN , the vectors YN and λN in (6.4) may not have strictly
non-negative coordinates. However, since at most one coordinate can be negative, the
limiting measures µY and mλ must be supported on [0,∞). Thus the assumptions on
the supports of the measures in Theorem 6.1 involve no loss of generality for type D
relative to types B and C .
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6.1 Large deviations upper bound

From the defining relation (4.15), we have

multλN (ηN ) ≤ chλN (−iYN )

MηN (YN )
, (6.12)

where YN ∈ C+N with µ[YN ] converging in Wasserstein distance towards µY . (For
example, we can take y1 ≥ y2 ≥ · · · ≥ yN ≥ 0 to be the 1/N -quantiles of µY .)

For the monomial symmetric function, we encode the highest weight ηN by its
shifted and scaled empirical measure m[ηN ]. Then if m[ηN ] ∈ Bδ(µ) for some prob-
ability measure µ such that Tµ(x) ≥ x/2, we also have µ[YN ] ∈ Bδ(µY ) for N
sufficiently large, and thus Lemma 4.1 implies

1
N 2 logMηN (YN ) =

∫
(2Tµ − x)TµY dx + oδ(1)+ oN (1), (6.13)

since here we are considering only types BCD. We can rewrite the first term in terms
of T̂µ and T̂µY as

∫
(2Tµ − x)TµY dx =

∫
(2T̂µ − 2x)T̂µY dx . (6.14)

The large deviations upper bound follows from combining the asymptotics of the
characters (6.4), the estimate on the weight multiplicities (6.12), and the limiting
expression for the monomial symmetric polynomials (6.13):

lim sup
δ→0

lim sup
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN ) ≤ −Hµ(µY ),

Hµ(µY ) = 2
∫
(T̂µ − x)T̂µY dx − J (µY ,mλ),

(6.15)

where the functional J (·, ·) is defined in (6.4). Taking the infimum over µY ∈ M on
the right-hand side of (6.15) finishes the proof of the large deviations upper bound.

Recall that the multiplicity multλN (ηN ) vanishes unless the inequalities (4.16) are
satisfied:

⟨ωN
i ,λN ⟩ ≥ ⟨ωN

i , ηN ⟩ ∀ i = 1, . . . , N , (6.16)

where the explicit expressions of the fundamental weights ωN
i and the inequalities

(4.16) for root systems of type BCD are given in (4.17)–(4.21). We recall from The-
orem 6.1 that I(µ) = supν∈M Hµ(ν). It turns out that the rate function I(µ) equals
+∞ outside the admissible region Amλ described by the limit of (6.16):

∫ 1

y

(
Tµ(x) − Tmλ(x)

)
dx ≤ 0 ∀ y ∈ (0, 1). (6.17)
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The inequalities (6.17) are an infinite-dimensional analogue of the Schur–Horn
inequalities that define the weak majorization order on Young diagrams.

The following proposition records some properties of the functionals Hµ(·) and
I(·) for use below. Its proof is given in Appendix A.

Proposition 6.3 Under the assumptions and notation of Theorem 6.1, the functional
Hµ(·) and rate function I(·) satisfy:
(1) For µ satisfying (6.10), Hµ(·) is upper semicontinuous in the weak topology on

{µ ∈ P(R≥0) : ν(|x |) ≤ R} for any R > 0.
(2) If there exists some 0 < y < 1 such that

∫ 1

y

(
Tµ(x) − Tmλ(x)

)
dx > 0, (6.18)

then I(µ) = +∞.
(3) If there exists some small constant c > 0 such that the following strong limiting

inequality holds:

∫ 1

y

(
Tµ(x) − Tmλ(x)

)
dx ≤

{−cy, for 1 − c ≤ y ≤ 1,
−c, for 0 ≤ y ≤ 1 − c,

(6.19)

then I(µ) = Hµ(ν
∗) < ∞ for some probability measure ν∗ such that ν∗(|x |) <

∞.
(4) The rate function I(·) is lower semicontinuous on Pb([0,K]) and achieves its

minimal value

−
∫∫

log |x − y| dm̂λ(x) dm̂λ(y) dx dy −
(
3
2

− log 2
)

(6.20)

only at the uniform probability measure unif(0, 1/2).
(5) For any measure µ in the admissible set Amλ as defined in (6.17), there exists a

sequence of measures µε inside the region defined by (6.19), converging to µ in
the weak topology and satisfying limε→0 I(µε) = I(µ).

6.2 Large deviations lower bound

In this section we prove the large deviations lower bound in Theorem 6.1. It follows
from combining the following Propositions 6.4 and 6.5, and noticing that the number
of dominant integral weights in P+

N whose empirical measures belong to Bδ(µ) is at
most exp[O(N log N )].

Proposition 6.4 Under the assumptions of Theorem 6.1, for any probability measure
µY ∈ P(R≥0), there exists a unique µ ∈ Pb([0,K]) such that

µY ∈ arg sup
ν∈P(R≥0)

Hµ(ν), Hµ(ν) =
∫
(2Tµ − x)Tν dx − J (ν,mλ). (6.21)

123



992 J. Huang, C. McSwiggen

Moreover Tµ is uniquely determined by TY via

T̂µ(x) =
1
2
τ (m̂λ |̂y) ◦ T̂Y (x)+ x −

∫ (
1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

dy

− 1
2
.

Here, τ (m̂λ |̂y) is the conditional expectation of m̂λ knowing ŷ under the non-
commutative distribution τ uniquely associated to (m̂λ, µ̂Y ) as in Proposition 5.5.

Proposition 6.5 Under the assumptions of Theorem 6.1, for any probability measure
µY ∈ P(R≥0), let µ be the unique measure in Pb([0,K]) such that

µY ∈ arg sup
ν∈P(R≥0)

Hµ(ν), Hµ(ν) =
∫
(2Tµ − x)Tν dx − J (ν,mλ).

Then we have

1
N 2 log sup

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN ) ≥ −
(
Hµ(µY )+ oδ(1)+ oN (1)

)
. (6.22)

Proof of Theorem 6.1 Item 1 of Theorem 6.1 follows from Proposition 6.3. For Item 2,
the large deviations upper bound follows from (6.15). Ifµ does not satisfy the limiting
Schur–Horn inequalities (6.10), then both sides of (6.11) are−∞, and there is nothing
to prove. In the following we first prove (6.11) when µ satisfies the strong limiting
Schur–Horn inequalities (6.19) with some c > 0. In this case, thanks to Item 3 in
Proposition 6.3, there exists a probabilitymeasureµY such thatI(µ) = Hµ(µY ) < ∞
andµY ∈ P(R≥0). Then Propositions 6.4 and 6.5 imply thatµ is uniquely determined
by µY and the large deviations lower bound holds. This gives the full large deviations
principlewhen the strong limitingSchur–Horn inequalities (6.19) hold.Nextwe extend
it to the boundary case by a continuity argument. Thanks to Item 5 in Proposition 6.3,
for any measure µ inside the admissible set (6.17) but not satisfying (6.19), there
exists a sequence of measures µε inside the region defined by (6.19), converging to
µ in the weak topology and with limε→0 I(µε) = I(µ). Then for any δ > 0, there
exists ε > 0 sufficiently small that

lim inf
N→∞

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN )

≥ lim inf
N→∞

1
N 2 log sup

m[ηN ]∈Bδ/2(µε)

multλN (ηN ) = I(µε)+ oδ(1). (6.23)

The large deviations lower bound follows by first sending ε and then δ to zero in (6.23).
This finishes the proof of Theorem 6.1. ⊓⊔

The proofs of both Propositions 6.4 and 6.5 rely on the following probability esti-
mate.
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Proposition 6.6 Under the assumptions of Theorem 6.1, let YN = (y1, . . . , yN ) ∈
C+N be a sequence of points such that the empirical measures µ[YN ] converge in
Wasserstein distance towards µY . For any µ with support in [0,K], if

sup
ν∈P(R≥0)

{∫
(2Tµ − x)Tν dx − J (ν,mλ)

}
>

∫
(2Tµ − x)TµY dx − J (µY ,mλ),

(6.24)

then there exist a small δ > 0 and a positive constant c(δ) > 0 such that

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )MηN (YN ) ≤ e−c(δ)N2
chλN (−iYN ). (6.25)

Proof of Proposition 6.6 Under Assumption (6.24), for sufficiently small ε > 0, there
exists a measure ν ∈ P(R≥0) such that

∫
(2Tµ − x)Tνdx − J (ν,mλ) ≥

∫
(2Tµ − x)TµY dx − J (µY ,mλ)+ ε. (6.26)

We divide by chλN (−iYN ) on both sides of (6.25) and use the estimates (6.13) and
(6.4) to obtain

1
chλN (−iYN )

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )MηN (YN )

= exp
{
−N 2

(
J (µY ,mλ) −

∫
(2Tµ − x)TµY dx + oδ(1)+ oN (1)

)}

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )

≤ exp
{
−N 2

(
J (µY ,mλ) −

∫
(2Tµ − x)TµY dx − J (ν,mλ)

+
∫
(2Tµ − x)Tν dx + oδ(1)+ oN (1)

)}

≤ exp
{
−N 2(ε + oδ(1)+ oN (1))

}
,

where in the first inequality we used the large deviations upper bound (6.15), and in
the last inequality we used (6.26). The claim follows provided we take δ sufficiently
small and N large. ⊓⊔

Proof of Proposition 6.4 We first prove the existence of such a µ by contradiction. If
there is no such µ, that is, if for every measure µ supported on [0,K] we have

µY /∈ arg sup
ν∈P(R≥0)

{∫
(2Tµ − x)Tνdx − J (ν,mλ)

}
,
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then it follows from Proposition 6.6 that there exists a small δ > 0 and a positive
constant c(δ) > 0 such that

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )MηN (YN ) ≤ e−c(δ)N2
chλN (−iYN ).

Since the space of probability measures supported on [0,K] is compact, it has a finite
open cover

⋃
Bδ j (µ j ) with each δ j < δ. We then obtain a contradiction, since for N

large enough,

chλN (−iYN ) =
∑

j

∑

ηN :m[ηN ]∈Bδ j (µ j )

multλN (ηN )MηN (YN )

≤
∑

j

e−c(δ j )N2
chλN (−iYN ) < chλN (−iYN ).

In the following we prove the uniqueness of the measure µ satisfying (6.21). We
note that if µ ∈ Pb([0,K]), then 2Tµ(x) − x is monotonically increasing. Since µY
is a maximizer in (6.21), for any ε > 0,

∫
TY (2Tµ − x) dx − J (TY , Tmλ)

≥
∫
(TY + εT̃C )#[unif(0, 1)] (2Tµ − x) dx − J (TY + εT̃C , Tmλ)

≥
∫
(TY + εT̃C )(2Tµ − x) dx − J (TY + εT̃C , Tmλ).

Rearranging the above expression and sending ε → 0, we have

∂ε J (TY + εT̃C , Tmλ)
∣∣
ε=0 ≥

∫
T̃C (2Tµ − x) dx . (6.27)

We recall that J as in (6.5) is given in terms of I0,2 and some explicit integrals. We
compute the derivative of J ,

∂ε J (TY + εT̃C , Tmλ)
∣∣
ε=0

= ∂ε I0,2(T̂Y + εT̂C , T̂mλ)
∣∣
ε=0

+
∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

(T̂C (x) − T̂C (y)) dx dy

= ∂ε I0,2(T̂Y + εT̂C , T̂mλ)
∣∣
ε=0

+ 2
∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

T̂C (x) dx dy
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where we used that
∫
T̂C (x)dx = 0. We will choose T̂C in either the case (5.10) or

(5.11). We notice that in both cases if we replace T̂C by −T̂C , both sides of (6.27)
change sign. Therefore, we conclude that

∂ε J (TY + εT̃C , Tmλ)
∣∣
ε=0 =

∫
T̃C (2Tµ − x) dx . (6.28)

Now if we choose T̃C in (5.11), i.e. T̃C supported on {x : TY (x) = a}, then (6.28)
gives

∂ε I0,2(T̂Y + εT̂C , T̂mλ )
∣∣∣
ε=0

+ 2
∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

T̂C (x) dx dy

=
∫

T̃C (x) dx
τ (m̂λ |̂y)(a) − τ (m̂λ |̂y)(−a)

2

+ 2
∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

T̂C (x) dx dy

=
∫

T̃C (2Tµ − x) dx =
∫

T̂C (2T̂µ − 2x) dx,

(6.29)

where we used (6.3) in the last equality. By our construction T̃C (x) is supported on
{x : TY (x) = a}, and we can write

∫
T̃C (x) dx

τ (m̂λ |̂y)(a) − τ (m̂λ |̂y)(−a)
2

=
∫

T̂C (x) τ (m̂λ |̂y) ◦ T̂Y (x) dx . (6.30)

By comparing (6.29) and (6.30), we conclude that on the intervals where T̂Y is a
constant, we have

T̂µ(x) =
1
2
τ (m̂λ |̂y) ◦ T̂Y (x)+ x −

∫ (
1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

dy − 1
2
,

(6.31)

where we subtract 1/2 to make T̂µ(1/2) = 0. Next we take T̃C = f (TY ) as in (5.10),
where f is an odd function, and we find:

∂ε J (TY + ε f (TY ), Tmλ)
∣∣
ε=0

=
∫

f (x) τ (m̂λ |̂y)(x) dµ̂Y

+2
∫ ∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

dy f (T̂Y (x)) dx

=
∫

f (T̂Y ) τ (m̂λ |̂y) ◦ T̂Y (x) dx
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+2
∫ ∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

dy f (T̂Y (x)) dx

=
∫

f (TY )(2Tµ − x) dx =
∫

f (T̂Y )(2T̂µ − 2x) dx

=
∫

f (T̂Y )(2T̂µ − 2x + 1) dx . (6.32)

On the intervals where TY is increasing, (6.32) implies that

T̂µ(x) =
1
2
τ (m̂λ |̂y) ◦ T̂Y (x)+ x

−
∫ (

1

T̂Y (x) − T̂Y (y)
− eT̂Y (x) + eT̂Y (y)

2(eT̂Y (x) − eT̂Y (y))

)

dy − 1
2
. (6.33)

Therefore, we conclude from (6.31) and (6.33) that (6.33) holds almost surely on
(0, 1), which uniquely determines µ. This finishes the proof of Proposition 6.4. ⊓⊔

Proof of Proposition 6.5 Thanks to the uniqueness of µ, we have that for any µ′ ̸= µ

in Pb([0,K]),

µY /∈ arg sup
ν∈P(R≥0)

{∫
(2Tµ′ − x)Tνdx − J (ν,mλ)

}
.

As a consequence the assumption in Proposition 6.6 holds,

sup
ν∈P(R)

{∫
(2Tµ′ − x)Tνdx − J (ν,mλ)

}
>

∫
(2Tµ − x)TµY dx − J (µY ,mλ),

and there exist a small δ > 0 and a constant c(δ) > 0 such that

∑

ηN :m[ηN ]∈Bδ(µ′)

multλN (ηN )MηN (YN ) ≤ e−c(δ)N2
chλN (−iYN ).

The space of probability measures Pb([0,K]) minus the open ball Bδ(µ) is compact,
so we get a finite open cover

⋃

j

Bδ j (µ j ) = Pb([0,K]) \ Bδ(µ),
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and
∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )MηN (YN ) −
∑

i

∑

ηN :m[ηN ]∈Bδi (µi )

multλN (ηN )MηN (YN )

≥ chλN (−iYN )

≥
(

1 −
∑

i

e−c(δi )N2

)

chλN (−iYN )

=
(

1 −
∑

i

e−c(δi )N2

)

exp{N 2(J (µY , µλ)+ oN (1))}.

(6.34)

The large deviations lower bound at µ follows from the estimate (6.34) and (6.13):

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )

= exp
{
−N 2

(∫
(2Tµ − x)TµY dx + oδ(1)+ oN (1)

)}

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )MηN (YN )

≥ exp
{
−N 2

(∫
(2Tµ − x)TµY dx + oδ(1)+ oN (1)

)}

exp{N 2(J (µY , µλ)+ oN (1))}

= exp
{
−N 2

(∫
(2Tµ − x)TµY dx − J (µY ,mλ)+ oδ(1)+ oN (1)

)}
.

Since the number of dominant integral weights in P+
N whose empirical measures

belong to Bδ(µ) is at most exp[O(N log N )], we have

1
N 2 log sup

m[ηN ]∈Bδ(µ)

multλN (ηN ) ≥ 1
N 2 log

∑

ηN :m[ηN ]∈Bδ(µ)

multλN (ηN )+ oN (1),

so we have obtained the large deviations lower bound. ⊓⊔
Remark 6.7 In [7], Belinschi, Guionnet and the first author used the asymptotics of
spherical integrals to prove a large deviations upper bound for Littlewood–Richardson
coefficients, which are the tensor product multiplicities for irreducible representations
of U(N ). Using the same methods and the results in this paper on the aysymptotics of
generalized Bessel functions, one could generalize the bound in [7] to an analogous
large deviations upper bound for the tensor product multiplicities of arbitrary compact
Lie groups or complex semisimple Lie algebras. However, the analysis is somewhat
arduous and the corresponding lower bound has not been proven even for the case of
Littlewood–Richardson coefficients, so we have not pursued this here.
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Appendix A Proof of Proposition 6.3

Claim A.1 If µ is a probability measure supported on [−K,K] that satisfies (6.17),
then for any probability measure ν with ν(|x |) ≤ K, the following inequality holds:

Hµ(ν) ≤ Hµ(ν
δ)+ CKoδ(1),

where the implicit error oδ(1) is independent of the measure ν.

Proof We recall the definition of Hµ(ν) from (6.7):

Hµ(ν) =
∫
(2Tµ(x) − x)Tν(x) dx − J (ν,mλ)

=
∫

Tν(x)(2Tµ(x) − x) dx

−
(∫

|Tν |>1/δ
Tν(x)(2Tmλ(x) − x) dx + J (νδ,mλ)+ CKoδ(1)

)

=
∫

|Tν |≤1/δ
Tν(x)(2Tµ(x) − x) dx − J (νδ,mλ)

+
∫

|Tν |>1/δ
Tν(x)(2Tµ(x) − 2Tmλ(x)) dx + CKoδ(1)

≤
∫

|Tν |≤1/δ
Tν(x)(2Tµ(x) − x) dx − J (νδ,mλ)+ CKoδ(1)

=
∫

Tνδ (x)(2Tµ(x) − x) dx − J (νδ,mλ)+ CKoδ(1) = Hµ(ν
δ)+ CKoδ(1),

where we used Proposition 5.3 and the formula for J (ν,mλ) from (4.26) in the second
line. In the fourth line, we used (6.17) and the fact that x <→ Tν(x)1|Tν (x)|>1/δ is
increasing to show that the last term in the third line is non-positive. Finally, we used
that |Tµ(x)| ≤ K in the last line. ⊓⊔

Proof of Proposition 6.3 For Item 1, unfortunately, Hµ(·) is not continuous in the weak
topology; it is only continuous in the topology of the Wasserstein metric. In the
following we show that Hµ(·) is upper semicontinuous in the weak topology on
{ν ∈ P(R≥0) : ν(|x |) ≤ R} for any R > 0. Given a probability measure ν, we
define the truncated measure νδ = ν1|x |≤δ−1 + δ0

∫
|x |>δ−1 dν.

Let {νn}n≥1 be a sequence of probability measures supported on [0,∞), satisfying
νn(|x |) ≤ R and converging weakly to ν. It is easy to see that νδ converges to ν in
Wasserstein distance as δ → 0. As a consequence, we get

Hµ(ν) = Hµ(ν
δ)+ oδ,ν(1), (A.1)

where for any fixed measure ν with ν(|x |) ≤ R, the error oδ,ν(1) goes to zero as δ

goes to zero. Moreover, we have that νδ
n converges to νδ in Wasserstein distance. Thus
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we have

lim sup
n→∞

Hµ(ν
δ
n) = Hµ(ν

δ). (A.2)

It follows from combining (A.1), Claim A.1 and (A.2) that

lim sup
n→∞

Hµ(νn) ≤ lim sup
n→∞

Hµ(ν
δ
n)+ CK∨Roδ(1)

= Hµ(ν
δ)+ CK∨Roδ(1) = Hµ(ν)+ CK∨Roδ(1)+ oδ,ν(1).

By sending δ to 0 in the above estimate, we get that

lim sup
n→∞

Hµ(νn) ≤ Hµ(ν),

and the upper semicontinuity of Hµ follows.
For Item 2, using (5.3) in the expression (6.5) for J (µY ,mλ), we obtain

J (µLY ,mλ) = I0,2(µ̂LY , m̂λ) − 2L
∫

x≥y
x dµ̂Y (x) dµ̂Y (y)+ O(log L),

= I0,2(µ̂LY , m̂λ) − 2L
∫

T̂µY (x)≥T̂µY (y)
T̂µY (x) dx dy + O(log L),

= 2L
∫

T̂µY T̂mλdx − 2L
∫

x T̂µY (x) dx + O(εL)+ Cε

(A.3)

for sufficiently small ε > 0 as L → ∞. For the first term in (6.7), we have

L
∫
(2Tµ − x)TµY dx = 2L

∫
(T̂µ − x)T̂µY dx . (A.4)

Taking the difference of (A.3) and (A.4), we find that as L → ∞,

Hµ(µLY ) =
∫
(2Tµ − x)TµLY dx − J (µLY ,mλ)

= 2L
∫
(T̂µ − T̂mλ)T̂µY dx + O(εL)+ Cε

= 2L
∫
(Tµ − Tmλ)TµY dx + O(εL)+ Cε,

(A.5)

where we used (6.3) in the last line. If (6.18) holds for some 0 < y < 1, we can take

µY = yδ0 + (1 − y)δ1/(1−y).
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Then TµY = 1[y,1]/(1 − y), and

I(µ) ≥ lim
L→∞

Hµ(µLY ) = lim
L→∞

2L
(1 − y)

∫ 1

y
(Tµ − Tmλ) dx = +∞.

For Item 3, we will first show that (6.19) implies that there exists a small δ > 0
and a large L∗ > 0 such that for any µY ∈ P(R≥0) with

∫
|x | dµ̂Y = 1, and for

any L ≥ L∗, we have Hµ(µLY ) ≤ −δL . Moreover, note that the set of measures µY
such that TµY is differentiable is dense in P(R≥0). Hence, by continuity of Hµ, we
may assume that µY is such that TµY is differentiable. Given such a µY , integration
by parts yields

∫ 1

0
(Tµ − Tmλ)TµY dx =

∫ 1

0
(T̂µ − T̂mλ)T̂µY dx

=
∫ 1

0
T̂ ′
µY

(y)
∫ 1

y
(T̂µ(x) − T̂mλ(x)) dx dy . (A.6)

Using the relation (6.2), we have that T̂µ(x)− T̂mλ(x) = Tµ(2x−1)−Tmλ(2x−1)
for x ∈ [1/2, 1], and T̂µ(x)− T̂mλ(x) = Tmλ(1− 2x)− Tµ(1− 2x) for x ∈ [0, 1/2].
We deduce from (6.19) that

∫ 1

y

(
T̂µ(x) − T̂mλ(x)

)
dx ≤

⎧
⎨

⎩

−cy/2, for 1 − c/2 ≤ y ≤ 1,
−c/2, for c/2 ≤ y ≤ 1 − c/2,
−c(1 − y)/2, for 0 ≤ y ≤ c/2.

(A.7)

Since T̂µY is non-decreasing, T̂ ′
µY

is non-negative, and together with (A.6) we have

∫ 1

0
(Tµ − Tmλ)TµY dx =

∫ 1

0
(T̂µ − T̂mλ)T̂µY dx

=
∫ 1

0

∫ 1

y

(
T̂µ(x) − T̂mλ(x)

)
dx T̂ ′

µY
(y) dy

≤ − c

2

∫ 1

0

(
y1[0,c](y)+ 1[c,1−c](y)

+ (1 − y)1[1−c,1](y)
)
T̂ ′
µY

(y) dy,

(A.8)

where we performed an integration by parts in the first line, and used (A.7) for the
inequality in the second line. Because T̂µY is symmetric around x = 1/2, we know that
T̂µY (1/2) = 0 and T̂µY (y) ≤ 0 for 0 ≤ y ≤ 1/2, T̂µY (y) ≥ 0 for 1/2 ≤ y ≤ 1. Recall
that

∫
|x | dµ̂Y = 1, then we have

∫ 1/2
0 T̂µY (y)dy = −1/2 and

∫ 1
1/2 T̂µY (y)dy = 1/2.

By an integration by parts, we conclude

∫ 1

1/2
T̂µY (y) dy =

∫ 1

1/2
(1 − y) T̂ ′

µY
(y) dy = 1

2
. (A.9)
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For c ≤ 1/2, we have for y ∈ (0, 1),

y1[0,c](y)+ 1[c,1−c](y)+ (1 − y)1[1−c,1](y) ≥ (1 − y)1[1/2,1](y). (A.10)

Plugging (A.9) and (A.10) into (A.8), we get the following upper bound:

∫ 1

0

(
Tµ(x) − Tmλ(x)

)
TµY (x) dx

≤ − c

2

∫ 1

0
(1 − y)1[1/2,1](y) T̂ ′

µY
(y) dy ≤ − c

4
, (A.11)

where we used (A.9).
We use (A.5) and (A.11) to estimate Hµ(µLY ). As a consequence, if we take εmuch

smaller than c/4, (A.5) implies that there exists a small δ > 0 and a large L∗ > 0
(depending only on c) such that for any L ≥ L∗, we have Hµ(µLY ) ≤ −δL . We
conclude that

sup
ν∈P(R≥0)

Hµ(ν) = sup
µY∈P(R≥0):

∫
|x |dµY≤L∗

Hµ(µY ) < ∞,

and the supremum is achieved at some ν∗ ∈ P(R≥0) with
∫
|x |dν∗ ≤ L∗, since{

µY ∈ P(R≥0) :
∫
|x | dµY ≤ L∗} is compact and Hµ is upper semicontinuous.

For Item 4, since (µ, ν) <→ Hµ(ν) is continuous in µ, I(µ) = supν∈M Hµ(ν) is
lower semicontinuous. Moreover

I(µ) ≥ Hµ(δ0) = −
∫∫

log |x − y| dm̂λ(x) dm̂λ(y) dx dy −
(
3
2

− log 2
)
=: Cλ.

(A.12)

If I(µ) = Cλ, then for all probability measures ν ∈ P(R≥0),

∫
(2T̂µ − 2x)T̂ν dx ≤ J (ν,mλ)+ Cλ. (A.13)

We denote by ν̂ε = ε#ν̂ the pushforward of ν̂ by the homothety of factor ε, so that
T̂νε = εT̂ν . We write νε for the unsymmetrized version of ν̂ε. Then [17, Theorem 0.1]
implies that for ε > 0 small enough,

J (νε,mλ) = I0,2(̂νε, m̂λ) − Cλ + O(ε2)

= 2ε
∫

x dm̂λ

∫
x d̂ν − Cλ + O(ε2) = −Cλ + O(ε2).

Hence, replacing ν by νε and sending ε to zero, we deduce from (A.13) that

ε

∫
(2T̂µ(x) − 2x)T̂ν(x)dx ≤ O(ε2), (A.14)
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or equivalently for any probability measure ν ∈ P(R≥0),

∫ (
2Tµ(x) − x

)
Tν(x) dx ≤ 0.

Since µ ∈ Pb([0,K]), we have Tµ(x) ≥ x/2, thus (A.14) implies that Tµ(x) = x/2,
so that µ must be the uniform measure on (0, 1/2).

Finally, for Item 5, we pickµ ∈ Amλ and constructµ
ε satisfying (6.17) converging

to µ when ε goes to zero. If µ is not a delta mass, we have for small enough ε > 0,
T̂µ(1 − ε) > T̂µ(ε)+ 2ε.We take

T̂µε (y) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

T̂µ(y)+ ε for y ∈ (0, ε],
T̂µ(ε)+ ε for y ∈ [ε, ε1],
T̂µ(y) for y ∈ (ε1, ε2),

T (1 − ε) − ε for y ∈ [ε2, 1 − ε],
T̂µ(y) − ε for y ∈ [1 − ε, 1),

where

ε1 = sup{x > ε : T̂µ(ε)+ ε ≥ T̂µ(x)},
ε2 = inf{x < 1 − ε : T̂µ(x) ≥ T̂µ(1 − ε) − ε}.

We claim that µε satisfies (6.17). For all y ∈ (0, 1), we define

ϕ(y) =
∫ 1

y

(
T̂µ(x) − T̂µε (x)

)
dx ≤

∫ 1

y

(
T̂mλ(x) − T̂µε (x)

)
dx . (A.15)

By construction we have ϕ(0) = ϕ(1) = 0, and ϕ(y) first decreases then increases on
(0, 1). Moreover, for y ∈ [ε, 1 − ε],

ϕ(y) =
∫ 1

y

(
Tµ(x) − Tµε (x)

)
dx ≥ ε2.

Therefore, µε satisfies (6.19) with c = ε2 > 0. We finally prove that I(µε) goes to
I(µ) as ε goes to zero. By lower semicontinuity of I, we already know that

I(µ) ≤ lim inf
ε→0

I(µε) . (A.16)

For the converse bound, note that for all ν ∈ P(R≥0), integration by parts and (A.15)
imply that

∫
Tν(Tµ − Tµε )(x) dx =

∫
T ′

ν(y)
∫ 1

y
(Tµ(x) − Tµε (x)) dx dy ≥ 0,
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which results in

Hµ(ν) =
∫
(2Tµ(x) − x)Tν(x) dx − J (ν,mλ)

≥
∫
(2T ε

µ(x) − x)Tν(x) dx − J (ν,mλ) = Hµε (ν).

As a consequence, we have

I(µ) ≥ I(µε),

and therefore

I(µ) ≥ lim sup
ε→0

I(µε) . (A.17)

The claim follows from combining (A.16) and (A.17). ⊓⊔
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