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Abstract

Under mass-action kinetics, complex-balanced systems emerge from biochemical
reaction networks and exhibit stable and predictable dynamics. For a reaction network
G, the associated dynamical system is called disguised toric if it can yield a complex-
balanced realization on a possibly different network G1. This concept extends the
robust properties of toric systems to those that are not inherently toric. In this work,
we study the disguised toric locus of a reaction network — i.e., the set of positive
rate constants that make the corresponding mass-action system disguised toric. Our
primary focus is to compute the exact dimension of this locus. We subsequently apply
our results to Thomas-type and circadian clock models.
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1 Introduction

Mathematical models of biochemical interaction networks can generally be described by
polynomial dynamical systems. These dynamical systems are ubiquitous in models of bio-
chemical reaction networks, infectious diseases, and population dynamics [1, 2]. However,
analyzing these systems is a challenging problem in general. Classical nonlinear dynamical
properties like multistability, oscillations, or chaotic dynamics are difficult to examine [3, 4].

Studying the dynamical properties of reaction networks is crucial for understanding
the behavior of chemical and biological systems. In this paper, we will focus on a class of
dynamical systems generated by reaction networks called complex-balanced systems (also
known as toric dynamical systems [5] owing to their connection with toric varieties [6]).
Complex-balanced systems are known to exhibit remarkably robust dynamics, which rules
outmultistability, oscillations, and even chaotic dynamics [7]. More specifically, there exists
a strictly convex Lyapunov function, which implies that all positive steady states are locally
asymptotically stable [7, 4]. In addition, a unique positive steady state exists within each
affine invariant polyhedron. They are also related to the Global Attractor Conjecture [5]
which states that complex-balanced dynamical systems have a globally attracting steady
state within each stoichiometric compatibility class. Several special cases of this conjecture
have been proved [8, 9, 10, 11, 12], and a proof in full generality has been proposed in [13].

An important limitation of the classical theory of complex-balanced systems is that to
be applicable for a large set of parameter values (i.e., choices of reaction rate constants) the
reaction network under consideration must satisfy two special properties: weak reversibility
and low deficiency (see [4] for definitions). Our focus here will be on understanding how
one can take advantage of the notion of dynamical equivalence in order to greatly relax
both of these restrictions.

Dynamical equivalence relies on the fact that two different reaction networks can gen-
erate the same dynamics for well-chosen parameter values. This phenomenon has also
been called macro-equivalence [7] or confoundability [14]. Recently, this phenomenon has
found applications in the design of efficient algorithms for finding weakly reversible single
linkage class and weakly reversible deficiency one realizations [15, 16]. Moreover, it has
also been used to show the existence of infinitely many positive states for weakly reversible
and endotactic dynamical systems [17, 18]. More recently, it has been used to generate the
necessary and sufficient conditions for the existence of realizations using weakly reversible
dynamical systems [19].

In this paper, we consider the notion of a disguised toric locus for a given reaction
network G. The disguised toric locus is the set of positive reaction rate vectors in G for
which the corresponding dynamical system can be realized as a complex-balanced system
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by a network G1. In other words, this locus consists of positive reaction rate vectors k

such that the mass-action system (G,k) is dynamically equivalent to a complex-balanced
system (G1,k1). Additionally, if the rate constants are allowed to take any real values, we
refer to the set of reaction rate vectors in G that satisfy this property as the R-disguised
toric locus of G.

The concept of a disguised toric locus was first introduced in [20]. Since then, several
general properties of both the disguised toric locus and the R-disguised toric locus have
been established. For example, it was demonstrated in [21] that the disguised toric locus is
invariant under invertible affine transformations of the network. Furthermore, [22] showed
that both loci are path-connected, and [23] provided a lower bound on the dimension of
the R-disguised toric locus.

Consider for example the Thomas-type model (E-graph G) shown in Figure 1.

Figure 1: (a) The E-graph G represents a Thomas-type model, with all edges labeled by the
reaction rate constants k. (b) The E-graph G1 is weakly reversible, with all edges labeled
by the reaction rate constants k1. The mass-action system (G1,k1) is complex-balanced.

Since G is not weakly reversible, the system (G,k) is not complex-balanced, so classi-
cal complex-balanced theory offers limited insight into the dynamics of (G,k). However,
by direct computation, (G,k) is dynamically equivalent to the complex-balanced system
(G1,k1), which enables us to deduce its dynamical properties. Thus, k can be viewed as a
“good” reaction rate vector for G. The disguised toric locus of G consists of such reaction
rate vectors k.

In this paper, we develop a general framework to compute the exact dimensions of both
the disguised toric locus and the R-disguised toric locus of a reaction network. Building on
[23], we construct a mapping on the R-disguised toric locus ofG and show that this mapping
is a homeomorphism, allowing us to determine the dimensions of both the disguised toric
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locus and the R-disguised toric locus. When applied to Figure 1, the disguised toric locus
of G is shown to be full-dimensional, significantly larger than its toric locus, which is empty
(see details in Example 8.1).

Structure of the paper. In Section 2, we introduce the basic terminology of reaction
networks. Section 3 presents flux systems and analyzes their properties. In Section 4, we
recall the key concepts of the toric locus, the R-disguised toric locus, and the disguised
toric locus. Section 5 constructs a continuous bijective map Ψ̂ connecting the R-disguised
toric locus to a specific flux system. In Section 6, we first establish key lemmas 6.5 - 6.8 and
then use them to prove that Ψ̂ is a homeomorphism in Theorem 6.10. Section 7 leverages
this homeomorphism to establish precise bounds on the dimension of the disguised toric
locus and the R-disguised toric locus, as shown in Theorem 7.3. In Section 8, we apply our
results to Thomas-type models and circadian clock models, showing both disguised toric
loci are full-dimensional. Finally, Section 9 summarizes our findings and outlines potential
directions for future research.

Notation. We let Rn
≥0 and Rn

>0 denote the set of vectors in Rn with non-negative
entries and positive entries respectively. For vectors x = (x1, . . . ,xn)ᵀ ∈ Rn

>0 and y =
(y1, . . . ,yn)

ᵀ ∈ Rn, we define:
xy = xy1

1 . . .xyn
n .

For any two vectors x,y ∈ Rn, we define ⟨x,y⟩ =
n
∑

i=1
xiyi. For E-graphs (see Definition

2.1), we always let G,G′ denote arbitrary E-graphs, and let G1 denote a weakly reversible
E-graph.

2 Reaction networks

We start with the introduction of the concept of a reaction network as a directed graph in
Euclidean space called E-graph, and describe some of its properties.

Definition 2.1 ([13, 24, 25]). (a) A reaction network G = (V,E) is a directed graph,
also called a Euclidean embedded graph (or E-graph), such that V ⊂ Rn is a
finite set of vertices and the set E ⊆ V × V represents a finite set of edges. We
assume that there are neither self-loops nor isolated vertices in G = (V,E).

(b) A directed edge (y,y′) ∈ E connecting two vertices y,y′ ∈ V is denoted by y → y′ ∈
E and represents a reaction in the network. Here y is called the source vertex, and
y′ is called the target vertex. Further, the difference vector y′ − y ∈ Rn is called
the reaction vector.

Definition 2.2. Consider an E-graph G = (V,E). Then
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(a) G is weakly reversible, if every reaction in G is part of an oriented cycle.

(b) G is a (directed) complete graph, if y → y′ ∈ E for every two distinct vertices
y,y′ ∈ V .

(c) An E -graph G′ = (V ′, E′) is a subgraph of G (denoted by G′ ⊆ G), if V ′ ⊆ V and
E′ ⊆ E. In addition, we let G′ ⊑ G denote that G′ is a weakly reversible subgraph
of G.

(d) We denote the complete graph on G by Gc, which is obtained by connecting every
pair of source vertices in V . One can check that Gc is weakly reversible and G ⊆ Gc.

Figure 2: (a) An E-graph with two reactions. The stoichiometric subspace corresponding to this
graph is R2. (b) A weakly reversible E-graph. (c) A directed complete E-graph with three vertices.
Note that the E-graph in (b) is a weakly reversible subgraph of the E-graph in (c).

Definition 2.3 ([26, 27, 28, 29, 4, 30]). Consider an E-graph G = (V,E). Let ky→y′ denote
the reaction rate constant corresponding to the reaction y → y′ ∈ E. Further, we let
k := (ky→y′)y→y′∈E ∈ RE

>0 denote the vector of reaction rate constants (reaction
rate vector). The associated mass-action system generated by (G,k) on Rn

>0 is given
by

dx

dt
=

∑

y→y′∈E

ky→y′xy(y′ − y). (2.1)

We denote the stoichiometric subspace of G by SG, which is

SG = span{y′ − y : y → y′ ∈ E}.

[31] shows that if V ⊂ Zn
≥0, the positive orthant Rn

>0 is forward-invariant under system
(2.1). Any solution to (2.1) with initial condition x0 ∈ Rn

>0 and V ⊂ Zn
≥0, is confined to

(x0 + SG) ∩ Rn
>0. Thus, the set (x0 + SG) ∩ Rn

>0 is called the invariant polyhedron of
x0.

Definition 2.4. Let (G,k) be a mass-action system.
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(a) A point x∗ ∈ Rn
>0 is called a positive steady state of the system if

∑

y→y′∈E

ky→y′(x∗)y(y′ − y) = 0. (2.2)

(b) A point x∗ ∈ Rn
>0 is called a complex-balanced steady state of the system if for

every vertex y0 ∈ V ,
∑

y0→y∈E

ky0→y(x
∗)y0 =

∑

y′→y0∈E

ky′→y0
(x∗)y

′

.

Further, if the mass-action system (G,k) admits a complex-balanced steady state,
then it is called a complex-balanced (dynamical) system or toric dynamical
system.

Remark 2.5. Complex-balanced systems are known to exhibit robust dynamical proper-
ties. As mentioned in the introduction, they are connected to the Global Attractor Conjec-
ture, which proposes that complex-balanced systems possess a globally attracting steady
state within each stoichiometric compatibility class. Several important special cases of
this conjecture and related open problems have been proven. In particular, it has been
shown that complex-balanced systems consisting of a single linkage class admit a globally
attracting steady state [8]. Additionally, two- and three-dimensional endotactic networks
are known to be permanent [11]. Strongly endotactic networks have also been proven to be
permanent [9]. Furthermore, complex-balanced systems that are permanent always admit
a globally attracting steady state [4].

Theorem 2.6 ([7]). Consider a complex-balanced system (G,k). Then

(a) The E-graph G = (V,E) is weakly reversible.

(b) Every positive steady state is a complex-balanced steady state. Given any x0 ∈ Rn
>0,

there is exactly one steady state within the invariant polyhedron (x0 + SG) ∩Rn
>0.

Theorem 2.7 ([32]). Consider a weakly reversible E-graph G = (V,E) with the stoichio-
metric subspace SG. Suppose (G,k) is a complex-balanced system given by

dx

dt
= f(x) =

∑

y→y′∈E

ky→y′xy(y′ − y). (2.3)

For any steady state x∗ ∈ Rn
>0 of the system (2.3), then

(

ker
(

Jf |x=x∗

)

)⊥
= SG, (2.4)

where Jf represents the Jacobian matrix of f(x).
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Definition 2.8. Consider two mass-action systems (G,k) and (G′,k′). Then (G,k) and
(G′,k′) are said to be dynamically equivalent if for every vertex1 y0 ∈ V ∪ V ′,

∑

y0→y∈E

ky0→y(y − y0) =
∑

y0→y′∈E′

k′y0→y′(y′ − y0).

We let (G,k) ∼ (G′,k′) denote that two mass-action systems (G,k) and (G′,k′) are dy-
namically equivalent.

Remark 2.9 ([7, 14, 33]). Following Definition 2.8, two mass-action systems (G,k) and
(G′,k′) are dynamically equivalent if and only if for all x ∈ Rn

>0,

∑

yi→yj∈E

kyi→yj
xyi(yj − yi) =

∑

y′

i→y′

j∈E
′

k′y′

i→y′

j
xy′

i(y′
j − y′

i), (2.5)

and thus two dynamically equivalent systems share the same set of steady states.

Definition 2.10. Consider an E-graph G = (V,E). Let λ = (λy→y′)y→y′∈E ∈ R|E|. The
set D0(G) is defined as

D0(G) := {λ ∈ R
|E|
∣

∣

∣

∑

y0→y∈E

λy0→y(y − y0) = 0 for every vertex y0 ∈ V }.

We can check that D0(G) is a linear subspace of RE.

Lemma 2.11 ([23]). Consider two mass-action systems (G,k) and (G,k′). Then k′−k ∈
D0(G) if and only if (G,k) ∼ (G,k′).

3 Flux systems

Due to the non-linearity of the dynamical systems, we now introduce linear systems arising
from the network structure: the flux systems, and the complex-balanced flux systems, and
study their properties.

Definition 3.1. Consider an E-graph G = (V,E). Then

(a) Let Jy→y′ > 0 denote the flux corresponding to the edge y → y′ ∈ E. Further, we
let J = (Jy→y′)y→y′∈E ∈ RE

>0 denote the flux vector corresponding to the E-graph
G. The associated flux system generated by (G,J ) is given by

dx

dt
=

∑

yi→yj∈E

Jyi→yj
(yj − yi). (3.1)

1Note that when y
0
̸∈ V or y

0
̸∈ V

′, the corresponding side is considered as an empty sum
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(b) Consider two flux systems (G,J ) and (G′,J ′). Then (G,J ) and (G′,J ′) are said to
be flux equivalent if for every vertex2 y0 ∈ V ∪ V ′,

∑

y0→y∈E

Jy0→y(y − y0) =
∑

y0→y′∈E′

J ′
y0→y′(y′ − y0).

We let (G,J ) ∼ (G′,J ′) denote that two flux systems (G,J) and (G′,J ′) are flux
equivalent.

Definition 3.2. Let (G,J ) be a flux system. A flux vector J ∈ RE
>0 is called a steady

flux vector to G if
dx

dt
=

∑

yi→yj∈E

Jyi→yj
(yj − yi) = 0.

A steady flux vector J ∈ RE
>0 is called a complex-balanced flux vector to G if for every

vertex y0 ∈ V ,
∑

y0→y∈E

Jy0→y =
∑

y′→y0∈E

Jy′→y0
,

and then (G,J ) is called a complex-balanced flux system. Further, let J (G) denote
the set of all complex-balanced flux vectors to G as follows:

J (G) := {J ∈ R
E
>0 | J is a complex-balanced flux vector to G}.

Definition 3.3. Consider an E-graph G = (V,E). Let J = (Jyi→yj
)yi→yj∈E ∈ RE. The

set J0(G) is defined as

J0(G) := {J ∈ D0(G)

∣

∣

∣

∣

∑

y→y0∈E

Jy→y0
=

∑

y0→y′∈E

Jy0→y′ for every vertex y0 ∈ V }. (3.2)

Note that J0(G) ⊂ D0(G) is a linear subspace of RE.

Lemma 3.4 ([23]). Let (G,J ) and (G,J ′) be two flux systems. Then

(a) (G,J ) ∼ (G,J ′) if and only if J ′ − J ∈ D0(G).

(b) If (G,J ) and (G,J ′) are both complex-balanced flux systems, then (G,J ) ∼ (G,J ′)
if and only if J ′ − J ∈ J0(G).

Proposition 3.5 ([34]). Consider two mass-action systems (G,k) and (G′,k′). Let x ∈
Rn
>0. Define the flux vector J(x) = (Jy→y′)y→y′∈E on G, such that for every y → y′ ∈ E,

Jy→y′ = ky→y′xy.

2Note that when y
0
̸∈ V or y

0
̸∈ V

′, the corresponding side is considered as an empty sum
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Further, define the flux vector J ′(x) = (J ′
y→y′)y→y′∈E′ on G′, such that for every y →

y′ ∈ E,
J ′
y→y′ = k′y→y′xy.

Then the following are equivalent:

(a) The mass-action systems (G,k) and (G′,k′) are dynamically equivalent.

(b) The flux systems (G,J(x)) and (G′,J ′) are flux equivalent for all x ∈ Rn
>0.

(c) The flux systems (G,J(x)) and (G′,J ′(x)) are flux equivalent for some x ∈ Rn
>0

4 Toric locus, disguised toric locus and R-disguised toric lo-

cus

In this section, we introduce the key concepts in this paper: the Toric locus, the Disguised
toric locus, and the R-disguised toric locus.

Definition 4.1 ([23]). Let G = (V,E) be an E-graph. Consider a dynamical system

dx

dt
= f(x). (4.1)

It is said to be R-realizable (or has a R-realization) on G, if there exists some k ∈ RE

such that
f(x) =

∑

yi→yj∈E

kyi→yj
xyi(yj − yi). (4.2)

Further, if k ∈ RE
>0 in (4.2), the system (4.1) is said to be realizable (or has a realization)

on G.

Definition 4.2. Consider an E-graph G = (V,E).

(a) Define the toric locus of G as

K(G) := {k ∈ R
E
>0

∣

∣ the mass-action system generated by (G,k) is toric}.

(b) Consider a dynamical system
dx

dt
= f(x). (4.3)

It is said to be disguised toric on G if it is realizable on G for some k ∈ K(G).
Further, we say the system (4.3) has a complex-balanced realization on G.

Definition 4.3. Consider two E-graphs G = (V,E) and G′ = (V ′, E′).
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(a) Define the set KR(G′, G) as

KR(G
′, G) := {k′ ∈ K(G′)

∣

∣ the mass-action system (G′,k′) is R-realizable on G}.

(b) Define the set KR-disg(G,G′) as

KR-disg(G,G′) := {k ∈ R
E
∣

∣ the dynamical system (G,k) is disguised toric on G′}.

Note that k may have negative or zero components.

(c) Define the R-disguised toric locus of G as

KR-disg(G) :=
⋃

G′⊑Gc

KR-disg(G,G′).

Note that in the above definition of R-disguised toric locus of G, we take a union
over only those E-graphs which are weakly reversible subgraphs of Gc. This follows
from a result in [34] which asserts that if a dynamical system generated by G has
a complex-balanced realization using some graph G1, then it also has a complex-
balanced realization using G′ ⊑ Gc.

(d) Define the set Kdisg(G,G′) as

Kdisg(G,G′) := KR-disg(G,G′) ∩ R
E
>0.

Further, define the disguised toric locus of G as

Kdisg(G) :=
⋃

G′⊑Gc

Kdisg(G,G′).

Similar to the R-disguised toric locus, it is sufficient for us to include those E-graphs
which are weakly reversible subgraphs of Gc [34].

Lemma 4.4 ([23]). Let G = (V,E) be an E-graph.

(a) Suppose that G1 = (V1, E1) is a weakly reversible E-graph, then KR-disg(G,G1) and
Kdisg(G,G1) are semialgebraic sets.

(b) Both KR-disg(G) and Kdisg(G) are semialgebraic sets.

Proof. For part (a), following Lemma 3.6 in [23], we obtain that KR-disg(G,G1) is a semi-
algebraic set. The positive orthant is also a semialgebraic set since it can be defined by
polynomial inequalities on all components. Since finite intersections of semialgebraic sets
are semialgebraic sets, together with Definition 4.3, we conclude that Kdisg(G,G1) is a
semialgebraic set.

For part (b), since finite unions of semialgebraic sets are semialgebraic sets [35], together
with Definition 4.3 and part (a), we conclude thatKR-disg(G) andKdisg(G) are semialgebraic
sets.
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Remark 4.5 ([36]). From Lemma 4.4 and [36], on a dense open subset of any semial-
gebraic set KR-disg(G,G1) or Kdisg(G,G1), it is locally a submanifold. The dimension
of KR-disg(G,G1) or Kdisg(G,G1) can be defined to be the largest dimension at points at
which it is a submanifold.

Remark 4.6. Let G1 = (V1, E1) be a weakly reversible E-graph and let G = (V,E) be
an E-graph. From Definition 4.3, it follows that KR-disg(G,G1) is empty if and only if
KR(G1, G) is empty.

Analogous to the R-disguised toric locus, we also introduce the R-realizable complex-
balanced flux system, which plays a crucial role in the rest of the paper.

Definition 4.7. Consider a flux system (G′,J ′). It is said to be R-realizable on G if
there exists some J ∈ RE, such that for every vertex3 y0 ∈ V ∪ V ′,

∑

y0→y∈E

Jy0→y(y − y0) =
∑

y0→y′∈E′

J ′
y0→y′(y′ − y0).

Further, define the set JR(G′, G) as

JR(G
′, G) := {J ′ ∈ J (G′)

∣

∣ the flux system (G′,J ′) is R-realizable on G}.

Proposition 3.5 implies that KR-disg(G,G′) is empty if and only if JR(G′, G) is empty.

Lemma 4.8 ([23, Lemma 2.33]). Consider a weakly reversible E-graph G1 = (V1, E1) and
let G = (V,E) be an E-graph. Then we have the following:

(a) There exists a vectors {v1,v2, . . . ,vk} ⊂ R|E1|, such that

JR(G1, G) = {a1v1 + · · · akvk | ai ∈ R>0,vi ∈ R
|E1|}. (4.4)

(b) dim(JR(G1, G)) = dim(span{v1,v2, . . . ,vk}).

(c) If JR(G1, G) ̸= ∅, then

J0(G1) ⊆ span{v1,v2, . . . ,vk}.

5 The map Ψ̂

The goal of this section is to study the properties of a map Ψ̂ (see Definition 5.3) that
relates the sets KR-disg(G,G1) and ĴR(G1, G) (see Equation (5.1)). In particular, we show

the map Ψ̂ is bijective and continuous.

3Note that when y
0
̸∈ V or y

0
̸∈ V

′, the corresponding side is considered as an empty sum
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Notation. We introduce the following notation that will be used for the entire section.
Let G = (V,E) be an E-graph. Let b denote the dimension of the linear subspace D0(G),
and denote an orthonormal basis of D0(G) by

{B1,B2, . . . ,Bb}.

Further, we consider G1 = (V1, E1) to be a weakly reversible E-graph. Let a denote the
dimension of the linear subspace J0(G1), and denote an orthonormal basis of J0(G1) by

{A1,A2, . . . ,Aa}.

Recall the set JR(G1, G). Now we define the set ĴR(G1, G) ⊂ R|E1| as

ĴR(G1, G) = {J +
a
∑

i=1

wiAi | J ∈ JR(G1, G), and wi ∈ R for 1 ≤ i ≤ a}. (5.1)

Further, we define the set Ĵ (G1) ⊂ R|E1| as

Ĵ (G1) = {J ∈ R
E |

∑

y→y0∈E

Jy→y0
=

∑

y0→y′∈E

Jy0→y′ for every vertex y0 ∈ V1}. (5.2)

Remark 5.1. Following (5.1), it is clear that JR(G1, G) ⊂ ĴR(G1, G). Further, from
{Ai}ai=1 ∈ J0(G) and Lemma 3.4, we conclude that

ĴR(G1, G) ∩ R
|E1|
>0 = JR(G1, G).

Similarly, we have Ĵ (G1) ∩ R
|E1|
>0 = J (G1).

Remark 5.2. Note that Ĵ (G1) is a linear subspace of R|E1|, while the sets ĴR(G1, G),
JR(G1, G) and J (G1) are not linear subspaces.

Definition 5.3. Given a weakly reversible E-graph G1 = (V1, E1) with its stoichiometric
subspace SG1

. Consider an E-graph G = (V,E) and x0 ∈ Rn
>0, define the map

Ψ̂ : ĴR(G1, G) × [(x0 + SG1
) ∩ R

n
>0]× R

b → KR-disg(G,G1)× R
a, (5.3)

such that for (Ĵ ,x,p) ∈ ĴR(G1, G)× [(x0 + SG1
) ∩Rn

>0]× Rb,

Ψ̂(Ĵ ,x,p) := (k, q),

where

(G,k) ∼ (G1, k̂1) with k̂1,y→y′ =
Ĵy→y′

xy
, (5.4)

and

p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩), q = (⟨Ĵ ,A1⟩, ⟨Ĵ ,A2⟩, . . . , ⟨Ĵ ,Aa⟩). (5.5)
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Recall Remark 4.6, KR-disg(G,G1) is empty if and only if JR(G1, G) is empty. If

JR(G1, G) = KR-disg(G,G1) = ∅, then the map Ψ̂ is trivial. However, we are interested in
the case when KR-disg(G,G1) ̸= ∅, therefore we assume both JR(G1, G) and KR-disg(G,G1)
are non-empty sets in the rest of the paper.

Lemma 5.4. The map Ψ̂ in Definition 5.3 is well-defined.

Proof. Consider any point (Ĵ
∗
,x∗,p∗) ∈ ĴR(G1, G) × [(x0 + SG1

) ∩ Rn
>0] × Rb. From

Equation(5.1), there exist a J∗ = (J∗
y→y′)y→y′∈E1

∈ JR(G1, G) and w∗
i ∈ R for 1 ≤ i ≤ a,

such that

Ĵ
∗
= J∗ +

a
∑

i=1

w∗
iAi.

Since {Ai}ai=1 is an orthonormal basis of the subspace J0(G1), we obtain

(G1, Ĵ
∗
) ∼ (G1,J

∗). (5.6)

From J∗ ∈ JR(G1, G) ⊂ J(G1), set k1 = (k1,y→y′)y→y′∈E1
with k1,y→y′ =

J∗

y→y′

(x∗)y . Then

k1 ∈ KR(G1, G) ⊂ K(G1). (5.7)

Moreover, x∗ is the complex-balanced steady state of (G1,k1). Set k̂1 = (k̂1,y→y′)y→y′∈E1

with k̂1,y→y′ =
Ĵ∗

y→y′

(x∗)y . From Equation(5.6) and Proposition 3.5, we have

(G1,k1) ∼ (G1, k̂1). (5.8)

From Equation(5.7), there exists a k ∈ KR-disg(G,G1) ⊂ R|E|, such that (G,k) ∼
(G1,k1). Now suppose p∗ = (p∗1, p

∗
2, . . . , p

∗
b) ∈ Rb, we construct the vector k∗ ∈ R|E| as

k∗ = k +
b
∑

i=1

(p∗i − ⟨k,Bi⟩)Bi.

Since {Bi}bi=1 is an orthonormal basis of the subspace D0(G), then for 1 ≤ j ≤ b,

⟨k∗,Bj⟩ = ⟨k +
b
∑

i=1

(p∗i − ⟨k,Bi⟩)Bi,Bj⟩ = ⟨k,Bj⟩+ (p∗j − ⟨k,Bj⟩) = p∗j . (5.9)

Using Lemma 2.11, together with
b
∑

i=1
(p∗i − kBi)Bi ∈ D0(G) and (5.8), we obtain

(G,k∗) ∼ (G,k) ∼ (G1, k̂1). (5.10)
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Therefore, k∗ satisfies Equations(5.4) and (5.5).

Let us assume that there exists k∗∗ ∈ KR-disg(G,G1) satisfying Equations(5.4) and (5.5),
i.e.,

(G,k∗∗) ∼ (G1, k̂1) and p∗ = (⟨k∗∗,B1⟩, ⟨k
∗∗,B2⟩, . . . , ⟨k

∗∗,Bb⟩).

This implies that (G,k∗∗) ∼ (G,k∗). From Lemma 2.11, we obtain

k∗∗ − k∗ ∈ D0(G).

Using (5.9), we get

⟨k∗,Bj⟩ = ⟨k∗∗,Bj⟩ = p∗j for any 1 ≤ j ≤ b.

Recall that {Bi}bi=1 is an orthonormal basis of D0(G). Therefore, we get

k∗∗ = k∗.

This implies that k∗ ∈ KR-disg(G,G1) is well-defined. Moreover, from (5.5) we obtain

q∗ = (⟨Ĵ
∗
,A1⟩, ⟨Ĵ

∗
,A2⟩, . . . , ⟨Ĵ

∗
,Aa⟩) is well-defined.

This implies that we get
Ψ̂(Ĵ

∗
,x∗,p∗) = (k∗, q∗),

and thus the map Ψ̂ is well-defined.

The following is a direct consequence of Lemma 5.4.

Corollary 5.5. Consider the map Ψ̂ in Definition 5.3. Suppose that Ψ̂(Ĵ ,x,p) = (k, q),
then x is a steady state of the system (G,k).

Proof. It is clear that Ĵ ∈ ĴR(G1, G) and x ∈ (x0 + SG1
) ∩ Rn

>0. From Equation(5.1),
there exist some J∗ = (J∗

y→y′)y→y′∈E1
∈ JR(G1, G), such that

Ĵ − J∗ ∈ span{Ai}
a
i=1.

Using (5.7) and setting k1 = (k1,y→y′)y→y′∈E1
with k1,y→y′ =

J∗

y→y′

(x∗)y , we derive

k1 ∈ KR(G1, G),

and x∗ is the complex-balanced steady state of (G1,k1). Finally, using Equations(5.8) and
(5.10), together with Remark 2.9, we obtain (G,k) ∼ (G1,k1) and conclude that x is a
steady state of the system (G,k).

Lemma 5.6. The map Ψ̂ in Definition 5.3 is bijective.
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Proof. First, we show the map Ψ̂ is injective. Suppose two elements (Ĵ
∗
,x∗,p∗) and

(Ĵ
∗∗
,x∗∗,p∗∗) of ĴR(G1, G)× [(x0 + SG1

) ∩ Rn
>0]× Rb satisfy

Ψ̂(Ĵ
∗
,x∗,p∗) = Ψ̂(Ĵ

∗∗
,x∗∗,p∗∗) = (k, q) ∈ KR-disg(G,G1)× R

a.

From (5.1), there exist J∗ = (J∗
y→y′)y→y′∈E1

∈ JR(G1, G) and J∗∗ = (J∗∗
y→y′)y→y′∈E1

∈
JR(G1, G), such that

Ĵ
∗
− J∗ ∈ span{Ai}

a
i=1 and Ĵ

∗∗
− J∗∗ ∈ span{Ai}

a
i=1. (5.11)

Then we set k∗ = (k∗y→y′)y→y′∈E1
and k∗∗ = (k∗∗y→y′)y→y′∈E1

with

k∗y→y′ =
J∗
y→y′

(x∗)y
and k∗∗y→y′ =

J∗∗
y→y′

(x∗)y
.

Using Propositions3.5 and (5.4), we get

k∗,k∗∗ ∈ KR(G1, G) and (G,k) ∼ (G1,k
∗) ∼ (G1,k

∗∗).

Moreover, two complex-balanced system (G1,k
∗) and (G1,k

∗∗) admit steady states

x∗ ∈ (x0 + SG1
) ∩ R

n
>0 and x∗∗ ∈ (x0 + SG1

) ∩ R
n
>0, respectively.

Since every complex-balanced system has a unique steady state within each invariant poly-
hedron and (G1,k

∗) ∼ (G1,k
∗∗), then

x∗ = x∗∗.

Now applying Proposition 3.5 and Lemma 3.4, we get

(G1,J
∗) ∼ (G1,J

∗∗) and J∗∗ − J∗ ∈ J0(G1). (5.12)

Since J0(G1) = span{Ai}ai=1, using (5.11) and (5.12), we have

Ĵ
∗∗

− Ĵ
∗
∈ span{Ai}

a
i=1. (5.13)

On the other hand, Equation(5.5) shows that

q = (⟨Ĵ
∗
,A1⟩, ⟨Ĵ

∗
,A2⟩, . . . , ⟨Ĵ

∗
,Aa⟩) = (⟨Ĵ

∗∗
,A1⟩, ⟨Ĵ

∗∗
,A2⟩, . . . , ⟨Ĵ

∗∗
,Aa⟩).

Since {Ai}ai=1 is an orthonormal basis of the subspace J0(G), together with (5.13),
then

Ĵ
∗
= Ĵ

∗∗
.
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Furthermore, from (5.5) we obtain

p∗ = p∗∗ = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩).

Therefore, we show (J∗,x∗,p∗) = (J∗∗,x∗∗,p∗∗) and conclude the injectivity.

We now show that the map Ψ̂ is surjective. Assume any point (k, q) ∈ KR-disg(G,G1)×
Ra. Since k ∈ KR-disg(G,G1), there exists some k1 ∈ K(G1, G), such that

(G,k) ∼ (G1,k1) with k1 = (k1,y→y′)y→y′∈E1
. (5.14)

From Theorem 2.6, the complex-balanced system (G1,k1) has a unique steady state x ∈
(x0 + SG1

) ∩ Rn
>0. We set the flux vector J1 as

J1 = (J1,y→y′)y→y′∈E1
with J1,y→y′ = k1,y→y′xy.

It is clear that J1 ∈ JR(G1, G) and the flux system (G1,J1) gives rise to the complex-
balanced system (G1,k1) with a steady state x ∈ (x0 + SG1

) ∩ Rn
>0. Now suppose q =

(q1, q2, . . . , qa), we construct a new flux vector Ĵ as follows:

Ĵ = J1 +
a
∑

i=1

(qi − ⟨J1,Ai⟩)Ai.

Using the fact that {Ai}ai=1 is an orthonormal basis of the subspace J0(G1), we can compute

⟨Ĵ ,Ai⟩ = q̂i for any 1 ≤ i ≤ a.

From Lemma 3.4 and
a
∑

i=1
(qi − ⟨J1Ai⟩)Ai ∈ J0(G1), we obtain

(G, Ĵ ) ∼ (G1,J1).

Let k̂1 = (k1,y→y′)y→y′∈E1
with k̂1,y→y′ =

Ĵy→y′

xy . From Proposition 3.5 and (5.14), we
have

(G,k) ∼ (G1,k1) ∼ (G, k̂1).

Finally, let p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩) and derive that

Ψ̂(Ĵ ,x,p) = (k, q).

Therefore, we prove the map Ψ̂ is surjective.

Lemma 5.7. The map Ψ̂ in Definition 5.3 is continuous.
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Proof. Consider any fixed point (Ĵ ,x,p) ∈ ĴR(G1, G)× [(x0+SG1
)∩Rn

>0]×Rb, such that

Ψ̂(Ĵ ,x,p) = (k, q).

From (5.5) in Definition 5.3, q is defined as

q = (⟨Ĵ ,A1⟩, ⟨Ĵ ,A2⟩, . . . , ⟨Ĵ ,Aa⟩).

It follows that q is a continuous function of Ĵ .

Now it remains to show that k is also a continuous function of (Ĵ ,x, q). Recall (5.4)
in Definition 5.3, k is defined as

(G,k) ∼ (G1, k̂1) with k̂1,y→y′ =
Ĵy→y′

xy
.

Together with (5.5), we get

p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩), (5.15)

and for every vertex y0 ∈ V ∪ V1,

∑

y0→y∈E

ky0→y(y − y0) =
∑

y0→y′∈E1

Ĵy0→y′

xy0

(y′ − y0). (5.16)

Note that Ĵ and x are fixed, then (5.16) can be rewritten as
∑

y0→y∈E

ky0→y(y − y0) = constant. (5.17)

Assume k′ is another solution to (5.17), then

(G,k) ∼ (G,k′).

Using Lemma 2.11, we obtain that

k′ − k ∈ D0(G).

Together with the linearity of D0(G), the solutions to (5.17) form an affine linear subspace.
Hence, the tangent space of the solution to (5.17) at (J ,x,p) is D0(G).

Analogously, given fixed p, the solutions to (5.15) also form an affine linear subspace,
whose tangent space at (J ,x,p) is tangential to

span{B1,B2, . . . ,Bb} = D0(G).

This indicates that two tangent spaces at (J ,x,p) are complementary, and thus in-
tersect transversally [37]. From Lemma 5.4, k is the unique solution to (5.15) and (5.16).
Therefore, we conclude that k as the unique intersection point (solution) of two equations
(5.15) and (5.16) must vary continuously with respect to parameters (Ĵ ,x,p).
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6 Continuity of Ψ̂−1

In this section, we first introduce the map Φ (see Definition 6.1) and prove Φ = Ψ̂−1 is
well-defined. Then we show the map Φ is continuous, i.e. Ψ̂−1 is also continuous.

Definition 6.1. Given a weakly reversible E-graph G1 = (V1, E1) with its stoichiometric
subspace SG1

. Consider an E-graph G = (V,E) and x0 ∈ Rn
>0, define the map

Φ : KR-disg(G,G1)× R
a → ĴR(G1, G)× [(x0 + SG1

) ∩ R
n
>0]× R

b, (6.1)

such that for (k, q) ∈ KR-disg(G,G1)× Ra,

Φ(k, q) := (Ĵ ,x,p),

where x ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G,k), and

(G,k) ∼ (G1, k̂1) with k̂1,y→y′ =
Ĵy→y′

xy
, (6.2)

and

p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩), q = (⟨Ĵ ,A1⟩, ⟨Ĵ ,A2⟩, . . . , ⟨Ĵ ,Aa⟩). (6.3)

Lemma 6.2. The map Φ in Definition 6.1 is well-defined, and Φ = Ψ̂−1 is bijective.

Proof. Assume any point (k∗, q∗) ∈ KR-disg(G,G1) × Ra. There exists k1 ∈ KR(G1, G)
satisfying

(G,k∗) ∼ (G1,k1). (6.4)

From Theorem 2.6, (G1,k1) has a unique steady state x∗ ∈ (x0 + SG1
) ∩ Rn

>0. Further,
Remark 2.9 shows that (G,k∗) and (G1,k1) share the same steady states, thus x∗ ∈
(x0+SG1

)∩Rn
>0 is also the unique steady state of (G,k∗), i.e. x∗ is well-defined. Moreover,

from (6.3) we obtain
p∗ = (⟨k∗,B1⟩, ⟨k

∗,B2⟩, . . . , ⟨k
∗,Bb⟩), (6.5)

which is well-defined.
Since k1 ∈ KR(G1, G), then (G1,k1) and its steady state x∗ give rise to the complex-

balanced flux system (G1,J
∗), such that

J∗ = (J∗
y→y′)y→y′∈E1

∈ JR(G1, G) with J∗
y→y′ = k1,y→y′(x∗)y.

Suppose q∗ = (q∗1 , q
∗
2, . . . , q

∗
a) ∈ Ra, we construct the vector Ĵ

∗
∈ R|E| as

Ĵ
∗
= J∗ +

a
∑

i=1

(q∗i − ⟨J∗,Ai⟩)Ai ∈ ĴR(G1, G).
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Note that {Ai}ai=1 is an orthonormal basis of J0(G1), together with Lemma 3.4, we obtain

q∗ = (⟨Ĵ
∗
,A1⟩, ⟨Ĵ

∗
,A2⟩, . . . , ⟨Ĵ

∗
,Aa⟩) and (G1, Ĵ

∗
) ∼ (G1,J

∗).

Using Proposition 3.5 and (6.4), we set k̂1 = (k̂1,y→y′)y→y′∈E1
with k̂1,y→y′ =

Ĵ∗

y→y′

(x∗)y and

derive
(G1, k̂1) ∼ (G1,k1) ∼ (G,k∗).

Together with (6.5), we conclude that (Ĵ
∗
,x∗,p∗) satisfies (6.2) and (6.3).

Now suppose there exists another (Ĵ
∗∗
,x∗∗,p∗∗) ∈ ĴR(G1, G)× [(x0+SG1

)∩Rn
>0]×Rb,

which also satisfies (6.2) and (6.3). From Definition 5.3, we deduce

Ψ̂(Ĵ
∗
,x∗,p∗) = Ψ̂(Ĵ

∗∗
,x∗∗,p∗∗) = (k∗, q∗).

Since Ψ̂ is proved to be bijective in Lemma 5.6, then

(Ĵ
∗
,x∗,p∗) = (Ĵ

∗∗
,x∗∗,p∗∗).

Thus, we conclude that Φ is well-defined.

Next, for any (Ĵ ,x,p) ∈ ĴR(G1, G) × [(x0 + SG1
) ∩ Rn

>0]× Rb, suppose that

Ψ̂(Ĵ ,x,p) = (k, q) ∈ KR-disg(G,G1)×R
a. (6.6)

From Definition 5.3 and Corollary 5.5, together with (6.2) and (6.3), we have

Φ(k, q) = (Ĵ ,x,p). (6.7)

This implies Φ = Ψ̂−1. Recall that Ψ̂ is bijective, thus its inverse Ψ̂−1 is well-defined and
bijective. Therefore, we prove the lemma.

Lemma 6.3. Consider the map Φ in Definition 6.1, suppose any fixed k ∈ KR-disg(G,G1)
and q1, q2 ∈ Ra, then

Φ(k, q1)− Φ(k, q2) =

(

a
∑

i=1

εiAi,0,0

)

, (6.8)

where q1 − q2 := (ε1, ε2, . . . , εa) ∈ Ra.

Proof. Given fixed k ∈ KR-disg(G,G1), consider any q ∈ Ra, such that

Φ(k, q) = (Ĵ ,x,p).

From Definition 6.1, x ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G,k). Further, we have

(G,k) ∼ (G1, k̂1) with k̂1,y→y′ =
Ĵy→y′

xy
, (6.9)
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and

p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩), q = (⟨Ĵ ,A1⟩, ⟨Ĵ ,A2⟩, . . . , ⟨Ĵ ,Aa⟩). (6.10)

Now consider any vector ε = (ε1, ε2, . . . , εa) ∈ Ra, it follows that (6.8) is equivalent to
show the following:

Φ(k, q + ε) = (Ĵ +
a
∑

i=1

εiAi,x,p). (6.11)

Suppose Φ(k, q + ε) = (Ĵ
ε
,xε,pε). From Definition 6.1 and Lemma 6.2, xε is the

unique steady state of (G,k) in the invariant polyhedron (x0 + SG1
) ∩ Rn

>0. Recall that
x ∈ (x0 + SG1

) ∩ Rn
>0 is also the steady state of (G,k), thus we have

x = xε. (6.12)

Since Ĵ ∈ ĴR(G1, G) and {Ai}ai=1 is an orthonormal basis of J0(G1), we get

(G1, Ĵ) ∼ (G1, Ĵ +
a
∑

i=1

εiAi).

Using Proposition 3.5 and (6.9), by setting Ĵy→y′ +
a
∑

i=1
εiAi,y→y′ = k̂ε1,y→y′xy, we obtain

(G1, k̂
ε

1) ∼ (G1, k̂1) ∼ (G,k). (6.13)

Under direct computation, for 1 ≤ i ≤ a,

⟨Ĵ +
a
∑

i=1

εiAi,Ai⟩ = ⟨Ĵ ,Ai⟩+ ⟨
a
∑

i=1

εiAi,Ai⟩ = ⟨Ĵ ,Ai⟩+ εi.

From Lemma 6.2 and (6.13), we get

Ĵ
ε
= Ĵ +

a
∑

i=1

εiAi. (6.14)

Finally, from Definition 6.1 and (6.10), it is clear that

pε = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩) = p. (6.15)

Combining Equations (6.12), (6.14) and (6.15), we prove (6.11).

Here we present Proposition 6.4, which is the key for the continuity of Ψ̂−1.
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Proposition 6.4. Consider the map Φ in Definition 6.1 and any fixed q ∈ Ra, then Φ(·, q)
is continuous with respect to k.

To prove Proposition 6.4, we need to show Lemmas 6.5 - 6.7 and Proposition 6.8. The
following is the overview of the process. First, Lemma 6.5 shows that if two reaction rate
vectors in KR-disg(G,G1) are close enough, then there exist two reaction rate vectors (dy-
namically equivalent respectively) in K(G1, G1) such that their distance can be controlled.
Second, in Lemma 6.6 we show that given a complex-balanced rate vector k1 ∈ K(G1),
there exists a neighborhood around k1 of RE1

>0, in which the steady states of the system
associated with the rate constants vary continuously. Combining Lemma 6.5 with 6.6,
we prove in Lemma 6.7 that given a reaction rate vector k ∈ KR-disg(G,G1), there exists
an open neighborhood k ∈ U ⊂ RE, such that the steady states of the system associ-
ated with the rate vectors in U vary continuously. Finally, in Proposition 6.8 we prove
that given a complex-balanced rate vector k∗ ∈ K(G1, G1), for any sequence ki → k∗ in
K(G1, G1), there exists another sequence of reaction rate vectors (dynamically equivalent
respectively) k̂i → k∗ in RE1 , and all associated fluxes from reaction rate vectors have the
same projections on J0(G1).

Lemma 6.5. Let k ∈ KR-disg(G,G1). Then we have the following:

(a) There exists k1 ∈ K(G1) satisfying (G,k) ∼ (G1,k1).

(b) There exist constants ε = ε(k) > 0 and C = C(k) > 0, such that for any k̂ ∈
KR-disg(G,G1) with ∥k̂ − k∥ ≤ ε, there exists k̂1 ∈ K(G1, G1) that satisfies

(i) ∥k̂1 − k1∥ ≤ Cε.

(ii) (G, k̂) ∼ (G1, k̂1).

Proof. For part (a), from Definitions 4.1 and 4.3, given k ∈ KR-disg(G,G1), the system
(G,k) is disguised toric on G1, that is, there exists k1 ∈ KR(G1, G) ⊂ K(G1) with (G,k) ∼
(G1,k1).

Now we prove part (b).
Step 1: Let y ∈ G ∪G1 be a fixed vertex and consider the following vector space:

Wy = span{y′ − y : y → y′ ∈ G1}.

Let d(y) = dim(Wy). Then there exists an orthogonal basis of Wy denoted by:

{w1,w2, . . . ,wd(y)}. (6.16)

For each wi in (6.16), there exist positive {ci,y→y′}y→y′∈G1
, that satisfy

wi =
∑

y→y′∈G1

ci,y→y′(y′ − y). (6.17)
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Let k̂ ∈ KR-disg(G,G1). From Definition 4.3,
∑

y→ỹ∈G
k̂y→ỹ(ỹ−y) is realizable on G1 at the

vertex y ∈ G ∪G1. This implies that

∑

y→ỹ∈G

k̂y→ỹ(ỹ − y) ∈ Wy. (6.18)

Since k ∈ KR-disg(G,G1), together with Equation (6.18), we obtain

∆y(k̂,k) :=
∑

y→ỹ∈G

(k̂y→ỹ − ky→ỹ)(ỹ − y) ∈ Wy. (6.19)

Assume that ∥k̂−k∥ ≤ ε. Consider all reaction vectors in G and letm = max
y→ỹ∈G

∥ỹ−y∥,

then there exists a constant C1 = m|E|, such that

∥∆y(k̂,k)∥ ≤
∑

y→ỹ∈G

mε = C1ε.

On the other side, from (6.16), ∆y(k̂,k) can be expressed as

∆y(k̂,k) =

d(y)
∑

i=1

δiwi with δi ∈ R. (6.20)

Using (6.20) and the orthogonal basis in (6.16), for any 1 ≤ i ≤ d(y),

|δi| ≤ ∥∆y(k̂,k)∥ ≤ C1ε. (6.21)

Inputting (6.17) into (6.20), we get

∆y(k̂,k) =

d(y)
∑

i=1

δi
(

∑

y→y′∈G1

ci,y→y′(y′ − y)
)

=
∑

y→y′∈G1

(

d(y)
∑

i=1

δici,y→y′

)

(y′ − y). (6.22)

From (6.21) and (6.22), there exists a constant C2, such that for any y → y′ ∈ G1,

∣

∣ĉy→y′ :=

d(y)
∑

i=1

δici,y→y′

∣

∣ ≤ C2ε. (6.23)

Then we construct k̂1 as follows:

k̂1,y→y′ := k1,y→y′ + ĉy→y′ for any y → y′ ∈ G1. (6.24)

Consider all reaction vectors in G1, together with (6.23), we derive

∥k̂1 − k1∥ ≤
∑

y→y′∈G1

|ĉy→y′ | ≤
∑

y→y′∈G1

C2ε ≤ C2|E1|ε. (6.25)
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Similarly, we can go through all vertices in G∪G1, and take the above steps to update
k̂1. For every vertex, we can derive an estimate similar to (6.25). Collecting the estimates
on all vertices, we can find a constant C, such that

∥k̂1 − k1∥ ≤ Cε for any ∥k̂ − k∥ ≤ ε.

Step 2: We claim that there exists a sufficiently small constant ε = ε(k) > 0, such
that for any k̂ with ∥k̂ − k∥ ≤ ε, then k̂1 defined in (6.24) satisfies

(G, k̂) ∼ (G1, k̂1) and k̂1 ∈ K(G1, G1). (6.26)

Recall (6.18) and (6.19), at vertex y ∈ G ∪G1,

∆y(k̂,k) =
∑

y→ỹ∈G

k̂y→ỹ(ỹ − y)−
∑

y→ỹ∈G

ky→ỹ(ỹ − y). (6.27)

On the other hand, from (6.22)-(6.24), at vertex y ∈ G ∪G1,

∆y(k̂,k) =
∑

y→y′∈G1

k̂1,y→y′(y′ − y)−
∑

y→y′∈G1

k1,y→y′(y′ − y). (6.28)

Note that (G,k) ∼ (G1,k1) implies that, at vertex y ∈ G ∪G1,
∑

y→ỹ∈G

ky→ỹ(ỹ − y) =
∑

y→y′∈G1

k1,y→y′(y′ − y).

Together with (6.27) and (6.28), we have, at vertex y ∈ G ∪G1,
∑

y→ỹ∈G

k̂y→ỹ(ỹ − y) =
∑

y→y′∈G1

k̂1,y→y′(y′ − y). (6.29)

Hence, we derive (G, k̂) ∼ (G1, k̂1). Moreover, since k̂ ∈ KR-disg(G,G1), there exists

k̂
∗
∈ K(G1) with (G, k̂) ∼ (G1, k̂

∗
), and thus

(G1, k̂1) ∼ (G1, k̂
∗
).

Recall that k1 ∈ K(G1) ⊂ R
E1

>0, together with (6.25), there must exist a constant

ε = ε(k) > 0, such that for any k̂ with ∥k̂ − k∥ ≤ ε, we have k̂1 ∈ R
E1

>0. Therefore, we

obtain k̂1 ∈ K(G1, G1) and prove the claim.

Lemma 6.6. Suppose x0 ∈ Rn
>0 and k1 ∈ K(G1), then there exists an open set U ⊂ R

E1

>0
containing k1, such that there exists a unique continuously differentiable function

T : U → (x0 + SG1
) ∩R

n
>0. (6.30)

such that for any k̂ ∈ U ,
T (k̂) = x̂, (6.31)

where x̂ ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G1, k̂).
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Proof. Given x0 ∈ Rn
>0 and k1 ∈ K(G1), Theorem 2.6 shows the system (G1,k1) has a

unique steady state x∗ ∈ (x0 + SG1
) ∩Rn

>0. Consider the system (G1,k1) as follows:

dx

dt
= f(k1,x) := (f1,f2, . . . ,fn)

ᵀ =
∑

yi→yj∈E1

k1,yi→yj
xyi(yj − yi). (6.32)

Suppose dim(SG1
) = s ≤ n. This implies that there exist exactly s linearly independent

components among f(k1,x). Without loss of generality, we assume that {f1, . . . ,f s} are
linearly independent components, and every f i with s + 1 ≤ i ≤ n can be represented as
a linear combination of {f i}

s
i=1.

Using Theorem 2.7, we obtain that

ker
(

[∂f i

∂xj

]

1≤i,j≤n

∣

∣

x=x∗

)

= S⊥
G1

.

Together with the linear dependence among {f i(x)}
n
i=1, we derive

ker
(

[∂f i

∂xj

]

1≤i≤s,1≤j≤n

∣

∣

x=x∗

)

= S⊥
G1

. (6.33)

Consider the orthogonal complement S⊥
G1

to the stoichiometric subspace in Rn, which
admits an orthonormal basis given by

{v1,v2, . . . ,vn−s}.

Now we construct a system of n equations g(k,x) = (g1,g2, . . . ,gn)
ᵀ as follows:

gi(k,x) =

⎧

⎨

⎩

f i(k,x), for 1 ≤ i ≤ s,

x · vi−s − x0 · vi−s, for s+ 1 ≤ i ≤ n.
(6.34)

From (6.32), we can check that g(k,x) = 0 if and only if x ∈ x0 + SG1
is the steady state

of the system (G1,k). Thus, (k1,x∗) can be considered as a solution to g(k,x) = 0, that
is, g(k1,x∗) = 0.

Computing the Jacobian matrix of g(k,x) as in Equation (6.34), we get

Jg,x =

⎛

⎜

⎜

⎜

⎝

[ ∂f i

∂xj

]

1≤i≤s,1≤j≤n

v1

. . .
vn−s

⎞

⎟

⎟

⎟

⎠

.

From (6.33), we have
ker
(

Jg,x|k=k1,x=x∗

)

⊆ S⊥
G1

.
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Since the last n − s rows of Jg(x), {v1,v2, . . . ,vn−s}, is a orthonormal basis of S⊥
G1

, we
derive

det
(

Jg,x|k=k1,x=x∗

)

̸= 0. (6.35)

Hence, the Jacobian matrix Jg,x is invertible at (k,x) = (k1,x∗). Further, note that

g(k,x) is continuously differentiable. Using the implicit function theorem, for any k̂ ∈ U ,
we have

T (k̂) = x̂,

where x̂ ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G1, k̂).

Lemma 6.7. Suppose x0 ∈ Rn
>0 and k ∈ KR-disg(G,G1), then there exists an open set

U ⊂ KR-disg(G,G1) containing k, such that there exists a unique continuous function

h : U → (x0 + SG1
) ∩ R

n
>0. (6.36)

such that for any k̂ ∈ U ,
h(k̂) = x̂, (6.37)

where x̂ ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G, k̂).

Proof. Given k ∈ KR-disg(G,G1) and x0 ∈ Rn
>0, there exists k1 ∈ K(G1) such that

(G,k) ∼ (G1,k1).

Theorem 2.6 shows the system (G1,k1) has a unique steady state x∗ ∈ (x0 + SG1
) ∩ Rn

>0.
Since (G,k) ∼ (G1,k1), x∗ ∈ (x0+SG1

)∩Rn
>0 is also the unique steady state of the system

(G,k).
Analogously, for any k̂ ∈ KR-disg(G,G1), it has a unique steady state of the system

(G, k̂) in (x0+SG1
)∩Rn

>0. Thus, the function h in (6.36)-(6.37) is well-defined. It remains
to prove that there exists an open set U ⊂ KR-disg(G,G1) containing k and h is continuous
with respect to the domain U .

From Lemma 6.6, there exists an open set U1 ⊂ R
E1

>0 containing k1, such that there
exists a unique continuously differentiable function

T : U1 → (x0 + SG1
) ∩ R

n
>0. (6.38)

such that for any k̂ ∈ U1,
T (k̂) = x̂,

where x̂ ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G1, k̂). Using (6.38), we can find a
constant ε1 = ε1(k) such that

B = {k∗ ∈ R
E1

>0 : ∥k
∗ − k1∥ ≤ ε1} ⊆ U1. (6.39)
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Hence, it is clear that T is continuous with respect to the domain B.
On the other hand, from Lemma 6.5, there exist ε = ε(k) > 0 and C = C(k) > 0, such

that for any k̂ ∈ KR-disg(G,G1) with ∥k̂ − k∥ ≤ ε, there exists k̂1 ∈ K(G1, G1) satisfying

∥k̂1 − k1∥ ≤ Cε and (G, k̂) ∼ (G1, k̂1). (6.40)

Now pick ε2 = min(ε, ε1/C), and consider the following set:

U := {k∗ ∈ R
E
>0 : ∥k

∗ − k∥ < ε2} ∩ KR-disg(G,G1).

Using (6.40), we have that for any k∗ ∈ U , there exists k∗
1 ∈ K(G1, G1) such that

∥k∗
1 − k1∥ ≤ Cε2 = ε1 and (G,k∗) ∼ (G1,k

∗
1). (6.41)

From (6.39), this shows that k∗
1 ∈ B. Further, from (6.38) and (6.40), we obtain

h(k∗) = T (k∗
1)

Since T is continuous with respect to the domain B, together with (6.41) and k∗
1 ∈ B, we

conclude that h is continuous on U .

Proposition 6.8. Suppose x0 ∈ Rn
>0 and k∗ ∈ K(G1) ⊂ K(G1, G1). For any k ∈

K(G1, G1), then we have the following:

(a) The system (G1,k
∗) has a unique steady state x∗ ∈ (x0 + SG1

) ∩Rn
>0.

(b) The system (G1,k) has a unique steady state x ∈ (x0 + SG1
) ∩Rn

>0.

(c) Consider the steady state x∗ in part (a) and x obtained in part (b). Then there exists
a unique k̂ ∈ RE1, such that

(i) (G1,k) ∼ (G1, k̂).

(ii) Ĵ := (k̂y→y′xy)y→y′∈E1
∈ Ĵ (G1).

(iii) ⟨Ĵ ,Ai⟩ = ⟨J∗,Ai⟩ for any 1 ≤ i ≤ a, where J∗ := (k∗y→y′(x∗)y)y→y′∈E1
.

(d) For any sequence {ki}∞i=1 in K(G1, G1) converging to k∗, there exist a unique cor-
responding sequence {k̂i}∞i=1 obtained from part (c). Moreover, the sequence {k̂i}∞i=1
satisfies

k̂i → k∗ as i → ∞.

Proof. For part (a), since k∗ ∈ K(G1), Theorem 2.6 shows that the system (G1,k
∗) has a

unique steady state x∗ ∈ (x0 + SG1
) ∩Rn

>0.

For part (b), given k ∈ K(G1, G1), there exists some k′ ∈ K(G1), such that

(G1,k) ∼ (G1,k
′). (6.42)
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Thus, by Theorem 2.6, the systems (G1,k) and (G1,k
′) share a unique steady state in

(x0 + SG1
) ∩ Rn

>0, denoted by x.

For part (c), define J ′ := (k′y→y′xy)y→y′∈E1
, then we construct a flux vector on G1 as

follows:

Ĵ := J ′ +
a
∑

i=1

(⟨J ∗,Ai⟩ − ⟨J ′,Ai⟩)Ai. (6.43)

Under direct computation, we have

⟨Ĵ ,Ai⟩ = ⟨J∗,Ai⟩ for any 1 ≤ i ≤ a. (6.44)

Note that k′ ∈ K(G1) and {Ai}ai=1 ∈ J0(G) ⊂ Ĵ (G1), then (6.43) show that

J ′ ∈ J (G1) and Ĵ ∈ Ĵ (G1). (6.45)

Consider the flux vector J := (ky→y′xy)y→y′∈E1
. Using Proposition 3.5 and (6.42), we

deduce
(G1,J) ∼ (G1,J

′).

From Lemma 3.4, this shows J ′ − J ∈ D0(G1). Together with (6.43), we get

Ĵ − J ∈ D0(G1).

Hence, we rewrite Ĵ as
Ĵ = J + v with v ∈ D0(G1). (6.46)

Now we set the reaction rate vector as

k̂ := (
Ĵ

xy
)y→y′∈E1

∈ R
E1 . (6.47)

Using Proposition 3.5 and (6.46), we obtain (G1,k) ∼ (G1, k̂). Together with (6.44)
and (6.45), we derive that the reaction rate vector k̂ satisfies conditions (i), (ii) and (iii).

We now show the uniqueness of the vector k̂. Suppose there exists another reaction
rate vector k̂1 satisfying conditions (i)-(iii). From the condition (i), we have

(G1, k̂) ∼ (G1, k̂1).

From the condition (ii), we get

Ĵ1 := (k̂1,y→y′xy)y→y′∈E1
∈ Ĵ (G1).

Then Proposition 3.5 and Lemma 3.4 show

(G1, Ĵ) ∼ (G1, Ĵ1) and Ĵ1 − Ĵ ∈ J0(G1).
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Using the condition (iii), we obtain

⟨Ĵ ,Ai⟩ = ⟨Ĵ1,Ai⟩ for any 1 ≤ i ≤ a.

Since {Ai}ai=1 is an orthonormal basis of the subspace J0(G), this implies that

Ĵ1 − Ĵ ∈
(

J0(G1)
)⊥

.

Hence, Ĵ1 − Ĵ = 0 and k̂1 = k̂. Therefore, we conclude the uniqueness.

For part (d), we will prove it in a sequence of three steps.

Step 1: Assume a sequence of reaction rate vectors ki ∈ K(G1, G1) with i ∈ N, such
that

ki → k∗ as i → ∞.

Analogously, there exists some k′
i ∈ K(G1), such that (G1,ki) ∼ (G1,k

′
i). Moreover, two

systems (G1,ki) and (G1,k
′
i) share a unique steady state xi ∈ (x0 + SG1

) ∩ Rn
>0. Follow

the steps in (6.42)-(6.44), we obtain the corresponding sequences of flux vector as follows:

J i := (ki,y→y′(xi)y)y→y′∈E1
with i ∈ N,

J ′
i := (k′i,y→y′(xi)y)y→y′∈E1

with i ∈ N.
(6.48)

and

Ĵ i := J ′
i +

a
∑

j=1

(⟨J∗,Aj⟩ − ⟨J ′
i,Aj⟩)Aj with i ∈ N. (6.49)

Under direct computation, for any i ∈ N,

⟨Ĵ i,Aj⟩ = ⟨J∗,Aj⟩ for any 1 ≤ j ≤ a, (6.50)

and similar from (6.45), we have

Ĵ i ∈ Ĵ (G1) for any i ∈ N. (6.51)

Using Proposition 3.5 and (G1,ki) ∼ (G1,k
′
i), we deduce

(G1,J i) ∼ (G1,J
′
i) for any i ∈ N.

From Lemma 3.4, together with (6.49), we get

Ĵ i − J i ∈ D0(G1) for any i ∈ N.

Thus, for any i ∈ N, Ĵ i can be expressed as

Ĵ i = J i + vi with vi ∈ D0(G1). (6.52)
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On the other hand, using Lemma 6.6, together with ki → k∗ as i → ∞, we have

xi → x∗ as i → ∞.

Combining with (6.48), we derive that

J i → J∗ as i → ∞. (6.53)

Step 2: Now we claim that

∥vi∥∞ → 0 as i → ∞. (6.54)

We prove this by contradiction. Suppose not, w.l.o.g. there exists a subsequence {vil}∞l=1,
such that for any l ∈ N,

∥vil∥∞ ≥ 1.

Then we consider the sequence {wl}∞l=1 as follows:

wl =
vil

∥vil∥∞
with l ∈ N. (6.55)

It is clear that ∥wl∥∞ = 1 for any l ∈ N. From the Bolzano–Weierstrass theorem, there
exists a subsequence {wlj}∞j=1, such that

wlj → w∗ as j → ∞.

Recall from (6.52) and (6.55), we have for any j ∈ N,

wlj =
v
ilj

∥vilj ∥∞
=

1

∥vilj ∥∞

(

Ĵ ilj
− J ilj

)

. (6.56)

Since vi ∈ D0(G1), together with ∥vil∥∞ ≥ 1, we obtain that

wlj ∈ D0(G1).

Note that D0(G1) is a linear subspace of finite dimension. Therefore, wlj → w∗ implies

w∗ ∈ D0(G1). (6.57)

Let z ∈
(

Ĵ (G1)
)⊥

. From (6.51), we have for any j ∈ N,

⟨Ĵ ilj
,z⟩ = 0. (6.58)

From (6.53) and J ∈ J (G1), we obtain

⟨J ilj
,z⟩ → ⟨J ,z⟩ = 0 as j → ∞. (6.59)
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Using (6.56), (6.58) and (6.59), together with ∥vil∥∞ ≥ 1 and wlj → w∗, we derive

⟨wlj ,z⟩ → ⟨w∗,z⟩ = 0.

Since z is arbitrary in
(

Ĵ (G1)
)⊥

, this shows w∗ ∈ Ĵ (G1). Together with (6.57), we get

w∗ ∈ J0(G1). (6.60)

Recall that {Ai}ai=1 is an orthonormal basis of the subspace J0(G). Without loss of
generality, we pick A1 ∈ J0(G). From (6.50) and (6.53), we get

⟨Ĵ ilj
− J ilj

,A1⟩ = ⟨J∗,A1⟩ − ⟨J ilj
,A1⟩ → 0 as j → ∞.

Together with ∥vil∥∞ ≥ 1 and wlj → w∗, we derive

⟨wlj ,A1⟩ → ⟨w∗,A1⟩ = 0.

Analogously, we can get ⟨w∗,Aj⟩ = 0 for any 1 ≤ j ≤ a. This shows that

w∗ ∈
(

J0(G1)
)⊥

. (6.61)

Combining (6.60) with (6.61), we conclude that w∗ = 0. Since ∥wl∥∞ = 1 for any l ∈ N,
this contradicts with wlj → w∗ as j → ∞. Therefore, we prove the claim.

Step 3: Using (6.52), (6.53) and (6.54), we derive that

Ĵ i = J i + vi → J∗ as i → ∞. (6.62)

Since J ∈ J (G1) ⊂ R
E1

>0, there exists sufficiently large N , such that

Ĵ i ∈ R
E1

>0 for any i > N.

Together with (6.51) and Remark 5.1, we obtain that

Ĵ i ∈ Ĵ (G1) ∩R
|E1|
>0 = J (G1) for any i > N.

Following (6.47), we set {k̂i}∞i=1 as follows:

k̂i :=
( Ĵi,y→y′

(xi)y
)

y→y′∈E1
with i ∈ N. (6.63)

Note that xi ∈ (x0 + SG1
) ∩ Rn

>0 and Ĵ i ∈ J (G1) for any i > N , we get

k̂i ∈ K(G1) for any i > N.
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Using (6.52) and Proposition 3.5, we derive

(G1,ki) ∼ (G1, k̂i).

Finally, using Ĵ i → J∗ and xi → x∗, together with J∗ = (k∗y→y′(x∗)y)y→y′∈E1
, we have

k̂i → k∗ as i → ∞. (6.64)

Therefore, we conclude the proof of this Proposition.

Now we are ready to prove Proposition 6.4.

Proof of Proposition 6.4. Given fixed q = (q1, q2, . . . , qa) ∈ Ra, consider k ∈ KR-disg(G,G1)
such that

Φ(k, q) = (Ĵ ,x,p).

Follow definition, there exists k1 ∈ K(G1) ⊂ KR(G1, G) satisfying

(G,k) ∼ (G1,k1).

Remark 2.9 shows x ∈ (x0 + SG1
) ∩ Rn

>0 is the steady state of (G1,k1) and (G,k). From
Lemma 6.2, by setting

J =
(

k1,y→y′xy
)

y→y′∈E1
, (6.65)

then we obtain

Ĵ = J +
a
∑

j=1

(qj − ⟨J ,Aj⟩)Aj ∈ ĴR(G1, G). (6.66)

Moreover, from (6.3) we obtain

p = (⟨k,B1⟩, ⟨k,B2⟩, . . . , ⟨k,Bb⟩),

which is continuous with respect to k.

Now assume any sequence {ki}∞i=1 in KR-disg(G,G1), such that

ki → k as i → ∞. (6.67)

Suppose Φ(ki, q) = (Ĵ
i
,xi,pi) with i ∈ N, then xi ∈ (x0 + SG1

) ∩ Rn
>0 is the steady state

of (G1,k
i). Using Lemma 6.7, together with ki → k in (6.67), we derive

xi → x as i → ∞. (6.68)

From Lemma 6.5, there exists a sequence {ki
1}

∞
i=1 in K(G1, G1), such that

(G,ki) ∼ (G1,k
i
1) for any i ∈ N,
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and
ki
1 → k1 as i → ∞. (6.69)

Then apply Proposition 6.8, there exists a corresponding sequence {k̂i}∞i=1, such that

(G1, k̂i) ∼ (G1,k
i
1) for any i ∈ N,

Set Ĵ i = (k̂i,y→y′(xi)y)y→y′∈E1
, then for any i ∈ N,

Ĵ i ∈ Ĵ (G1) and ⟨Ĵ i,Aj⟩ = ⟨J ,Aj⟩ for any 1 ≤ j ≤ a. (6.70)

Moreover, from ki
1 → k1 in (6.69), we have

k̂i → k1 as i → ∞.

Together with xi → x in (6.68) and J in (6.65), we derive that

Ĵ i → J as i → ∞. (6.71)

Since J ∈ J (G1) and Ĵ i ∈ Ĵ (G1), this shows there exists a sufficiently large N , such that

Ĵ i ∈ J (G1) for any i > N. (6.72)

Note that (G1, k̂i) ∼ (G1,k
i
1) ∼ (G1,k

i), thus xi is also the steady state of (G1, k̂i). Since
Ĵ i = (k̂i,y→y′(xi)y)y→y′∈E1

, together with (6.72), we deduce

k̂i ∈ K(G1) for any i > N.

Note that Φ(ki, q) = (Ĵ
i
,xi,pi). From (6.66), we obtain

Ĵ
i
= Ĵ i +

a
∑

j=1

(qj − ⟨Ĵ i,Aj⟩)Aj for any i > N.

Using (6.70) and (6.71), we have

Ĵ
i
→ J as i → ∞.

Recall that Φ(k, q) = (J ,x,p). Suppose any sequence ki → k with Φ(ki, q) =

(Ĵ
i
,xi,pi), we show the continuity on p, xi → x and Ĵ

i
→ J . Therefore, we conclude

that Φ(·, q) is continuous with respect to k.

Here we state the first main theorem in this paper.

Theorem 6.9. Consider the map Ψ̂ in Definition 5.3, then the map Ψ̂−1 is continuous.
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Proof. From Lemma 6.2, consider the map Φ in Definition 6.1, then Φ = Ψ̂−1 is well-defined
and bijective. Thus, it suffices to show the map Φ is continuous.

Suppose any (k, q) ∈ KR-disg(G,G1) × Ra. Consider any positive real number ε > 0.
From Proposition 6.4, Φ(·, q) is continuous with respect to k. Thus, there exists some
positive real number δ1 > 0, such that for any k̃ ∈ KR-disg(G,G1) with ∥k̃− k∥ < δ1, then

∥

∥Φ(k̃, q)− Φ(k, q)
∥

∥ <
ε

2
. (6.73)

Note that {A1,A2, . . . ,Aa} is an orthonormal basis of J0(G1) ⊂ Ra, there exists some
positive real number δ2 > 0, such that for any v = (v1, v2, . . . , va) ∈ Ra with ∥v∥ < δ2,
then

∥

∥

a
∑

i=1

viAi

∥

∥ <
ε

2
. (6.74)

Let δ = min{δ1, δ2}, consider any (k̂, q̂) ∈ KR-disg(G,G1)×Ra with |(k̂, q̂)−(k, q)| < δ.

This implies ∥k̂ − k∥ < δ and ∥q̂ − q∥ < δ. Then we compute that

Φ(k̂, q̂)− Φ(k, q) =
(

Φ(k̂, q̂)− Φ(k, q̂)
)

+
(

Φ(k, q̂)− Φ(k, q)
)

. (6.75)

From (6.73) and ∥k̂ − k∥ < δ ≤ δ1, we have
∥

∥Φ(k̂, q̂)− Φ(k, q̂)
∥

∥ <
ε

2
. (6.76)

Using Lemma 6.3 and setting q̂ − q := (v1, v2, . . . , va) ∈ Ra, we have

Φ(k, q̂)− Φ(k, q) =
a
∑

i=1

viAi,

Together with (6.74) and ∥q̂ − q∥ < δ ≤ δ2, we obtain

∥

∥Φ(k, q̂)− Φ(k, q)
∥

∥ =
∥

∥

a
∑

i=1

viAi

∥

∥ <
ε

2
. (6.77)

Inputting (6.76) and (6.77) into (6.75), we derive
∥

∥Φ(k̂, q̂)− Φ(k, q)
∥

∥ ≤
ε

2
+

ε

2
= ε.

Therefore, Φ is continuous and we conclude this theorem.

The following result is a direct consequence of Theorem 6.9.

Theorem 6.10. The map Ψ̂ in Definition 5.3 is a homeomorphism.

Proof. From Lemma 5.6 and 5.7, we derive that Ψ̂ is bijective and continuous.
On the other hand, Proposition 6.9 shows the inverse map Ψ̂−1 is also continuous.

Therefore, we conclude that the map Ψ̂ is a homomorphism.
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7 Dimension of KR-disg(G,G1) and Kdisg(G,G1)

In this section, we give a precise bound on the dimension of KR-disg(G,G1), where G1 ⊑ Gc.
Further, we show the dimension of Kdisg(G,G1) when Kdisg(G,G1) ̸= ∅. Finally, we remark
on the dimension of R-disguised toric locus KR-disg(G) and disguised toric locus Kdisg(G).

Lemma 7.1. Let G1 = (V1, E1) be a weakly reversible E-graph and let G = (V,E) be an
E-graph. If JR(G1, G) ̸= ∅, then ĴR(G1, G) is a convex cone, which satisfies

dim(ĴR(G1, G)) = dim(JR(G1, G)). (7.1)

Proof. From Lemma 4.8, suppose there exists a set of vectors {v1,v2, . . . ,vk} ⊂ R|E1|,
such that

JR(G1, G) = {a1v1 + · · · akvk | ai ∈ R>0}.

Using (5.1), ĴR(G1, G) can be represented as the positive combination of the following
vectors:

{v1,v2, . . . ,vk,±A1,±A2, . . . ,±Aa}. (7.2)

This shows ĴR(G1, G) is a convex cone. Moreover, we have

dim(ĴR(G1, G)) = dim(span{v1,v2, . . . ,vk,A1,A2, . . . ,Aa}).

Since JR(G1, G) ̸= ∅, Lemma 4.8 shows that

span{Ai}
a
i=1 = J0(G1) ⊆ span{v1,v2, . . . ,vk}.

Therefore, we conclude that

dim(ĴR(G1, G)) = dim(span{v1,v2, . . . ,vk}) = dim(JR(G1, G)).

Theorem 7.2. Let G1 = (V1, E1) be a weakly reversible E-graph with its stoichiometric
subspace SG1

. Suppose an E-graph G = (V,E), recall JR(G1, G), D0(G) and J0(G1)
defined in Definitions 4.7, 2.10 and 3.3 respectively.

(a) Consider KR-disg(G,G1) from Definition 4.3, then

dim(KR-disg(G,G1)) = dim(JR(G1, G)) + dim(SG1
) + dim(J0(G1))− dim(D0(G)).

(7.3)

(b) Further, consider Kdisg(G,G1) from Definition 4.3 and assume that Kdisg(G,G1) ̸= ∅.
Then

dim(Kdisg(G,G1)) = dim(KR-disg(G,G1)). (7.4)
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Proof. For part (a), recall we prove that Ψ̂ is a homeomorphism in Theorem 6.10. Using
the invariance of dimension theorem [38, 39], together with Remark 4.5 and (7.1) in Lemma
7.1, we obtain

dim(KR-disg(G,G1)) + dim(D0(G)) = dim(JR(G1, G)) + dim(SG1
) + dim(J0(G1)),

and conclude (7.3). Further, we emphasize that on a dense open subset of KR-disg(G,G1),
it is locally a submanifold. The homomorphism indicates that all such submanifolds have
the same dimension.

For part (b), since Kdisg(G,G1) ̸= ∅, together with Lemma 4.4 and Remark 4.5, there
exists a k ∈ Kdisg(G,G1) and a neighborhood of k in Kdisg(G,G1), denoted by U , such
that

k ∈ U ⊂ Kdisg(G,G1),

where U is a submanifold with dim(U) = dim(Kdisg(G,G1)). Moreover, Kdisg(G,G1) =
KR-disg(G,G1) ∩ RE

>0 implies that U is also a neighborhood of k in KR-disg(G,G1). From
part (a), we obtain that on a dense open subset of KR-disg(G,G1), all local submanifolds
have the same dimension. Therefore, we conclude (7.4).

Theorem 7.3. Consider an E-graph G = (V,E).

(a) Consider KR-disg(G) from Definition 4.3, then

dim(KR-disg(G)) = max
G′⊑Gc

{

dim(JR(G
′, G))+dim(SG′)+dim(J0(G

′))−dim(D0(G))
}

,

where JR(G′, G), D0(G) and J0(G′) are defined in Definitions 4.7, 2.10 and 3.3
respectively.

(b) Further, consider Kdisg(G) from Definition 4.3 and assume that Kdisg(G) ̸= ∅. Then

dim(Kdisg(G))

= max
G′⊑Gc,

Kdisg(G,G′)̸=∅

{

dim(JR(G
′, G)) + dim(SG′) + dim(J0(G

′))− dim(D0(G))
}

.

Proof. Note that from Lemma 4.4, both Kdisg(G,G1) and KR-disg(G,G1) are semialgebraic
sets.

Further, the dimension of the union of finitely many semialgebraic sets is the maximum
of the dimensions of these semialgebraic sets [35, 40, 41]. The result then follows from
Definition 4.3, Lemma 4.4 and Theorem 7.2.
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8 Examples

Example 8.1 (Thomas type models [42, Chapter 6]). This model illustrates the substrate
inhibition mechanism, capturing the interaction between uric acid and oxygen catalyzed
by the enzyme uricase. The E-graph corresponding to this model, shown in Figure 3 (a),
is denoted by G. The system is governed by the following differential equations:

du

dt
= c− u− uv,

dv

dt
= β(d− v)− uv,

(8.1)

where u denotes the concentration of uric acid, v represents the concentration of oxygen,
and the parameters c, d, and β are positive constants. As demonstrated in [5], the toric
locus associated with G forms a toric variety of codimension one, implying that it has
measure zero.

Figure 3: (a) The E-graph G represents a Thomas-type model, where U denotes uric acid
and V denotes oxygen. (b) The E-graph G1 is a weakly reversible subgraph of the complete
graph formed by the source vertices of G.

The graph G contains 6 reactions, hence Kdisg(G) ⊆ R6
>0. We claim that

dim(Kdisg(G)) = 6.

This implies that the disguised toric locus corresponding to G is of positive measure. To
prove this claim, we consider the E-graph G1 and compute dim(Kdisg(G,G1)).

First, consider a flux vector J ∈ JR(G1, G) ⊂ R7. Since J is a complex-balanced flux
vector in G1, this imposes 4 − 1 = 3 constraints on J , as shown in [34]. Additionally,
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being R-realizable in G imposes no further constraints, since every flux vector in G1 can
be transformed into G. Therefore, we have

dim(JR(G1, G)) = 7− 0− 3 = 4.

Second, upon inspecting the graphs G and G1, we obtain the following:

dim(SG1
) = 2, dim(D0(G)) = 0 and dim(J0(G1)) = 0.

Using Theorem 7.2 (a), we get that

dim(KR-disg(G,G1)) = dim(JR(G1, G)) + dim(SG1
) + dim(D0(G))− dim(J0(G1))

= 4 + 2 + 0− 0 = 6.

Since G1 is weakly reversible, K(G1) ̸= ∅. From Figure 3, given any k1 ∈ K(G1)
there exists k such that (G,k) ∼ (G1,k1). This implies that Kdisg(G,G1) ̸= ∅, and thus
Theorem 7.2 (b) further shows

dim(Kdisg(G,G1)) = dim(KR-disg(G,G1)) = 6.

This, together with Theorem 7.3, implies that dim(Kdisg(G)) = 6.
A lengthy computation (based on the matrix-tree theorem, see [5]) can be used to

derive that

Kdisg(G) ⊇ {k ∈ R
7
>0 |

kV→∅kU→∅

kU+V→U
> k∅→V ≥ k∅→U or

kV→∅kU→∅

kU+V→U
> k∅→U ≥ k∅→V },

which, informally speaking, implies that at least 50% of all positive parameter choices
belong to Kdisg(G).

Finally, we remark that the Thomas-type model G and the corresponding weakly
reversible E-graph G1 in Figure 3 are both two-dimensional. From Remark 2.5, for any
k ∈ Kdisg(G,G1), the system (G,k) has a globally attracting steady state within each
stoichiometric compatibility class.

Example 8.2 (Circadian clock models [43]). The circadian clock forms an integral part
of the behavioral, physical, and biological changes in the body over a 24-hour cycle. The
dynamics of this network are known to exhibit exotic behaviors, such as oscillations and
limit cycles. For our analysis, we utilize the model of the circadian clock introduced in
[43], described by the following reactions:

P + T " C → ∅, P " ∅, T " ∅,

where P denotes period, T denotes time, and C denotes the period-time complex. The
E-graph corresponding to this model, shown in Figure 4 (a), is denoted by G. Since G is
not weakly reversible, [5] demonstrates that the toric locus associated with G is empty.
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Figure 4: (a) The E-graph G represents a circadian clock model. (b) The E-graph G1 is a
weakly reversible subgraph of the complete graph formed by the source vertices of G.

Note that the graph G contains 7 reactions, so Kdisg(G) ⊆ R7
>0. We claim that

dim(Kdisg(G)) = 7.

This implies that the disguised toric locus corresponding to G is of positive measure. To
prove this claim, we consider the E-graph G1 and compute dim(Kdisg(G,G1)).

First, consider a flux vector J ∈ JR(G1, G) ⊂ R8. Since J is a complex-balanced flux
vector in G1, this imposes 5 − 1 = 4 constraints on J , as shown in [34]. Additionally,
being R-realizable in G imposes no further constraints, since every flux vector in G1 can
be transformed into G. Therefore, we have

dim(JR(G1, G)) = 8− 0− 4 = 4.

Second, upon inspecting the graphs G and G1, we obtain the following:

dim(SG1
) = 3, dim(D0(G)) = 0 and dim(J0(G1)) = 0.

Using Theorem 7.2 (a), we get that

dim(KR-disg(G,G1)) = dim(JR(G1, G)) + dim(SG1
) + dim(D0(G))− dim(J0(G1))

= 4 + 3 + 0− 0 = 7.
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Since G1 is weakly reversible, K(G1) ̸= ∅. From Figure 4, given any k1 ∈ K(G1)
there exists k such that (G,k) ∼ (G1,k1). This implies that Kdisg(G,G1) ̸= ∅, and thus
Theorem 7.2 (b) further shows

dim(Kdisg(G,G1) = dim(KR-disg(G,G1)) = 7.

This, together with Theorem 7.3, implies that dim(Kdisg(G)) = 7. Actually, a computation
(based on the matrix-tree theorem [5]) can be used to derive that Kdisg(G) = R7

>0.
Finally, note that for the circadian clock model G, the corresponding weakly reversible

E-graph G1 in Figure 4 contains a single linkage class. From Remark 2.5 it follows that for
any k ∈ Kdisg(G,G1), the system (G,k) has a globally attracting steady state within each
stoichiometric compatibility class.

9 Discussion

Due to their remarkably robust dynamics, complex-balanced dynamical systems form an
important class of dynamical systems. In particular, they are notable for their connection
to the Global Attractor Conjecture [7, 5], which asserts that these systems possess a globally
attracting steady state within each invariant polyhedron. The set of rate constants of a
network that generate complex-balanced systems form a variety called the toric locus [44],
and its codimension is determined by the deficiency of the reaction network [5].

A generalization of the toric locus concerns the set of rate constants that yield the same
dynamics as complex-balanced systems. When the rate constants can take both positive
and negative values, this set is referred to as the R-disguised toric locus; if only positive
values are allowed, it is called the disguised toric locus [20]. In [22], it was demonstrated
that both the disguised toric locus and the R-disguised toric locus are path-connected. A
recent study [23] established a lower bound for the dimensions of both loci.

The key contribution of this paper is to estimate the exact dimensions of both the
disguised and R-disguised toric loci through the construction of an explicit homomorphism.
Specifically, Theorem 7.3 provides these dimensions as follows:

dim(KR-disg(G)) = max
G′⊑Gc

{

dim(JR(G
′, G)) + dim(SG′) + dim(J0(G

′))− dim(D0(G))
}

,

dim(Kdisg(G)) = max
G′⊑Gc,

Kdisg(G,G′) ̸=∅

{

dim(JR(G
′, G)) + dim(SG′) + dim(J0(G

′))− dim(D0(G))
}

.

This characterization allows us to identify regions of parameter space that produce robust
dynamics, thus refining the modeling and prediction of system responses.

The results outlined above generate several new directions for future research. One
direction involves the efficient computation of the dimensions of both the R-disguised toric
locus and the disguised toric locus for a given network. Among the various quantities on the
right-hand side of the equations, the most challenging to characterize is dim(JR(G′, G)),
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which we specifically aim to address in our upcoming work [45]. Specifically, computing
dim(JR(G′, G)) is equivalent to solving a linear feasibility problem that incorporates both
dynamical equivalence and complex-balancing constraints.

Another promising direction is to identify the conditions under which the homeomor-
phisms constructed in this paper can be shown to be diffeomorphisms. A recent work [46]
has shown that the toric locus of a weakly reversible network is a smooth manifold. Conse-
quently, we aim to establish the conditions on the network that ensure the disguised toric
locus is also a smooth manifold, with the corresponding steady states varying continuously
along this locus.
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