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Abstract 
Nanophotonic devices have marked a significant advance in light control at the subwavelength level, achieving high 
efficiency and multifunctionality. However, the precision and functionality of these devices come with the 
complexity of identifying suitable meta-atom structures for specific requirements. Traditionally, designing 
metasurface devices has relied on time-consuming trial-and-error methods to match target electromagnetic (EM) 
responses, navigating an extensive array of possible structures. Recently, deep learning(DL) has emerged as a potent 
alternative, streamlining the forward modeling and inverse design process of nanophotonic devices. This review 
highlights recent strides in deep-learning-based photonic modeling and design, focusing on the fundamentals of 
various algorithms and their specific applications, and discusses the emerging research opportunities and challenges 
in this field. 
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Highlights 
 

● Exploration of how DL techniques streamline metasurface design, offering a leap in efficiency compared 
to traditional methods. 

● In-depth analysis of various DL models, including autoencoders (AEs), tandem neural networks (TNNs), 
and generative adversarial networks (GANs), in the context of metasurface design and modeling. 

● Identification of specific areas in metasurface design where artificial intelligence (AI) can make a 
significant impact. 

● Future directions for integrating AI in metasurface technology, underlining areas that need further research 
and development. 

● Challenges and real-world applications. 
 
 
1.  Introduction 
 
Metasurfaces, essentially two-dimensional arrays of artificial structures, have garnered significant attention for their 
ability to manipulate EM waves with precision and flexibility [1,2]. Metasurfaces are ultra-thin, engineered 
structures that have the ability to manipulate EM waves in ways that traditional materials cannot. They are composed 
of meta-atoms, which are the individual, sub-wavelength building blocks tailored to impose specific local alterations 
to the EM field. The materials used in creating metasurfaces can vary widely, ranging from metals [3] to dielectric 
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compounds, such as silicon [4] and titanium dioxide [5], which are chosen based on their interaction properties with 
specific wavelengths of EM waves. These ultrathin layers of nanostructures enable unprecedented control over 
light's properties, including phase, amplitude, polarization, and direction. The ability to tailor these aspects opens 
up a plethora of applications in areas such as advanced optics, telecommunications, sensing, and even quantum 
computing. 

Designing and modeling these complex structures, however, presents a formidable challenge. Traditional 
approaches often involve iterative and computationally intensive numerical simulations to explore the vast design 
space and achieve the desired optical responses [6–10]. This process is not only time-consuming but also requires 
a deep understanding of EM theory and material science. The advent of DL offers a paradigm shift in this field. 
Deep neural networks (DNNs) [11,12], inspired by the structure of biological neural networks, function as intricate 
models characterized by numerous adjustable parameters. These networks are trained using extensive datasets that 
map inputs to outputs, allowing the fine-tuning of their parameters for precise predictions on new data. DNNs boast 
a significant number of adjustable elements, often exceeding millions of parameters. This vast array of choices, 
along with the diverse range of neural network architectures that are available, makes them exceptionally efficient 
for accurately predicting complex input-output relationships in various systems [13–16]. Notably, DNNs have 
proven to be remarkably effective in correlating the physical attributes of nanostructures with their EM behaviors 
[17–20].  Leveraging powerful computational models, it is now possible to predict the optical responses of 
metasurface more efficiently, optimize their design, and even discover new configurations that were previously 
unattainable through conventional methods [18,21]. The integration of DL into metasurface design and modeling 
represents a cutting-edge blend of photonics and artificial intelligence, heralding a new era of rapid, efficient, and 
innovative development in nanophotonics.  

This review paper explores the transformative intersection between advanced computational methods and 
nanophotonic engineering, focusing on the use of DL in the design and modeling of metasurfaces. It covers two 
main categories: forward modeling and inverse design, each employing various types of DNNs such as fully 
connected neural networks (FCNNs) [22,23], convolutional neural networks (CNNs) [23–26], tandem neural 
networks (TNNs) [27], autoencoders (AEs) [28], and generative adversarial networks (GANs) [29–31]. These 
networks are foundational tools that offer unique capabilities to address the complex challenges of metasurface 
design. 

Forward-predicting networks, discussed in Section 2 of the paper, are designed to learn the relationship between 
the structural parameters of metasurfaces and their EM responses, serving as rapid, low-cost alternatives to full-
wave simulators. Inverse design networks, introduced in Section 3, leverage neural networks to find the optimal 
metasurface structures for achieving desired EM responses, incorporating forward-predicting models like TNNs or 
GANs to validate design predictions during training. 

This review is structured to first introduce forward-predicting networks followed by inverse design networks, 
providing a comprehensive overview of how these technologies enable rapid advancements in metasurface 
technology through the integration of AI. This structured approach helps to illustrate the potential applications, 
strengths, and limitations of these DL techniques in a coherent and practical framework. To provide readers with a 
comprehensive understanding of recent advancements in this area, we include Table 1. This table outlines the DL 
techniques, the specific DNN input and output parameters, and the design geometries of meta-atoms used in notable 
recent studies. Examples in the table range from metasurface beam deflectors to optical filters and metalenses, 
illustrating the versatility and broad application spectrum of these DL techniques. 
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DL 
Algorithm 

Network Input Network 
Output 

Design       
geometry 

Working 
Bandwidth 

Application 

AE [32]  Structured-light 
image (RGB) 

Depth map (1 
channel) 

Cuboid and  
hexagonal 
column 

Visible light 
spectrum 

Lens 

AE [33]    Transmission 
spectrum  

Classification 
results 

Quasi-free-
form 

300 - 850 
nm and 1550 
-1650 nm  

User-defined 
modulator 

AE [34]        Geometric 
parameters of a 
super meta-atom 

Geometric 
parameters 

Cuboid 1550 nm Lens 

AE [35]       Far-field radar 
cross section 
(RCS) 

Metasurface 
combinations 
and 
arrangements 

Cylinder 8, 8.1, 8.2 
GHz 

Intelligent 
surface for 
satellite 
communication 

Conditional 
VAE [36]      

Reflection 
coefficient at 40 - 
60 THz 

Reflection 
coefficient of 
60 - 100 THz 

Cylinder 
and 
elliptical 
cylinder 

40 - 60 THz User-defined 
modulator 

Residual 
AE [37]   

Electric field 
distribution 
(28*28) 

Handwritten 
number 
images 

Free-form Visible  Hologram 

Adversarial 
AE [38]   

Meta-atom 
shapes, design 
parameters, 
predefined model 
distribution 

2D patterns Free-form 0.5 - 1.75 
µm 

Thermal 
Emitters 

AE [39]  Reflection 
spectrum and 
latent variable 

2D patterns Free-form 40 - 100 
THz 

User-defined 
modulator 

FCNN [40]    13-layer thickness Reflection 
spectrum 

Stack of 
thin films 

177 - 210 
THz 

Multilayer 
metamaterial 
for computing 
applications 

FCNN [41]     Mie coefficients 
of a meta-atom 

Mie angles Sphere 800-1200 
nm 

User-defined 
modulator 

FCNN [42]   Layer thickness Transmission 
spectrum 

Stack of 
thin films 

400 - 700 
nm 

User-defined 
modulator 

FCNN [43]     Membrane radius, 
thickness, cavity 
depth, and 
frequency 

Absorption 
spectrum  

Cylinder 0 - 300 THz Acoustic 
absorber 

FCNN [17]  Geometric 
parameters  

Transmission 
spectrum 

Cylinder, 
H-shape 

30 - 60 THz User-defined 
modulator  

FCNN [44]  Geometric 
parameters  

Transmission 
spectrum  

Cylinder 4 - 5  µm Lens 

FCNN [45]   Geometric 
parameters  

Reflection 
spectrum  

Cylinder 400 - 700 
nm 

Color 
generation 
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FCNN [46]  Geometric 
parameters  

Transmission 
phase and 
amplitude 

Cylinder 940 nm Lens 

FCNN [47]   Geometric 
parameters  

Reflection 
spectrum  

Cylinder 380 - 780 
nm 

Sensor 

FCNN [48]  Thickness of 
nanoparticle shells 

Scattering 
cross section 

Sphere 400 - 800 
nm 

User-defined 
modulator 

TNN [49]     Reflection 
spectrum  

Geometric 
parameters 

Cube 1 - 41 GHz Microwave 
absorbers 

TNN [50]       Far-field and near-
field spectrum   

Meta-atom 
arrangement 
patterns 

Cylinder 8 - 11 GHz Metasurface 
cloak 

TNN [51]    Reflection 
spectrum   

5-dimensional 
design vectors 

Ring 1 - 10 GHz Reflection 
reduction 
metasurface 

TNN [27]   Transmission 
spectrum   

Layer 
thickness 

Stack of 
thin films 

400 - 1000 
nm 

User-defined 
modulator 

TNN [52]   Spectrum  
(reflection and 
absorption) 

Geometric 
parameters 

1D grating 500 - 700 
nm 

User-defined 
modulator 

TNN [53]   Transmission 
spectrum   

Geometric 
parameters 

1D grating  1300nm - 
1600 nm 

Grating coupler  

TNN [45]   Reflection 
spectrum  
(converted to 
color values) 

Geometric 
parameters 

Cylinder 400 - 700 
nm 

Color 
generation 

CNN [54]   Metamaterial 
structures and 
spectral data 

Similarity of 
this pair to 
other potential 
designs and 
their spectrum 

Concentric 
rings 

2 to 30 GHz User-defined 
modulator 

CNN [55]          1-D structures Coupling 
efficiency 

Cuboid 1550 nm Grating coupler 

CNN [56]    Meta-atom 
patterns 

Transmission 
spectrum   

Quasi-free-
form 

640 - 780 
nm 

Optical 
collimator   

CNN [57]     Meta-atom 
patterns 

Reflection 
spectrum 

Free-form 600 - 100 
nm 

Polarization-
control 
metasurface 

CNN [58]   Meta-atom 
patterns 

Transmission 
phase and 
amplitude 

Free-form 30 - 60 THz Lens 

CNN [18]   Meta-atom and 
neighbor patterns 

Transmission 
phase and 
amplitude 

Free-form 5.45  µm Beam deflector 
and lens 

CNN [59]   Meta-atom 
patterns 

Absorption 
spectrum  

Free-form 800 - 1700 
nm 

User-defined 
modulator 

CNN [20] 3-D nanostructure 
models 

Electric 
polarization 

Free-form 700 nm User-defined 
modulator 

GAN [60]   Latent space Meta-atom 
patterns 

3-layers 
free-form 

8 - 12 GHz User-defined 
modulator 
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Table 1. Overview of recent works on DL implementation on metasurface modeling and design. Columns 
from left to right: DL techniques, DNN input and output parameters, design geometry of meta-atoms, working 
bandwidth for metasurface device and device function. 
 
2. Forward-Predicting Networks 
 
The objective of a forward neural network is to process the physical attributes of a nanophotonic structure, such as 
its geometry and materials, to predict its EM response. In doing so, it emulates the functionality of full wave 
simulators but with significantly faster computation times (usually in milliseconds timescale). This makes it highly 
suitable for integration with optimization algorithms or DNNs for inverse design purposes. With adequate training 
data, these networks are capable of accurately characterizing the EM responses of metasurfaces. In previous studies, 
various types of DNN architecture have been explored for the purpose of forward prediction. For example, FCNNs 
[17,40–48,66–78] are particularly favored for simpler structures due to their simplicity and versatility. For more 
complex structures, the effectiveness of 2D convolutional networks becomes pronounced as they process these 
structures as images [18,58,59], greatly aiding in the accuracy of predictions while requiring less computational 
resources such as memory. Lastly, sequential neural networks like recurrent neural networks (RNNs) [79,80] and 
1D convolutional networks [81] are optimal for EM spectra predictions, given their sequential nature and the high 
correlation between adjacent spectral points. In the following sections, we introduce the various forward-predicting 
networks, along with representative works for each category. 
 
2.1 Fully Connected Neural Networks (FCNNs)  

FCNNs, often termed as a dense network, represents a powerful class of artificial neural networks that are 
characterized by the connectivity of each neuron in one layer to every neuron in the subsequent layer [22,23]. These 
networks are one of the most straightforward and widely used architectures in the realm of DL. They consist of 
multiple layers of nodes, including an input layer, several hidden layers, and an output layer, with each layer fully 
connected to the next. The strength of fully connected networks lies in their versatility and capacity to model 
complex, non-linear relationships by adjusting weights and biases through learning algorithms, typically 
backpropagation. However, the architecture's requirement for a high number of parameters often makes it 
computationally intensive and prone to overfitting [11,12,23,82], especially in scenarios with limited data or highly 

Conditional 
GAN [61]      

Latent vector and 
design targets 

Geometric 
parameters 

Stack of 
thin films 

Visible  Structural color 
filter 

Conditional 
DCGAN 
[62]   

Noise and input 
spectrum   

2D patterns Free-form 250 - 500 
THz 

User-defined 
modulator 

Conditional 
GAN [63]   

Desired 
wavelength and 
deflection angles 

2D patterns Free-form 600 - 1300 
nm 

Beam deflector 

Conditional 
GAN [64]   

Latent space and 
transmittance 

2D patterns Free-form 170 - 600 
THz 

User-defined 
modulator 

Conditional 
GAN [65]   

Noise and contrast 
vector 

2D patterns Free-form 400 - 680 
nm 

User-defined 
modulator 

Conditional 
WGAN 
[21]   

Latent vector and 
target phase and 
transmittance 

2D patterns Free-form 6  µm Multifunctional 
beam deflector, 
lens 
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dimensional input spaces such as transmission spectrum . Despite these challenges, FCNNs continue to be a 
foundational building block and a starting point for understanding deeper architectures and concepts in neural 
networks. In recent years, the implementation of FCNNs in aiding metasurface design has emerged as a 
transformative approach. This approach first signifies a shift from the traditional, time-consuming trial and error 
methodologies [1,2] to more efficient and accurate design processes enabled by DL techniques. FCNNs, with their 
dense and intricate architectures, have proven to be particularly adept at capturing the complex interactions and 
dependencies characteristic of metasurface structures[17,40–44,46–48,66–78].  

 

Figure 1. FCNNs in optical metasurfaces and photonics. a, a standard forward prediction flow from ref. [17]. 
The network will pass the meta-atom’s structure dimension as input to predicting model to output EM response at 
specific frequencies b,  a forward predicting network that predicts the color information of Silicon meta-atoms 
based on their dimensions in ref. [45] c, an FCNN in ref. [83] that predicts the reflection spectra based on the design 
parameters of chiral metasurface. d, an FCNN in ref. [46] that predicts the phase and transmission of cylindrical Si-
on-SiO2 meta-atoms. e, an FCNN in ref. [47] to predict the reflectivity of cylinder meta-atoms. f, an FCNN in ref. 
[48] with the thickness of each shell of a nanoparticle as input and its scattering cross section at different 
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wavelengths as output. g, a forward predicting network in ref. [27] with the thicknesses of SiO2 and Si3N4 thin films 
as input and the transmission spectra as output. 

In prior studies involving FCNNs for metasurface analysis and characterizations, the networks typically process the 
design parameters of the meta-atoms. They use these parameters as input to generate the corresponding spectrum, 
which include factors such as transmission, reflection, and the phase and amplitude responses of meta-atoms. In the 
paper by An et al. [17],  an FCNN approach for forward prediction in the characterization of metasurface (Fig. 1a) 
is introduced. This network focuses on accurately predicting the EM responses of cylindrical meta-atoms based on 
their design parameters. In this work, the authors use real and imaginary parts of transmission coefficients as outputs 
of the FCNN, effectively reducing the prediction errors associated with resonances and phase discontinuities. The 
paper by Gao et al. [45] focuses on a forward prediction network for accurately determining the color outcomes of 
silicon nanostructures (Fig. 1b). This network uses the geometric parameters of the nanostructures as inputs and 
predicts their color characteristics. The network is trained with a large dataset to ensure precise predictions, making 
it a valuable tool in the design and optimization of structural color applications in nanophotonics.  

The paper by Ma et al. [83] introduces an FCNN model for forward prediction in the design of chiral metamaterials 
(Fig. 1c). This model uses a DNN to map geometric parameters of metamaterials to their optical responses. The 
emphasis is on accurately predicting the full optical responses of chiral structures under various polarization 
conditions. The paper by Lin et al. [46] discusses an FCNN model for forward prediction in the design of high 
numerical aperture near-infrared metalenses (Fig. 1d). The DNN model is used to optimize the metalens design by 
predicting its optical performance based on input design parameters.  

The study by Li et al. [47] presents an FCNN for modeling plasmonic sensors (Fig. 1e). This forward prediction 
network efficiently uses the geometric parameters of nanostructures to predict their optical spectra. With a training 
dataset comprising two thousand simulations, the FCNN can quickly and accurately predict spectra for a wide range 
of nanostructures. This method significantly reduces the need for extensive simulations, enhancing the design 
process of plasmonic sensors. The network's predictions maintain a high accuracy level, with over 97.5% of them 
having less than 5% error.  

Other than predicting using geometric parameters, FCNNs can also be used to predict the EM response of multilayer 
structures. The paper by Peurifoy et al. [48] discusses a forward prediction network based on FCNN architecture 
for nanophotonic particle simulation and inverse design (Fig. 1f). This network efficiently processes input 
parameters of nanophotonic structures and predicts their optical responses. In another study, Liu et al. [27] focuses 
on a forward prediction network based on a FCNN framework for the inverse design of nanophotonic structures 
(Fig. 1g). This forward modeling network is trained to predict the optical properties of multi-layer nanophotonic 
designs based on their structural parameters.  

These applications of FCNN significantly accelerate the design and optimization process in nanophotonics, 
showcasing the model's ability to learn and generalize the intricate relationship between a nanostructure's geometry 
and its optical characteristics, marking a substantial advancement in the field of nanophotonic design. In recent 
years, FCNNs have also been used in predicting the responses of multi-layer metasurface devices and metamaterials 
[40–42,71]. The simple structure and ease of use of FCNNs not only accelerate the design process but also open up 
new possibilities for optimizing and creating innovative metasurface structures that were previously unfeasible or 
too complex to achieve through conventional means. 

 

2.2 Convolutional Neural Networks (CNNs) 
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CNNs are a specialized kind of DNNs that are highly effective for analyzing and interpreting various types of data 
beyond just visuals. At their core, CNNs learn to recognize patterns and features in any form of array data. The 
CNN we are referring to here is 2D CNNs, which deals with 2D input, different from the 1D CNNs that we will 
discuss in the following section. The CNNs are structured in layers, with each layer transforming the input data to 
allow the network to progressively understand complex structures. The convolutional layers, the most important 
part of CNNs, apply filters to their inputs to detect specific features such as edges or shapes in images, or patterns 
in other types of data like time series. Subsequently, pooling layers are introduced, which reduce the dimensionality 
of the data, therefore helping in reducing computation and controlling overfitting. While widely known for their 
application in computer vision [24–26,84], CNNs' ability to learn spatial hierarchies of features makes them suitable 
for a variety of tasks beyond image processing. The adaptability and success of CNNs in diverse fields stem from 
their architecture, which efficiently captures and learns patterns from complex, high-dimensional data [25]. The 
suitability of CNNs for metasurface modeling and design lies in their inherent ability to recognize and analyze 
spatial hierarchies and patterns within complex datasets, making CNNs a good tool to carry out metasurface design 
and modeling [18,19,54–59,66,73,81,85–91]. Compared to FCNNs, CNNs demonstrate a significant advantage in 
handling structured grid data like meta-atom images. They reduce the number of parameters through convolutional 
layers' local connectivity and weight sharing, making them less prone to overfitting and more computationally 
efficient [23,82]. In real applications, CNNs are often followed by dense layers because while CNNs excel at 
extracting local, hierarchical features from data (like images), dense layers are crucial for combining these features 
and making global, high-level decisions, such as classifying the extracted features. This synergy allows for more 
effective and accurate processing and interpretation of complex data, which is why they are used together instead 
of relying solely on CNNs, as demonstrated in the examples in Figure 2. 

On recent advancements within the field, more sophisticated CNNs architectures [26,92–94] such as ResNet 
[55,59,87,88], neural tensor network (NTN) [58], attention module [55,87] and transfer learning [95] have been 
introduced to enhance the prediction of spectrum of meta-devices based on their design geometry. These evolved 
structures offer significant improvements over plain CNNs, as they incorporate deeper, more complex layers and 
learning strategies that capture an extensive range of data patterns and relationships. 

In the paper by An. et al. [58], the NTN  was applied to capture 1D properties features from all-dielectric free-form 
meta-atoms, in conjunction with a traditional CNN that processes 2D images of all-dielectric free-form meta-atoms 
(Fig. 2a). The utilization of CNN in this context serves the purpose of efficiently processing and analyzing the 
complex imagery data associated with these meta-atoms. The extracted features are then flattened and passed 
through two fully connected (dense) layers. This step is crucial because it integrates the extracted features into a 
form that can be used to uncover the hidden relationships between the meta-atom designs and their spectrum. By 
doing so, the DNN model is able to accurately predict the transmission spectra of given meta-atom designs, 
facilitating the evaluation of their performance. This approach highlights the combined strength of CNN for feature 
extraction and dense layers for high-level pattern recognition and prediction in complex metasurface 
characterizations. 

In 2023, Zeng et al. employed a DL model with ResNet architecture [55], integrated with multi-head attention 
(MHA), to address the challenge of data shift in predicting the EM response of nano-structured metamaterials. The 
ResNet framework, modified for 1D input, serves as the base for extracting features from the data, while the multi-
head attention mechanism enhances the model's ability to process global information. This innovative combination, 
referred to as ResNet-MHA, shows improved performance in dealing with data shifts compared to traditional 
methods, offering a significant advancement in the design and analysis of complex metasurfaces devices. 

In previous works, CNNs have also been used to analyze the effects of neighboring meta-atoms, or realistic 
boundary conditions on metasurfaces. These studies recognize that each meta-atom within an actual metasurface is 
surrounded by non-identical meta-atoms, which affects near-field coupling differently from that in idealized models. 
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In [18], a DNN approach is introduced to better predict the EM responses of meta-atoms without assuming periodic 
boundary conditions (Fig. 2c). This method involves training the DNN with a large dataset, consisting of over 
200,000 groups of meta-atoms with various neighbors, to predict the local response of a meta-atom based on its 
dimensions and neighbors. The trained CNN then uses this information to accurately predict local responses, 
facilitating the optimization of metasurfaces impacted by mutual coupling. This approach has successfully improved 
the focusing efficiency of high numerical aperture metalens by over 20%. 

 

Figure 2. CNN in optical metasurfaces and photonics. a, a CNN in ref. [58] to predict the transmission spectrum 
of free form all-dielectric  meta-atoms, with the cross-sections of the meta-atoms as the input and the transmission 



10 
 

spectra as the output. b, a CNN in ref. [59] that predicts the absorption spectra of meta-atoms based on their 2D 
cross sections. c, a CNN in ref. [18] that predicts the realistic performance of the center target meta-atom given the 
shape and dimensions of all its neighbors.   

 

2.3 Sequential Neural Networks 

Determining the EM response of a metasurface across a frequency range is crucial, even in monochromatic 
applications where evaluating a narrow bandwidth near the target frequency is key to assessing design robustness. 
Viewing the EM response as a correlated sequence rather than isolated data points offers significant informational 
advantages. Therefore, a DNN designed to evaluate sequences inherently outperforms one that analyzes individual 
data points, due to the strong correlations between adjacent points in the spectrum. 

There are two primary types of sequential neural networks utilized for predicting metasurfaces' EM responses, 
namely recurrent neural networks (RNNs) [96] and 1-dimensional convolutional neural networks (1D CNN) [97]. 
RNNs are functioning by merging the feedback from their output sequences with incoming inputs to anticipate 
future points in the sequence, while the 1D CNN operates by detecting common sequential patterns, termed filters, 
within the dataset. These networks learn the most effective filters and their associated weights from the training 
data, enabling them to make precise sequence predictions. Both kinds of networks have the capacity to develop 
comprehensive forward-predicting networks. Such networks can be trained to determine the EM responses of a 
wide range of structures and materials across various segments of the EM spectrum, and both will be detailed in the 
following sections. 

 

2.3.1 Recurrent Neural Networks (RNNs) 

RNNs are primarily employed for predicting sequential data, excelling in narrowband applications. Unlike 
traditional DNNs, which process inputs independently, RNNs have loops allowing information to persist. This 
looping mechanism makes them ideal for tasks where context and order in a sequence are important. However, 
RNNs face challenges with long sequences, leading to a preference for long short-term memory (LSTM) [98,99] or 
gated recurrent unit (GRU) [100] layers over the simpler RNN layer. LSTM and GRU can handle sequences up to 
around 100 data points by detecting both long-range and short-range patterns. While LSTM may offer slightly better 
accuracy, GRU cells are less complex, enabling faster training and computation [96,99,100]. 

In practice, one might start with GRU for initial network architecture experiments and later switch to LSTM for the 
final design. RNNs, similar to fully connected layers, can have LSTM or GRU layers stacked, but generally with 
fewer neurons per layer due to computational intensity. It’s crucial to set each layer to “return sequences” for 
processing the full sequence, not just the final point. Unique to EM spectra prediction, a branching network approach 
can be utilized, starting sequences at both the highest and lowest frequencies, then averaging the predictions [79,80]. 
This technique compensates for the difficulty in predicting long sequences. While RNNs can be solely composed 
of recurrent layers, including fully connected layers after flattening the output of the last recurrent layer can enhance 
long-range prediction accuracy. 

RNNs are not only used independently for predictions but can also be effectively combined with other DL models. 
This hybrid approach can enhance their predictive capabilities and applicability. In the paper by Sajedian et al. [59], 
the authors present a novel method for determining the optical properties of plasmonic structures (Fig. 2b). The 
approach combines CNNs and RNNs to process images of these structures. The primary purpose of CNN in this 
research is to collect spatial information from images of the structures. This spatial data is then utilized by the RNN 
to predict the relationship between the structure's spatial characteristics and its absorption spectrum. This method 
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aims to provide an efficient and accurate alternative to traditional, time-consuming numerical simulations, enabling 
rapid predictions of optical properties without the need for extensive computational resources. 

 

 

2.3.2 1-Dimensional Convolutional Neural Networks (1D-CNNs) 

As CNNs widely recognized for their success in 2D image processing, they also have a 1D variant effective for 
handling sequences like EM spectra [81,85,101]. These networks identify common subsequences (filters) within 
the data, using weighted aggregations for spectrum predictions. An advantage of 1D-convolutional networks over 
RNNs is their ability to directly specify filter lengths (kernels), enhancing their efficacy in predicting long sequences. 
Additionally, they are generally less computationally demanding and thus quicker to train than recurrent networks. 

Unlike 2D image processing, where convolutional networks compress the image's natural plane, 1D-CNNs for EM 
spectra prediction maintain the sequence's length and shape, simplifying network assembly. This approach 
eliminates concerns about matching dimensions between layers and reduces hyperparameter tuning, as the stride is 
consistently set to one and “same” padding is used. In constructing the network, designers decide on the kernel size 
and the number of filters for each layer. The kernel size dictates the pattern length detected in each sequence, while 
the number of filters represents the variety of patterns applied to the input. Higher values for these parameters 
increase the network's fitting capability (and potential for overfitting), but require more computing power and 
training time. Optimally, the kernel size should decrease in deeper layers, while the number of filters in the final 
layer should match the number of output spectra. 

It is crucial to clarify that 1D-CNNs are fundamentally convolutional architectures, designed to efficiently extract 
local feature patterns from sequential or time-series data without inherent sequential memory capabilities. This 
contrasts with traditional sequential neural networks, such as RNNs and LSTMs, which are built specifically to 
handle sequences by maintaining a memory of previous inputs in their internal state across the sequence. 

As an example, the paper by Lin et al. [81] introduces an efficient network architecture utilizing 1D-CNN for the 
inverse design of plasmonic metasurfaces. Unlike other works which mainly use CNN to extract features from 2D 
cross sections of nanophotonic structures, this network is optimized for handling spectral data, efficiently 
identifying key features in target spectra to aid in the design process. The developed 1D-CNN network takes target 
absorption spectra as input and generates geometric parameters of a 3-cylinder metasurface unit cell as the output. 
The architecture includes several convolutional layers, each followed by a rectified linear unit (ReLU), a max-
pooling layer, and batch normalization.  The design emphasizes sparsity in connections and optimal parameter 
tuning to improve training efficiency and generalization capabilities.  

 

3. Inverse Design Networks 
 
The inverse design process of metasurfaces with DNNs involves inputting a desired EM response and using the 
DNNs to identify corresponding structures capable of producing such a response. This process performs calculation 
on a one-time basis, thereby eliminating the need for further optimization. However, it's more complex than 
forward-predicting neural networks due to two reasons: First, there may not be any structures within the neural 
network's domain that can achieve the desired response, requiring a method to find the closest possible structure. 
Second, multiple structures might produce the same response, complicating network training and often resulting in 
the identification of only one solution, which may not be ideal due to fabrication limitations. Three DNN 
architectures are deemed suitable for metasurface inverse design problems and are utilized to address these two 
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challenges. The TNNs, mainly based on FCNNs, typically generate one structure per response. The AEs model, 
comprising an encoder and a decoder, compresses input data into a smaller format and then reconstructs it. Lastly, 
GANs are used to produce multiple structures for similar responses. GANs involve a generator for creating 
structures and a discriminator for evaluating them. These networks improve via competitive training, though 
achieving convergence can be complex. 

3.1 Tandem neural networks (TNNs) 

TNNs are a sophisticated configuration in DNN architectures where two or more DNNs are connected in sequence, 
with each network designed to perform a specific task. This sequential arrangement allows for complex, multi-stage 
processing of data, where the output of one network becomes the input for the next. By incorporating a pre-trained 
forward model, TNNs address the challenge of non-uniqueness in inverse design by enabling the generation of 
multiple distinct nanostructure designs that produce similar spectrum. This approach allows for flexibility in 
selecting designs that meet fabrication constraints or other practical requirements while achieving the desired 
response. 

In 2018, Liu et al. introduced TNN for designing multi-layer photonic structures [27]. This model comprises two 
interconnected FCNNs, one dedicated to forward prediction and the other to inverse design. Initially, the forward 
model is pre-trained and its weights are fixed. During the sequential training, the focus shifts to refining the inverse 
network by adjusting its weights to minimize the cost. The trained forward-modeling network is then connected to 
the inverse-design network, forming the TNN. Inputs of spectra are processed through this tandem setup, where an 
intermediate design output is generated and then fed into the forward model to produce the corresponding spectrum. 
This methodology offers a novel approach in DNN-based optimization and design of photonic structures. 

Meta-filters or frequency-selective surfaces (FSS) are widely used in EM and can serve as an ideal application to 
showcase the TNNs’ effectiveness for inverse design. The goal in designing meta-filters is to achieve a specific 
transmission spectrum, well-suited for tandem network implementation. The example in Fig. 3a [17] uses 
cylindrical dielectric meta-atoms, chosen for their simplicity and ease of fabrication. The design process involves 
varying the meta-atoms' physical properties, such as permittivity, size, and spacing, operating at an infrared 
spectrum between 30 and 60 THz. The inverse design network inputs target spectra and outputs design parameters, 
which are then evaluated by a forward-predicting network for their EM responses. The training process optimizes 
the inverse network to closely match the desired spectra, improving its design capability. This method, tested with 
numerous meta-atom configurations and spectrum targets, proves efficient in generating precise meta-filter designs. 

Similarly, the paper by Gao et al. [45] introduces a TNN framework for silicon structural color design (Fig. 3b). 
This network is trained to predict the geometric parameters of silicon nanostructures based on desired color values. 
In the study by Tanriover et al. [44], the inverse design network for all-dielectric metasurface (Fig. 3c) consists of 
three components: the H-network, R-network, and forward network. The H-network is tasked with determining the 
heights of cylindrical meta-atoms based on specific design goals. The R-network, on the other hand, calculates the 
appropriate radii for these meta-atoms. Finally, the forward network integrates these dimensions to assess the overall 
optical performance of meta-atoms, ensuring that the designed metasurface meets the targeted optical responses. In 
the paper by Malkiel et al. [75], the integration of horizontal and vertical spectra, along with material properties, 
into the architecture of the inverse design network (Fig. 3d) is centered around predicting the far-field optical 
response for defined nanostructure geometries and compositions. In all of these TNNs, a forward prediction DNN 
that predicts the responses of meta-atoms is pre-trained and incorporated into the inverse design network. When 
training the TNNs, the values for all neurons in the forward DNNs are fixed and only the neuron values in the 
inverse networks are trainable.  
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Figure 3. TNNs for the inverse design of metasurfaces. a, a TNN in ref. [17] with target transmission spectra as 
input and meta-atom design parameters as network output. b, a TNN in ref. [45] that generates the design parameters 
(P, G, D, H) as network output given the target reflection spectra. c, a TNN in ref. [44] with design parameters of 
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cylindrical meta-atoms as network output, given the target phase delay, working wavelength and refractive index 
as network input. d, a TNN in ref. [50] that generates the design of a metasurface cloak. 

Recent advancements in the field of metasurface designs have witnessed the emergence of more sophisticated 
applications of TNNs [27,45,49–53,83]. For instance, He et al. introduced a TNN with a soft constraint to optimize 
the selection of parameters for designing metasurface absorbers [49]. Concurrently, Wu et al. developed a CNN-
based TNN with multiple inputs (Fig .3d), aimed at generating designs for metasurface cloaks [50]. These 
advancements highlight the increasing versatility and sophistication of TNNs in addressing diverse challenges in 
metasurface design, providing more targeted and efficient solutions. 

 

3.3 Autoencoders (AEs) 

AEs [102,103] are a type of generative DNNs used primarily for learning efficient representations of data. They 
work by compressing the input into a latent-space representation and then reconstructing the output from this 
representation, aiming to match the original input as closely as possible. The network is divided into two parts: the 
encoder, which compresses the input, and the decoder, which reconstructs the input from the compressed form. 

In the context of metasurface design and modeling, autoencoders can be utilized to learn the complex relationships 
and patterns inherent in metasurface structures. They aid in the  compression of high-dimensional data into a lower-
dimensional space, making the computational analysis more efficient and manageable [28]. This dimensionality 
reduction is particularly useful in optimizing the metasurface parameters, generating diverse designs and leading to 
faster and more accurate performance [32,34,35,39,104–106]. Their ability to reconstruct data also allows for the 
refinement of metasurface models, potentially leading to more accurate simulations and predictions [20,33,36,107]. 
Thus, autoencoders offer a versatile and powerful tool for enhancing the capabilities in metasurface design and 
modeling, combining basic principles of neural networks with the specific needs of this advanced field. 
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Figure 4. Auto Encoder-Decoder networks for the inverse design of metasurfaces. a, an AE model [39] 
(composed of a recognition model, a prediction model, and a generation model) for metamaterial design and 
characterization. b, an AE model [36] consisting of two cascaded networks (the generation network and the 
elimination network), each composed of an encoder, the latent space, and a decoder. c, an AE model [34] consists 
of an autoencoder module that expands the information space of sampled data, while the weak coupling strength 
structures are filtered by the inverse design network. d, an AE model [35] contains two encoders (SNN) and one 
decoder (INN). 

Ma et al. [39] presents a novel network architecture for the design of metamaterials. It utilizes a deep generative 
model with a variational autoencoder (VAE) structure, enabling probabilistic representation of metamaterial designs. 
This model encodes metamaterial patterns and their optical responses into a latent space, from which new designs 
satisfying specific requirements can be generated (Fig. 4a). The network is designed to handle both forward 
prediction and inverse design problems, offering a comprehensive and efficient tool for metamaterial design and 
characterization. This architecture also employs a semi-supervised learning strategy to improve model performance 
by utilizing both labeled and unlabeled data. Similarly, Ma and Liu present another VAE to predict and design 
nanophotonic structures efficiently [104]. The VAE model includes an encoder and a decoder network, both 
constructed using CNNs and few fully connected layers. The encoder compresses input design patterns into a 20-
dimensional latent space, capturing the essential features of the nanophotonic structures. The decoder then 
reconstructs the input design from the latent variable, sampled from the latent space conditioned on the 
corresponding reflection spectra. This architecture allows the model to perform both forward prediction of optical 
responses and inverse design from predetermined metasurface properties. 

Ha et al.  presents a sophisticated approach to metalens design that integrates physics-based methods with data-
driven techniques in a DL framework [34]. This framework (Fig. 4c) consists of two key components: an 
autoencoder network (A-network) and an inverse design network (I-network). The A-network's role is to efficiently 
process input data, enhancing the depth of information extraction. This processed data is then utilized by the I-
network, which focuses on generating optimized designs for the meta-atoms of the metalenses.The trained AE can 
adaptively modify the sizes of meta-atoms based on their surrounding ones. Such implementation mitigates the 
undesired local coupling effect. A centimeter scale metalens with high focusing efficiency was optimized using the 
fully-trained AE network.  

In recent years, the application of autoencoders has expanded significantly within the realm of metasurface design 
and modeling. Chen et al. used a VAE to infer optical responses from correlated optical responses for metasurface 
applications [36]. The framework (Fig. 4b) consists of two cascaded networks: a generation network and an 
elimination network, each comprising an encoder, a latent space, and a decoder. The generation network produces 
a diverse set of output candidates by sampling over its latent space, while the elimination network selects the optimal 
candidate by merging two latent spaces and eliminating inferior ones. With the use of these two networks, the study 
could use low frequency spectra (40 - 60 THz) to predict high frequency (60 – 100 THz) spectra for metasurface. 
This method overcomes the complex many-to-many mapping challenge, providing a generalized and efficient 
solution for the prediction and design of metasurface.  

In addition to the spectral responses, Jia et al. focuses on the design of the entire meta-device [35]. The authors 
developed a unique autoencoder model structure termed as a knowledge-inherited neural network for metasurface 
design (Fig. 4d). This structure consists of two main parts: an inherited neural network (INN) and an assembled 
neural network (SNN). The INN is responsible for the inverse design of individual "panel" metasurface, while the 
SNN functions as a deployer to assign tasks to each INN for constructing a comprehensive "offspring" metasurface. 
The SNN utilizes an encoder for RCS results and two decoders for the intermediate phase distribution M, and the 
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real and imaginary parts of the far field. The INN then processes these with two encoders to generate the metasurface 
design, represented by the phase of four constituting supercells. The innovation lies in the dynamic assembly and 
flexibility of the network, allowing knowledge from "parent" metasurface to be passed on and combined in novel 
ways to design "offspring" metasurfaces. 

 

3.4 Generative Adversarial Nets (GANs) 

Using TNNs, we can effectively implement the inverse design of simple-shaped meta-atoms, such as cylinders 
(defined by radius and height) [17,45–47], cubes (length, width, and height) [34,108], and H-shapes (dimensions of 
each bar and height) [4,17,109–111]. However, TNNs face limitations in generating on-demand designs for more 
complex meta-atom shapes. Expanding the output tensor in TNNs to encompass a full 2D pattern, representing the 
cross-section of a free-form meta-atom, and training the network often results in unstable training errors and failure 
to converge. While EM performance from 2D patterns (large input to small output) for these free-form meta-atoms 
is relatively straightforward, the inverse process (small input to large output) poses significant challenges. This 
inverse process, requiring both composition and improvisation of patterns based on targeted EM performances, 
substantially increases training complexity. On the other hand, AEs are effective for dimensionality reduction and 
optimization, generating diverse metasurface designs. GANs, however, are uniquely capable of creating complex 
free-form structures, often exploring beyond the training data distribution to uncover novel design possibilities. 
This ability to generate innovative and detailed metasurface patterns makes GANs particularly suitable for tasks 
where the design space is vast and underexplored [112], setting them apart from TNNs and AEs. 

GANs [29–31,113] have achieved great success in modeling complex patterns and distributions. Composed of a 
generator and a discriminator, GANs operate through a competitive dynamic. The generator, often built with 
deconvolutional layers, expands low-dimensional data into higher dimensions to create new metasurface designs. 
The discriminator, utilizing convolutional layers, evaluates these designs against real data, distinguishing between 
authentic and generated designs. Similar to autoencoders, GANs offer transformative potential in metasurface 
design, especially in inverse design tasks, by enabling the exploration and creation of complex, high-performance 
structures. This approach is highly beneficial for overcoming limitations in conventional design methods, enhancing 
the rapid prototyping and development of metasurface models, crucial in the fast-evolving domains of 
nanophotonics and EM theory [21,38,60–64,114–118]. 
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Figure 5. GANs for the inverse design of metasurfaces. a, a generative model in ref. [21] based on Wasserstein-
GAN architecture. The generator takes target phase and transmission of meta-atoms as input and generates 
corresponding 2D cross sections. b, a generative model in ref. [62] based on cDCGAN architecture. The trained 
generator can produce structural cross-sectional images of silver nanophotonic antennae based on target input 
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spectrum. c, proposed generative model in ref. [64] consists of a generator, a simulator, and a critic. The trained 
generator can produce 2D cross sections of gold metasurface on glass. 

One significant advantage of GANs is their ability to model the overall distribution of the training data, rather than 
just memorizing specific datasets. In theory, a fully trained GAN can generate an unlimited number of outputs from 
the same data distribution. The generator in a GAN uses a latent vector as input, comprising a set of randomly 
generated, normally distributed values. It transforms this normal distribution into the distribution resembling the 
real dataset. As a result, even with fixed parameters, the generator can produce diverse outputs. This is a key 
distinction from tandem inverse design networks, which typically create outputs on a one-to-one basis. An important 
variant of GANs is the conditional generative adversarial network (CGAN), where the generator produces outputs 
based on specific input conditions. The discriminator in a CGAN is also conditioned, tasked with determining 
whether the generated images correspond accurately with the given inputs. This feature enables CGANs to create 
designs that meet specific targets or belong to certain domains. For instance, by conditioning the target EM 
responses and using the cross-sections of meta-atoms as input/output images, a CGAN can be trained to generate 
meta-atom designs tailored to specific EM targets, as shown in Fig. 5a. Utilizing a fully-trained generator, the 
authors successfully created a variety of effective meta-atom designs with similar performance characteristics [21]. 
Notably, an analysis of these meta-atoms, generated by the CGAN, has the potential to reveal unique physical 
characteristics associated with EM responses. Some of these characteristics are readily observable. The neural 
network processes these designs through several convolutional layers, identifying common traits. These shared 
features allow the designs to be categorized into the same conditional distribution, a process that is typically non-
intuitive and complex. This approach not only streamlines the design process but also deepens our understanding 
of the physical principles underlying specific EM responses. 

The paper by So and Rho [62] employed a conditional deep convolutional generative adversarial network 
(cDCGAN) to generate free-form silver nanophotonic antennas. The cDCGAN takes input reflection spectra and 
generates corresponding desirable designs in the form of images (Fig. 5b). In 2018, Liu et al. presented a GAN 
model utilized for the inverse design of metasurface [64]. The GAN model comprises three key components (Fig. 
5c): a generator, a simulator, and a critic. The generator creates metasurface patterns based on input spectra and 
noise, while the simulator, a pre-trained neural network, approximates the transmissive spectra of these patterns. 
The critic evaluates the geometric data and the generated patterns, guiding the generator towards realistic designs. 
This structure allows the GAN to efficiently create diverse and accurate metasurface designs, significantly 
enhancing the design process of metasurface with tailored optical responses. 

More advanced GAN techniques were introduced to assist metasurface inverse design. In the study by Kudyshev et 
al., the adversarial autoencoder (AAE) [113] is pivotal for optimizing photonic device designs [38]. The AAE 
operates by encoding design parameters into a compressed representation, which the decoder then attempts to 
reconstruct. Simultaneously, the discriminator differentiates between real and reconstructed data, refining the 
model's ability to capture essential design features. This dual process of generation and discrimination underpins 
the AAE's effectiveness, enhancing its capability to guide the optimization of complex photonic structures by 
identifying and retaining the most critical design aspects. The application of GANs in metasurface is particularly 
promising for exploring new design spaces, optimizing existing structures, and generating high-quality, realistic 
synthetic data for training other machine learning models in this rapidly evolving field. 

 

4. Summary and Discussion  

 

 



20 
 

 

 

 

 

 

 

Table 2. Advantages and disadvantages of DL method. Columns from left to right: DL methods, advantages, 
disadvantages and DL performance characteristics.  
 

When deploying DL techniques for metasurface inverse design problems, choosing the right network architecture 
is crucial for effective training and achieving precise outcomes. Different network architectures and training 
methods present distinct advantages and challenges (Table 2). Researchers must thoughtfully consider the diverse 
array of DL approaches in relation to the specifics of the design task, including the complexity of the input/output 
and the configurations of the data. Making informed decisions on these factors is essential to improve both the 
efficiency of the training process and the accuracy of the results . 

As we venture beyond the overarching narratives of AI's convergence with metasurface technology, it becomes 
imperative to scrutinize the underlying facts that are pivotal to the maturation of this field. The following subsections 

DL Approach Key Advantages Disadvantage Performance 
Characteristics 

FCNNs 

• Easy implementation 
• Versatile for various 
inputs 

• Computationally 
intensive 
• Prone to overfitting 
with small data 

• High accuracy for 
simple structures 
• Memory intensive 

2D CNNs 

• Strong spatial feature 
extraction 
• Helps prevent 
overfitting 

• Complex training 
process 
• Limited to grid-
structured data 

• Excellent for complex 
patterns 
• Good scalability 

Sequential NNs 
(RNNs/1D CNNs) 

• Good at processing 
sequence data 
• Effective for EM 
spectrum predictions 

• Computationally 
expensive 
• Struggle with long data 
sequences 

• Accurate for sequence 
data 
• Improve performance 
on CNN and FCNN 

TNNs 

• Manages non-direct 
correlations well 
• Good for designing 
simple shapes 
• Stable optimization 

• Struggles with complex 
geometries 
• Limited variety in 
outputs 

• High accuracy on 
inverse design 
• Limited by forward 
model constraints 
• Training intensive 

AEs 

• Efficient dimensionality 
reduction 
• Great for pulling out 
important features 
• Effective for 
optimization and diverse 
design generation 

• Complex tuning needed 
• Struggles with high-
dimensional inputs 
• Requires large datasets 
 

• Good at rebuilding data 
and optimizing 
• Moderate accuracy on 
inverse design 
• Adaptable for high-
dimensional data 
 
 

GANs 

• Can create multiple 
solutions  
• Great design diversity 
• Handles complex 
geometries 

• Training instability 
• Demands large 
computation power 
• Convergence challenges 
• Requires large datasets 

• High design diversity 
• Enables exploration of 
complex distributions 
• Slow training 
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synthesize the key insights from our exploration, highlighting how advanced DL techniques are revolutionizing 
metasurface design and modeling. 

4.1 Data collection 

In the area of metasurface design and modeling, a key factor enhancing the effectiveness of DL models is the process 
of data collection. Many previous studies have relied on large datasets, often comprising hundreds of thousands of 
spectral data points, to train DL models. This approach, while effective in achieving accuracy, can be time-
consuming due to the substantial demands of simulation. However, the nature and properties of the training data 
are often overlooked. As Dong et al. [87] pointed out, the success of DL in this domain heavily relies on the quality, 
diversity, and size of the dataset. A comprehensive and varied dataset, encompassing a wide range of design 
parameters and EM responses, is crucial for developing robust and precise models. 

In their study, Dong et al. gathered two large datasets for training a model to predict the spectrum of all-dielectric 
meta-atoms. One dataset, although large (30,000 meta-atoms), was significantly unbalanced. They employed a data 
sampling method to balance this dataset, reducing its size to 15,000 samples while maintaining its representativeness. 
This balanced approach led to notable improvements: the model trained with the larger, unbalanced dataset achieved 
a mean absolute error (MAE) of 0.134, while the model trained with the balanced, smaller dataset significantly 
outperformed it, achieving an MAE of 0.079. The contrast in performance between the models trained on the larger, 
unbalanced dataset and the smaller, balanced dataset underscores a crucial insight: the quality and 
representativeness of training data can be more influential than sheer volume. Therefore, the balance of quality and 
quantity in data collection is a key determinant factor in the successful deployment of DL techniques in the intricate 
field of metasurface design and modeling. 

 

4.2 Choosing different inverse DL models 

Advanced inverse models like AEs, GANs, and TNNs each have distinct advantages. TNNs and VAEs generally 
offer higher accuracy in metasurface design, but TNNs may face challenges with specific tasks when requiring 
multiple alternative structures. In contrast, generative models like VAEs and GANs can offer multiple predictions, 
enhancing versatility. Notably, GANs are distinguished by their diverse, multi-modal outputs, offering designers a 
variety of choices for optimal structures [112]. Thus, when confronted with metasurface model or design problems, 
the selection of these methods should be carefully aligned with the specific requirements of the task at hand. 

 

4.3 AI for fabrication-friendly metasurfaces 

Performance of metasurfaces can deteriorate from design to manufacturing due to unavoidable geometric variations 
from fabrication errors, particularly in complex subwavelength structures. Geometric deviations like edge 
roughness are often uncontrollable, whereas issues like structure erosion or dilation arise from dosing and etching 
processes and can be systematically managed. Although precise fabrication of tight-tolerance structures is possible, 
it increases costs related to the process window - the acceptable manufacturing parameters range. Structures less 
sensitive to process variations are preferred for wider manufacturing windows, reducing costs and improving yield. 
With the help of AI, suitable selection of meta-atoms can be quickly generated from the pool of meta-atoms derived 
with inverse design DNNs [56,89]. As for future directions, it would be interesting to train DNN models to 
generalize across various types of fabrication errors such as edge roughness and side wall angles [119]. 

 

4.4 AI for reconfigurable metasurface design 
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Active metasurfaces, compared to traditional ones, allow for advanced manipulation of dispersion characteristics, 
surpassing the capabilities of homogeneous material layers. However, designing these metasurfaces is 
computationally demanding due to the extensive degrees of freedom in free-form meta-atom geometries and the 
range of tunable material states. DNNs offer a promising solution to these complex photonic design challenges. In 
[19], the authors demonstrate that DNNs can predict and inversely design broadband complex S-parameters of 
active metasurface elements. These DNNs, combined with the transfer matrix method (TMM) for analytical 
optimization, enhance the efficient design of metasurfaces-embedded tunable photonic devices. A notable 
application is the design of an actively tunable optical bandpass filter, integrating a phase change material (PCM) 
metasurface with two distributed Bragg reflectors (DBRs), operational in the mid-wave infrared (MWIR) waveband. 
The authors developed a forward prediction DNN for rapid and precise evaluation of meta-atoms across various 
crystallization states, alongside an inverse design DNN, based on TNN architecture, for creating on-demand designs 
from target transmission spectra under different states. The effectiveness of this DNN framework is showcased 
through several filter designs operating at MWIR. 

A similar design framework based on DNNs was introduced in [17] to find the optimal meta-atom design with 
maximum phase coverage constructed with phase change materials. This DNN-generated design achieves over 320 
degrees of phase coverage, with the meta-atom transitioning between states. In its amorphous state (material index 
of 3.57), it supports an electric dipole resonance, while in the crystalline state (index of 4.15), it exhibits a strong 
magnetic dipole moment. These alternating resonances are key for achieving full 2π phase coverage. The network 
efficiently pinpoints design parameters within minutes, showcasing a significant improvement over traditional 
methods that require extensive parameter sweeps and analysis. 

 

4.5 Other challenges on DL in metasurface design  

The implementation of DL in metasurface design faces several significant practical challenges that researchers are 
actively working to address. As we review the current landscape of DL applications in this field, we observe several 
trends addressing these challenges:  

1.Large Labeled Datasets: The requirement for extensive labeled data, typically obtained through time EM 
simulations, presents a major hurdle. Researchers are mitigating this challenge by exploring various strategies, 
including the use of transfer learning techniques to leverage pre-trained models [70], and advanced data sampling 
methods [87]. These approaches help in maximizing the utility of available data and reducing the need for extensive 
simulations. 

2.Interpretability of DL Models: Enhancing model transparency remains a critical focus. Developments in 
physically informed networks [72] aim to integrate physical principles directly into DL models, facilitating the 
extraction of physically meaningful features. This approach helps bridge the gap between the unclear 'black-box' 
nature of traditional DL models and the need for understandable, reliable predictions. Looking forward, the future 
development of visualization techniques to interpret network decisions and methods for extracting design rules from 
trained models is also anticipated. 

3.Computational costs: The computational demands associated with training and implementing DL models 
pose practical limitations. These challenges are being addressed by optimizing network architectures, developing 
surrogate models to expedite training [88], and employing distributed training strategies [116]. These methods 
enhance the efficiency of computational resources and reduce training times. 
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4.6 DL assisted real-world  metasurface application 

Although most published works only validate their DL models through numerical simulations, in recent years, 
several studies [43,51,56,120] have successfully demonstrated practical implementations of DL-designed 
metasurfaces. These successful examples have shown how DL models can effectively address real-world 
metasurface design challenges by accelerating the design process, enabling multifunctional, complex structures, 
optimizing fabrication constraints, and exploring novel design possibilities that would be difficult to achieve 
through conventional methods. For instance, in ref. [56], a CNN based neural network has been used to make the 
forward prediction of free-form meta-atoms' EM responses. Then the author uses this network to fast select meta-
atoms from the library that meet fabrication friendly requirement. Finally, the selected meta-atoms were used to 
design dual-band optical collimators with focal length of 15mm, achieving precise beam collimation at two 
wavelengths (650 nm and 780 nm), which is practical for optical communication and laser beam shaping. In another 
work [120], the proposed Adaptive Tandem network integrates spatial and spectral attention mechanisms to 
synthesize metasurface polarizers capable of linear polarization to both orthogonal linear polarization (LP-OLP) 
and circular polarization (LP-CP) across two frequency bands. The inverse design network was then used to design 
a dual-band dual-polarization converter. The fabricated prototype includes 20×20 metasurface unit cells. The 
structure maintains stable performance up to an oblique incidence angle of 10°, demonstrating its reliability and 
practicality for real-world applications. These successful implementations demonstrate that deep learning 
approaches have matured beyond theoretical concepts to become practical tools for real-world metasurface design 
and optimization. 

 

5. Conclusion 

In this review, we provided an in-depth exploration of the application of DL in the field of metasurface design and 
modeling within nanophotonic engineering, indicative of the rapid advancements in this area. The implementation 
of sophisticated DL methodologies, such as AEs, TNNs, and GANs, is congruent with the latest trends in the 
engineering of metasurface devices. These advanced DL techniques markedly streamline the processes of inverse 
design. 

To conclude, the intersection of AI and DL with metasurface technology is an emerging and promising area of 
research. As discussed throughout this paper, this intersection holds the potential to facilitate new research 
directions aimed at enhancing the precision and functionality of metasurface devices. Future research is expected 
to explore additional applications and techniques to further the development of DL implementations of metasurface 
design and modeling. 
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