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Abstract
Multi-agent reinforcement learning (MARL) has emerged as a promis-
ing approach for tasks requiring multiple agents for cooperation
or competition, such as scienti!c simulation, multi-robot collabo-
ration, and tra"c control. Serverless computing, with its dynamic
and #exible resource allocation, has demonstrated potential for
improving training e"ciency and cost-e"ciency in RL workloads.
However, existing serverless RL training systems focus primar-
ily on single-agent scenarios, overlooking the unique characteris-
tics and inherent complexities of MARL—such as dynamic inter-
agent relationships and heterogeneous policy requirements across
agents—leaving ine"cient and even infeasible support to diverse
and complex MARL algorithms.

This paper introduces MARLess, the !rst serverless MARL
framework designed to support general MARL algorithms. MAR-
Less decomposes MARL algorithms into serverless functions. It
further integrates a dynamic learner sharing mechanism that ex-
ploits agent similarities to reduce model update costs and employs
actor scaling tailored to MARL tasks, minimizing unnecessary sam-
pling costs based on the data requirements of agents’ models. This
design optimizes both training e"ciency and costs without harm-
ing the training quality. Experiments on AWS EC2 testbeds show
that MARLess outperforms SOTAMARL baselines with up to 1.27→
faster training and 68% cost reduction. Large-scale evaluations on a
15-node cluster with a total of 1,920 vCPUs demonstrate MARLess’s
scalability and consistent performance under increasing workloads.
For a real-world scienti!c application—turbulent #ow simulation,
MARLess achieves a 34% cost reduction and 1.1→ speedup.
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1 Introduction
Multi-agent reinforcement learning (MARL) has been widely ap-
plied to applications across varying areas, such as turbulent #ow
simulations [7, 51], biomedical data processing [3, 63, 69], smart city
and transportation [35, 70, 88, 89], and robotic control [2, 20, 66].
The high-performance computing (HPC) community has developed
reinforcement learning (RL) frameworks tailored for supercomput-
ing infrastructures [34, 91], such as MIT SuperCloud. In parallel, the
AI community has rapidly advanced RL toolkits, including MARL-
lib [28] and RLlib [37]. However, existing frameworks either target
single-agent reinforcement learning (SARL) settings which do not
generalize to MARL, or rely on serverful deployments that often
lead to ine"cient resource and time usage.

Multi-Agent RL (MARL) v.s. Single-Agent RL (SARL): Un-
like SARL, which involves a single agent interacting with the en-
vironment,1 MARL involves multiple agents interacting with the
environment and with one another, leading to a signi!cantly larger
and more complex joint state-action space. This interaction intro-
duces non-stationarity and dynamic coordination challenges, but
also enables richer solution strategies for complex tasks.

1An RL agent is an autonomous decision-maker (e.g., a game player) that learns to take
actions to maximize rewards based on feedback from the environment (e.g., a game).
The agent develops a policy (or a strategy) by learning from the rewards and feedback.

https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3772052.3772227
https://doi.org/10.1145/3772052.3772227
https://doi.org/10.1145/3772052.3772227


SoCC ’25, November 19–21, 2025, Online, USA Rui Wei, Hanfei Yu, Xikang Song, Jian Li, Devesh Tiwari, Ying Mao, and Hao Wang

RLlib
MARLlib

MARLess—

MARLess

   
   

   
   

   
  E

pi
so

di
c 

re
w

ar
d

−300

−280

−250

−200

Wall clock time (s)
0 200 400 600 800

Learner Actor

No MARL Support

R
el

at
iv

e 
co

st
 (%

)

0

50

100

RLlib
MARLlib

MinionsRL
Stellaris Nitro

MARLess—

MARLess

(b) Training performance

(a) Training costs

Figure 1: We benchmark the training of the simple-spread
task [40] using IPPO [12] for 100 rounds on AWS EC2. Exist-
ing serverful MARL frameworks (e.g., RLlib [37] and MARL-
lib [28]) are (a) costly and (b) ine!cient. In contrast, server-
less RL frameworks (e.g., MinionsRL [85], Stellaris [86], and
Nitro [84]) only support single-agent RL (SARL) and are in-
compatible with multi-agent settings. As the "rst serverless
framework for MARL, MARLess achieves (a) cheaper and (b)
faster training. MARLess↓ is MARLess without core capabil-
ities: learner sharing (§4.3) and actor scaling (§4.4).

Fig. 1 shows that existing SARL frameworks [84–86] fall short in
supporting e"cient MARL training due to their inability to address
MARL’s unique characteristics: 1) Agents’ dynamic relationship: In
multi-agent environments, agents may exhibit similar behaviors or
assume distinct roles [18, 21, 77], creating opportunities for similar
agents to share policies [10, 18]; 2) Varying data needs: During RL
training, the agent needs varying volumes of training data over
time [13, 43]. MARL further ampli!es this variety due to multiple
agents’ heterogeneous, varying demands for training data. 3) Di-
verse MARL variants: Owing to MARL’s design complexity, many
algorithmic variants have emerged—from independent learning
methods [12, 76] to centralized training approaches [40, 59, 74, 82].
This diversity poses signi!cant challenges for RL training systems
in maintaining broad compatibility and support.

Why Serverless? Serverful deployments using virtual machines
(VMs) or physical servers struggle to meet MARL’s volatile and dy-
namic computational demands, due to their coarse-grained resource
allocation and slow scaling processes. Recent studies [23, 84–86]
have demonstrated the feasibility of training SARL in serverless
environments. Building on these !ndings, we argue that serverless
computing is well-suited to MARL, as it can better accommodate
its dynamic training patterns and #uctuating resource needs. Fig. 1
shows that serverful solutions [28, 37] take longer time and higher
monetary costs than serverless solutions to similar or even less
rewards. Moreover, serverless MARL training facilitates portable

deployment across cloud and supercomputing infrastructures. How-
ever, despite these advantages, serverless adoption for MARL re-
mains non-trivial due to MARL algorithms’ inherence complexity.
E$ectively leveraging the #exibility, auto-scaling, and high concur-
rency of serverless platforms requires decomposing complex MARL
algorithms into independent, parallelizable computation units, exe-
cuted by serverless functions. Unlike SARL, the presence of multiple
interacting agents in MARL signi!cantly complicates the compu-
tation logic, posing fundamental challenges for the co-design of
MARL algorithms and serverless runtime systems.

This paper presents MARLess, the !rst serverless MARL train-
ing framework that integrates system and algorithm co-design to
enable faster and more cost-e"cient training across a broad range of
MARL algorithm variants. Speci!cally, MARLess develops a MARL-
algorithm compatible design that decouples and interprets MARL
algorithm variants into fundamental primitives (e.g., actor, learner,
policy model, critic model etc.),2 executed by carefully-orchestrated
serverless functions (§4). MARLess dynamically shares learners
with higher-performing policies among behaviorally similar agents,
enabling them to reuse the same policy. This approach reduces the
number of required learners and saves computational resources.

Additionally, MARLess evaluates agents’ varying demands for
training data (i.e., feedback from the environment) and auto-scales
to a just-right number of actors, further optimizing training e"-
ciency and cost.

Our main contributions can be summarized as follows:
• We design MARLess, the !rst serverless MARL training
framework that enables faster and cheaper training with
a co-design of serverless architecture and MARL algorithms.

• MARLess introduces three core features, only enabled by
the unique co-design of serverless computing systems and
MARL algorithms: a compatible design for diverse MARL algo-
rithms, dynamic learner sharing, and cost-aware actor scaling.
Together, these features are key to leveraging the #exibility
and expressiveness of serverless functions to address the
complexity and dynamic nature of MARL training.

• We implement and evaluateMARLess on anAWSEC2 testbed
and a 15-node HPC cluster with 1,920 vCPUs. Experimental
results show that MARLess accelerates the training process
by up to 1.27→ and reduces training costs by up to 68% in
representative MARL environments. For a large-scale scien-
ti!c MARL workload—turbulent #ow simulation, MARLess
consistently reduces costs by 34% and achieves 1.1→ speedup.

2 Background and Motivation
2.1 SARL v.s. MARL
Fig. 2 shows the fundamental di$erence between SARL and MARL.
SARL only employs one agent to interact with the environment by
learning a policy 𝐿 (𝑀 | 𝑁), which indicates taking action 𝑀 given
the state 𝑁 . The objective is to maximize the expected cumulative
reward, de!ned as E𝐿

[∑𝑀
𝑁=0 𝑂

𝑁𝑃𝑁
]
[48], where 𝑃𝑁 is the reward

2Each actor interacts with an environment that involves all agents, allowing it to
collect rewards and feedback from their interactions. Learners then train policy with
or without critic models with the rewards and feedback (no critic models for some
MARL variants).
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Figure 2: SARL v.s.MARL.

received at time step 𝑄 , and 𝑂 ↔ [0, 1) is the discount factor that
determines the importance of future rewards.

Unlike SARL, MARL involves multiple agents interacting with
the environment and each other, fostering a stochastic game char-
acterized by joint state and action spaces, S and A =

∏𝑂
𝑃=1 A𝑃 , as

well as shared or individual rewards 𝑃𝑁𝑃 . Agents learn their own
policies 𝐿𝑃 (𝑀𝑃 |𝑁𝑃 ) for 𝑅 ↔ {1, . . . ,𝑆 }, with individual partial observa-
tion 𝑁𝑃 [8]. Thus, due to MARL’s inherence learning dynamics and
complexities arising from the heterogeneity, interactions among
multiple agents, and environmental volatiles, existing SARL frame-
works [84–86] can hardly support e"cient MARL training.

SARL andMARL algorithms can be implemented in a distributed
fashion using the actor-learner architecture [15, 16, 44, 49], which
decouples data collection (by actors) from policy updates (by learn-
ers), enabling scalable and parallelized training. In this architec-
ture, multiple distributed actors interact independently with their
environments—executing actions 𝑀 and collecting observations 𝑁 .
Once enough samples are collected, they are sent to the learner,
which computes gradients and updates the policy models 𝐿 .

2.2 Motivating Dynamic Learner Sharing
Competition, cooperation, and combinations of both emerge among
agents in MARL. Agents with similar objectives may exhibit similar
behaviors [18, 21, 77], enabling learner sharing to simplify training
and improve generalization by allowing these agents to share a
common policymodel [10, 18, 21, 29, 77]. From a system perspective,
reducing the number of learners also lowers computational costs.

However, naïve learner sharing may result in reduced rewards
compared to training agents with separate individual policy model.
Thus, we demonstrate the necessity of a reward-aware dynamic
sharing method by applying indexed learner sharing [18], which
feeds the agent index as an extra input to the shared policy, in two
MARL tasks from Multi-Agent Particle Environment (MPE) [40]:
simple-spread and simple-adversary, both with three agents. The
simple-spread task represents a fully cooperative scenario, and the
simple-adversary involves both competition and cooperation.

Fig. 3(a) and (b) show the mean episodic rewards across the
training process.3 Due to the varying relationship between agents,
static learner sharing strategies can lead to lower rewards compared
to the no-sharing setting, as Fig. 3(a) shows. When running the
simple-adversary task with learner sharing disabled, we measured
3One training round is de!ned as a single update of all agents’ policies. One round
may involve multiple episodes. Each episode indicates a game from the start to !nish.
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Figure 3: Average episodic rewards per round in two MPE
scenarios with and without learner sharing, respectively. We
run 100 training rounds for each setting: (a) simple-spread
and (b) simple-adversary. (c) shows dynamic relationships
among agents change during the training.

the similarity of action distributions dictated by agents’ policies to
show their relationship. Fig. 3(c) shows that the similarity among
agents’ policies changes over time. Existing static learner sharing
strategies [10, 18] fail to adapt to the dynamic nature of agent
behaviors. Thus, we argue that it is essential to enforce dynamic
learner sharing based on agents’ runtime behaviors.

2.3 Motivating Actor Scaling
As training progresses in deep reinforcement learning (DRL), policy
models typically require varying amounts of data for each round
to reach the optimal performance [13, 43]. This variability directly
impacts the scale of the round and is in#uenced by the number of
active actors. Dynamically adapting the number of actors ensures
generating su"cient data while minimizing resource waste.

Existing actor-scalable distributed RL frameworks [85, 86] focus
on SARL, where only one policy model is considered. They estimate
its data needs and adjust the number of actors accordingly. While
e$ective in single-agent settings, these methods are not directly
applicable to MARL. MinionsRL [85], for example, uses a RL-driven
scheduler that predicts actor demand based on rewards but requires
hours of pre-training. In contrast, Nitro [84] adopts a data-driven
approach by analyzing the Hessian matrix and outperforms Min-
ionsRL in both cost and e"ciency.

MARL introduces higher complexity with multiple agents and
policy models, each requiring di$erent amounts of data that vary
over time. Since all actors generate data for all agents, mismatches
in model demands can cause ine"ciencies—for instance, one model
may require much more data than others. This complexity makes it
non-trivial to transfer SARL scaling methods to MARL. It calls for
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MARL-speci!c strategies that balance heterogeneous data demands
across policy models and scale actors e"ciently to reduce costs
without harming training quality.

2.4 Motivating MARL with Serverless
The emergence of serverless computing has created new opportu-
nities to enable dynamic and scalable resource allocation, which
releases idle resources in time and enhances overall e"ciency. As
shown in Fig. 2, training in RL tasks is typically synchronous, which
often leads to idle time between actors and learners. Serverless com-
puting can reduce training costs by deallocating resources during
these idle periods, as illustrated by MARLess↓ in Fig. 1. However,
simply applying serverless infrastructure by turning MARL com-
ponents into stateless functions is not su"cient to fully optimize
training e"ciency in MARL workloads. To achieve this, additional
system-algorithm co-design optimizations, such as learner sharing
and actor scaling, are required.

At the same time, serverless computing is inherently well-suited
for MARL due to its ability to handle dynamic and !ne-grained re-
source demands. In distributed RL systems, each actor or learner typ-
ically requires a small resource footprint (e.g., one CPU) andmust be
instantiated quickly (e.g., within one second), making it di"cult for
traditional serverful platforms to adapt e"ciently and reduce train-
ing costs under such dynamic conditions. In contrast, serverless
environments support rapid provisioning and !ne-grained resource
control, enabling MARLess to reduce training costs by dynamically
releasing similar policy models through learner sharing and avoid-
ing the launch of redundant actors via actor scaling.

Recent serverless-based SARL frameworks [84–86] have demon-
strated signi!cant improvements in training- and cost-e"ciency.
However, these serverless SARL training frameworks are not com-
patible with MARL workloads and are di"cult to adapt, as their
core designs focus solely on training a single policy model. This
leads to two key limitations: 1) they overlook the interactions and
dependencies among multiple policy models, and 2) they cannot
balance the varying data needs across models, which is essential
for maintaining overall training quality.

3 Objectives and Challenges
Prior research has addressed several challenges of serverless com-
puting. For example, cold-start latency [9, 68, 83] and state manage-
ment [41, 61], have been extensively studied. However, executing
MARL workloads in a serverless environment introduces new chal-
lenges that remain largely unexplored. Based on the latest related
work and the observations discussed in the previous section, we
propose the design of a serverless MARL system with the aim of
achieving three primary goals listed below:

Interpretability: MARLess aims to be a generic serverlessMARL
framework that supports diverse MARL algorithms. It should allow
users to interpret MARL algorithms to serverless functions with
minimal refactoring, thereby fully leveraging the #exibility and
auto-scaling capabilities of serverless computing.

E!ciency: Our primary goal is to leverage the bene!ts of server-
less computing and the similarity among agents’ policy models to
improve training- and cost-e"ciency. In MARLess, we design novel

multi-agent actor scaling and dynamic learner sharing methods com-
bined with serverless computing to achieve this.

Scalability: MARLess is designed to fully utilize available re-
sources, scaling up or down as needed. Similar to existing serverless
DRL frameworks [85, 86], MARLess includes scalable actors that
can be dynamically adjusted during training rounds.

Running MARL training in a serverless environment can lower
costs by dynamically releasing idle components. However, to opti-
mize training e"ciency and cost reduction, we aim to fully exploit
serverless #exibility through actor scaling and learner sharing. To
achieve the three objectives above, the following new challenges
must be addressed:

How to decompose diverse, complex MARL algorithms
into serverless functions? Most frameworks [28, 37, 64, 90] use
centralized learners to simplify logic, but this design limits scala-
bility and e"ciency in serverless settings. MARLess decomposes
learners into specialized functions, enabling !ne-grained resource
control while supporting a wide range of MARL algorithms.

How to design dynamic learner sharing without a#ect-
ing training quality? Learner sharing, also known as parameter
sharing, is widely used in MARL to streamline training [12, 21,
26, 33, 40, 82]. We extend this concept to dynamically launch and
release learners to reduce training costs. However, most methods
rely on static groupings [1, 10, 21, 59, 72], which can hurt !nal per-
formance as agent behaviors evolve [29, 87]. To maintain training
quality, we require a lightweight, adaptive method that responds
to performance changes without adding signi!cant overhead.

How to balance the varying data needs among agents?
Existing scaling strategies [84, 85] are tailored to SARL and cannot
handle MARL’s heterogeneous data demands. MARLess introduces
a new metric to dynamically scale actors and ensure most policy
models receive su"cient training data, balancing quality and cost.

4 MARLess’s Design
4.1 Overview
MARLess is a serverless, distributed MARL training framework
that leverages serverless computing and dynamic learner sharing
to improve cost-e"ciency. We !rst analyze a wide range of MARL
algorithms and identify decomposable and parallelizable computa-
tion motifs to interpret MARL algorithms into serverless functions.
In addition, MARLess’s core components include a performance
decrease detector, a learner categorizer, and an actor scaler. After
decomposing MARL algorithms into concurrent actor functions
and learner functions (§4.2), the training process is divided into
four main steps, as illustrated in Fig. 4.

Step 1 : Sampling and training. Actors retrieve the latest
model weights from the external cache and continuously sample
trajectories using the current policies. Each actor is con!gured with
its own copy of the policies and a separate MARL environment
for interaction. The generated trajectories are then stored in the
external cache. Each trajectory records the previous observation,
action, current observation, and reward for a single agent. Once
enough data is collected, learner functions calculate the loss values
and update their corresponding policy models. This process repeats
until training is complete.
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Figure 4: MARLess’s work$ow.

Step 2 : Performance decrease detection. MARLess com-
putes a global reward 𝑇↗𝑁 by aggregating the agents’ rewards from
round 𝑄 . This global reward is normalized to facilitate performance
drop detection. If a performance decline is detected, a new policy
sharing strategy is triggered. The training process alternates be-
tween enabling and disabling learner sharing to help agents recover
from the performance drop more e$ectively.

Step 3 : Dynamic learner sharing. If learner sharing is en-
abled after a performance drop is detected, the learner categorizer
retrieves the latest trajectories and analyzes their similarity across
agents. The similar agents will be grouped together for learner shar-
ing. Agents within the same group share a common learner and
policy model, resulting in a new policy set 𝐿𝑂 ↗ with 𝑆 ↗ learners.

Step 4 : Actor scaling. The actor scaler estimates the required
number of actors per policy using the Hessian matrix eigenvalues
and applies a scaling rule to compute the total number 𝑈𝑁+1 for the
next round. Training then proceeds to round 𝑄 with 𝑈𝑁+1 actors and
𝑆 ↗ learners, repeating from Step 1 until training ends.

4.2 Decomposing Diverse MARL Algorithms
In existing MARL frameworks [28, 37, 64, 90], learners are typically
implemented with coarse granularity, managing all agents within a
centralized learner. In contrast, MARLess decomposes the central-
ized learner into separate functions, enabling !ne-grained control
in a serverless environment. This design improves #exibility and
allows the system to manage each function independently, adapting
more e"ciently to the dynamic learner sharing design. The func-
tion decomposition follows the core execution logic of mainstream
MARL algorithms, enhancing serverless functions’ interpretability
and compatibility. In MARLess, serverless learner functions are
categorized into three types based on their algorithmic roles: critic
functions, policy functions, and post-processing functions.

The policy function trains the agent’s policy network, which gen-
erates actions based on the agent’s observations. In actor-critic algo-
rithms like Proximal Policy Optimization (PPO) [67] and Deep De-
terministic Policy Gradient (DDPG) [38], the policy network serves
as the actor network.4 For value-based methods like Independent
Q-Learning (IQL) [48], the policy network is instead the value

4The term “actor” here refers to the actor component in the actor-critic architecture,
which is distinct from the actor function in the actor-learner training paradigm.
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(a) IQL
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(c) VDN
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Figure 5: MARLess’s learner function composition varies
based on di#erent MARL algorithms, including: (a) indepen-
dent value-based methods [76], (b) centralized actor-critic
methods [40, 82], (c) centralized value-basedmethods [59, 74],
and (d) independent actor-critic methods [12, 40].

network. The critic function is speci!c to actor-critic methods. It
updates the critic network, which estimates returns and assists in
training the policy network [75]. The post-processing function is
used in centralized training methods with information sharing like
Value-Decomposition Networks (VDN) [74], Multi-Agent Proximal
Policy Optimization (MAPPO) [82] and Multi-Agent Deep Deter-
ministic Policy Gradient (MADDPG) [40], where models are trained
using global information. This function processes the trajectory
data produced by actors into the correct format for the critic and
policy models. As shown in Fig. 5, by #exibly combining the policy
function, critic function, and post-processing function, all common
types of MARL algorithms can be constructed. The categorization
of these algorithms follows existing work [28, 90].

4.3 Dynamic Learner Sharing
Unlike SARL, where a single policy model is used, MARL typically
assigns each agent a separate policy model that maps observa-
tions to actions. During training, some policy models may become
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similar—producing identical actions given the same observations—
creating opportunities for learner sharing to reduce training over-
head [18, 21, 77]. However, static sharing can degrade training
quality by limiting agents’ adaptability to evolving and diverse
roles [29, 87]. To address this,MARLess integrates a dynamic learner
sharing mechanism that is aware of training quality and can enable
or disable sharing based on performance trends. To enable this ca-
pability, four key challenges must be addressed: 1) How to mitigate
the e$ects of reward #uctuations in training when detecting the
performance decrease? 2) How to calculate the similarities among
policies without introducing extra overhead? 3) How to determine
the appropriate number of shared learners? 4) How to identify
which policy models should be shared among similar agents? We
address these challenges using four corresponding techniques, as
described below.

4.3.1 Performance decrease detection. In MARLess, learner sharing
is toggled on and o$ when the performance of the alternative strat-
egy declines. Speci!cally, when sharing is enabled and the reward
decreases, MARLess disables sharing to allow agents to diverge
and explore independently. Conversely, when sharing is disabled
and the reward decreases, MARLess enables sharing so that similar
agents can reuse the same policy, thereby reducing the number of
active learners and overall learner cost. To fairly assess each agent’s
contribution to the global rewards, the individual reward of agent 𝑅
at round 𝑄 is !rst normalized as 𝑃𝑃 𝑁 :=

𝑄𝐿𝑀 ↓min(𝑄𝑀 )
max(𝑄𝑀 )↓min(𝑄𝑀 ) [39], before

being aggregated. However, DRL training often exhibits signi!cant
reward #uctuations. To mitigate the impact of these #uctuations,
MARLess uses a tolerant window of the most recent𝑉 rounds of
global rewards to monitor performance trends, where𝑉 de!nes
the window size. MARLess then !ts a least squares regression line
and calculates its slope 𝑊 ; it switches strategies only if 𝑊 falls below
a prede!ned threshold 𝑂 and the tolerant window is full. Besides,
we observe that each time the strategy changes, there may be a
temporary drop in performance, which typically recovers shortly
afterward. To allow the system su"cient time to stabilize after a
strategy switch, the window is cleared following each change.

4.3.2 Policy similarity calculation. Once a performance decrease is
detected and learner sharing is enabled, MARLess groups similar
agents by comparing their policy models, allowing shared mod-
els. A common approach measures similarity by vectorizing each
agent’s trajectories—observations and actions—and computing dis-
tances between these vectors. state-of-the-art (SOTA) methods
like selective parameter sharing [10] and Multi-Agent Policy Dis-
tance (MAPD) [29] train encoder models to generate latent repre-
sentations [10, 29]. However, these introduce extra training costs
and lack generality across diverse MARL tasks. Instead, MARLess
compares the probability distributions of each agent’s policy model.
During updates, learner functions construct a Kernel Density Es-
timation (KDE) model for each agent using the latest trajectories.
These models represent observation-action distributions. For agent
𝑅’s policy 𝐿𝑃 , MARLess computes the Kullback–Leibler (KL) diver-
gence between every agent pair. To reduce computation in high-
dimensional spaces, MARLess compresses each trajectory using
principal component analysis (PCA).

4.3.3 Agent categorization. After computing agent similarities, the
categorization step becomes a clustering problem. The next chal-
lenge is to determine how many groups to form. As previously
discussed, changing the sharing strategy often causes a temporary
drop in reward. The size of this drop is closely related to the change
in the number of policy models—the larger the change, the greater
the drop. Although models typically recover, a large disruption late
in training can negatively impact !nal performance. To mitigate
this, we introduce a policy count scheduler in the dynamic learner
sharing module. It limits how much the number of policy models
can vary over time, helping maintain training stability and preserve
!nal rewards. When learner sharing is enabled for the 𝑋 th time, the
number of policy models 𝑆 ↗ is given by 𝑆 ↗ = min(2𝑅 , 2↘log2 𝑂 ≃+1),
where 𝑆 is the total number of agents. This scheduler prevents
drastic changes in strategy, especially during the later stages of
training. Finally, MARLess uses K-Means—a widely used clustering
algorithm—to group similar agents for subsequent learner sharing.

4.3.4 Shared model selection. When a group of agents is clustered
together, MARLess selects one agent’s model as the base for sharing,
following a strategy similar to existing work [29]. The selection is
based on evaluating the performance of each agent’s policy model.
The Hessian matrix—a common tool for analyzing the curvature
of neural network loss surfaces [30, 55, 73]—has been applied in
scalable RL training [84]. Following prior work, we compute the
convexity ratio 𝑌 of a policy 𝐿 𝑅 using the largest and smallest
eigenvalues of its Hessian matrix:

𝑌 𝑅 := ↓𝑍
𝑅
𝑆𝑇𝑈

𝑍 𝑅𝑆𝑃𝑉

, (1)

where 𝑍 𝑅𝑆𝑇𝑈 and 𝑍 𝑅𝑆𝑃𝑉 are the largest and smallest eigenvalues, re-
spectively. A higher convexity ratio𝑌 𝑅 suggests the model is closer
to a local optimum on the reward surface, while a lower𝑌 𝑅 indicates
#atter or less promising reward regions [84]. The model with the
highest 𝑌 is selected as the base for sharing. Once the new policy
set is !nalized, the corresponding learner functions are con!gured
and remain active until the next strategy switch. By adjusting the
number of policies, MARLess dynamically scales the number of
learner functions to optimize learner costs.

4.4 Actor Scaling
Previous research has shown that data requirements vary across
training stages in deep neural networks [13, 43], including RL mod-
els [84, 85]. In such cases, the number of trajectories needed by
agents’ policy models changes over time. Unlike actor scaling in
MinionsRL [85] and Nitro [84], MARLess scales actors based on
each policy model’s performance, taking into account the vary-
ing data needs of di$erent models. We begin by de!ning how to
compute the required number of actors for a single policy model,
following the methodology proposed in prior work [84].

The number of actors 𝑈𝑁 at round 𝑄 , bounded by an upper limit
𝑈𝑆𝑇𝑈 and a lower limit 𝑈𝑆𝑃𝑉 , is determined based on the estimated
training improvement, as shown in Eq. (1). As mentioned, a smaller
convexity ratio 𝑌 𝑅 for policy 𝐿 𝑅 indicates poorer exploration due
to less diverse trajectories. This suggests that generating more
trajectories can lead to greater bene!ts for 𝐿 𝑅 , requiring additional
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Figure 6: MARLess scales the number of actors to balance
training quality with cost e!ciency.

actors. Thus, more actors are launched when policies have lower
convexity ratios. To account for training #uctuations, MARLess
reuses the tolerant window to record convexity ratios of each policy
over the last𝑉 rounds, represented as 𝑌 𝑅

𝑊 := {𝑌 𝑅
𝑁↓𝑊 +1, . . . ,𝑌

𝑅
𝑁 }.

Using this record, the scaling ratio 𝑎 𝑅𝑁 for 𝐿 𝑅 at round 𝑄 is calculated
with min-max normalization as

𝑎 𝑅𝑁 :=
𝑌 𝑅
𝑆𝑇𝑈 ↓𝑌 𝑅

𝑁

𝑌 𝑅
𝑆𝑇𝑈 ↓𝑌 𝑅

𝑆𝑃𝑉

,

where 𝑌 𝑅
𝑆𝑇𝑈 and 𝑌 𝑅

𝑆𝑃𝑉 are the maximum and minimum convexity
ratios of policy 𝐿 𝑅 within the window. The number of actors for a
policy 𝐿 𝑅 can be calculated as

𝑈 𝑅𝑁 := 𝑌𝑏𝑅𝑐 (𝑎 𝑅𝑁 → 𝑈𝑆𝑇𝑈 , 𝑈𝑆𝑃𝑉, 𝑈𝑆𝑇𝑈 ),

where the 𝑌𝑏𝑅𝑐 function is used to ensure that 𝑈 𝑅𝑁 stays within the
de!ned upper and lower bounds. This design addresses the skewed
scaling scores withmany near-zero values. A direct linearmap is too
sensitive, as small noise can trigger unnecessary scaling. Clipping
adds a dead zone to ignore minor #uctuations and activates scal-
ing only when real demand appears, following prior actor-scaling
work [84]. After computing the required number of actors for each
policy model, we analyze the distribution of data needs across mod-
els during training. To illustrate this, we run Independent Proximal
Policy Optimization (IPPO) on MPE’s three-agent simple-spread
task and record the evolving actor requirements for each policy
model, as shown in Fig. 6. Based on these observations, we design
a cost-aware actor-scaling strategy to guide the allocation process.
Speci!cally, the total number of actors to launch in the next round,
denoted as 𝑈𝑁 , is computed as:

𝑈threshold := 𝑑 → (𝑈max ↓ 𝑈min),

𝑈average :=

∑𝑂 ↗
𝑅=1 𝑈

𝑅
𝑁

|𝑆 ↗ | ,

𝑈𝑁 :=

{
max(𝑈 𝑅𝑁 | 𝑋 ↔ 𝑆 ↗), if 𝑈average ⇐ 𝑈threshold,

𝑈average, if 𝑈average < 𝑈threshold,
(2)

where 𝑆 ↗ represents the set of current policies, and 𝑑 is an upper
threshold. As shown in Fig. 6, the threshold 𝑑 helps balance 1
training quality by allocating enough actors when most policy
models require more data, and 2 cost reduction by launching
only amoderate number of actors when increased demand is limited
to the minority of models. As long as 𝑑 < 1/𝑒 , MARLess avoids the
extreme cases where a single outlier causes unnecessary scaling,
which can be theoretically veri!ed.
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Figure 7: Serverful platforms cannot e#ectively implement
actor scaling due to slow provisioning, which introduces
signi"cant scaling overhead. (a) Fluctuating actor demands 𝑈𝑁
estimated according to Equation (2). (b) Both serverless and
serverful platforms have negligible scale-down latency. (c)
Serverful platforms (i.e., AWSEC2) typically have a high scale-
up latency due to lengthy provisioning and initialization.

Moreover, the actor scaling design can speed up training by sam-
pling and learning only from the necessary number of trajectories.
Although serverful platforms [4, 19, 47] can also improve learner
update speed by adjusting the amount of training data, they have
di"culty balancing performance and cost. Integrating actor scaling
with serverful platforms is impractical due to the high overhead
of resizing instances or VMs during training. Even when using a
cluster of multiple instances and dynamically turning them on and
o$, the process remains ine"cient. This ine"ciency arises because
adding instances causes frequent startup delays that increase total
training time (e.g., AWS EC2 [4] instances typically take seconds to
minutes to initialize), as the system must frequently add or remove
instances. We conduct experiments in both serverless and server-
ful environments using IPPO on AWS EC2 with the simple-spread
scenario and a !xed random seed, as Fig. 7 shows. We extend the
serverful baseline to support actor scaling by dynamically spawn-
ing new instances or shutting down redundant ones. Fig. 7(b) and
(c) present the per-round latency breakdowns during scale-up and
scale-down operations, respectively. The results show that serverful
platforms incur minimal extra overhead when scaling down, since
active actors do not need to wait for redundant instances to shut
down. However, the serverful baseline introduces signi!cant addi-
tional latency when scaling up due to the time required to spawn
new instances in response to increased actor demand. Using large
instances can reduce the frequency of such adjustments, but they
are often underutilized, resulting in unnecessary costs.

5 Implementation
MARLess is a generic MARL framework designed to accelerate
MARL training and reduce training costs through serverless com-
putingwhile supporting all mainstreamMARL algorithms.We build
MARLess on top of Ray RLlib [37], without changing the outer RL
interfaces exposed to the user, which ensures the usability and
makes it easy for previous RLlib users to adapt within around two
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hours. The implementation of MARLess consists of approximately
4K lines of Python code, which is open-sourced5.

Serverless cluster.We implement our own serverless cluster
using AWS EC2 instances to manage the serverless functions in
MARLess for simplicity. We deploy the cluster using Docker con-
tainers [45], a widely adopted choice in open-source serverless
frameworks such as Knative [11] and OpenWhisk [6]. For server-
ful baselines, learners and actors are implemented as Python pro-
cesses. The resources allocated to each serverless function are pre-
con!gured and remain !xed throughout a training run. Typically,
each function uses 1–2 CPUs and at least 1 GB of memory.

Pre-warm serverless functions. Cold-start latency in server-
less computing refers to the delay when a function is invoked for
the !rst time or after being idle, requiring the platform to allocate
resources and initialize the environment [9, 68, 71, 83]. To align
the initial invocation overhead with real-world serverless envi-
ronments, we pre-warm the containers during the !rst round of
training. After this initial invocation, containers are kept alive for
10 minutes, following the standard keep-alive mechanism adopted
by existing serverless frameworks [6] to reduce the startup over-
head of serverless functions. MARLess’s design is orthogonal to
existing pre-warming techniques [6, 36, 42, 52, 68, 71, 83, 83] and
can be easily integrated with them.

State management. To reduce data transfer overhead, we adopt
a temporary caching technique [61]. Speci!cally, we use Redis [60],
an in-memory key-value store, as the external cache. All intermedi-
ate data, including model weights and trajectories, are e"ciently
serialized using Pickle [57] and CloudPickle [56].

RL models. The policy and critic models within these functions
are implemented using PyTorch [58], with model wrappers inspired
by the design of Ray RLlib [37]. The interfaces of the environments
and policy models follow Gymnasium’s design [79] The original
MARL environments are provided by existing libraries [64, 78].

Learner sharing and actor scaling in MARLess. To enable
dynamic learner sharing without extra latency, MARLess computes
policy similarity in parallel with learner updates, right after actors
!nish sampling. The latency of building the KDE model is thus
hidden if it is shorter than the learner’s update time. For actor
scaling, we use PyHessian [81] to calculate Hessian eigenvalues
for estimating the scaling ratio 𝑎 𝑅𝑁 . To further reduce computation
time, we follow the method in [84], which approximates these
eigenvalues using a subset of trajectories.

6 Evaluation
6.1 Experimental Setup
Testbeds. We deploy all the baselines and MARLess to an AWS
c6a.16xlarge instance, with 64 AMD EPYC 7R13 vCPU cores and
128 GB CPU memory for MARL training tasks. We also evaluated
the setup using a GPU-based testbed with a c6a.16xlarge instance
and a g5.16xlarge instance (8 NVIDIA A10G GPUs). However,
training on GPUs was similar or even slower than on CPUs across
all baselines and MARLess, due to small model and batch size with
frequent CPU-GPU communication in the tested MARL tasks. Thus,

5https://github.com/IntelliSys-Lab/MARLess-SoCC25

we run the experiments with only CPUs for a fair evaluation. Fur-
thermore, we evaluate MARLess’s scalability through large-scale
experiments on a simulated HPC cluster consisting of !fteen AWS
EC2 c6a.32xlarge instances, each equipped with 128 AMD EPYC
7R13 vCPUs and 256 GB of CPU memory.
Costmodel.Referring to the costmodels from existing research [62,
86], we calculate the training cost for serverless baselines as a dollar-
unit budget based on the resource requirements and invocation
time for each function. The unit price, expressed as dollar-per-
resource-second, is based on AWS Lambda’s pricing [5]. Pre-warm
costs are included in the training costs, while keep-alive periods
are excluded. This is consistent with the cost models of existing
serverless platforms [5, 46]. For serverful baselines, the training
cost is calculated using the unit price of the smallest AWS EC2
instance that can accommodate the workload. In our experiments,
the price is based on the c6a.16xlarge instance.
Workloads. To comprehensively evaluate MARLess against SOTA
baselines, we selected two environments representing a range of
workloads, from moderate to heavy, including OpenAI’s MPE [40]
and StarCraft Multi-Agent Challenge (SMAC) [14, 64]. 1) For MPE,
the simple-spread task and the simple-adversary task are used to
evaluate system performance in cooperative and competitive sce-
narios, respectively. We increase the number of agents to six in
both tasks to introduce higher complexity and more e$ectively
evaluate MARLess’s capability. 2) For SMAC, two scenarios will
be evaluated: 8m (homogeneous agents),6 and 3s5z (heterogeneous
agents),7 covering all major MARL task variations. These scenarios
involve micromanagement across agents, closely resembling multi-
agent decision-making in scienti!c computing tasks [3, 7, 66, 88],
and provide a comprehensive evaluation of the system’s ability to
handle diverse multi-agent dynamics.
MARLess’s settings. We set the tolerant window size𝑉 to 10
for all experiments, and the upper threshold 𝑑 for scaling actors
is set to 0.5 when evaluating MARLess. The learning rate remains
!xed throughout training. The decrease detection threshold 𝑂 is
con!gured based on the speci!c algorithm and environment. The
maximum number of available actors, 𝑈𝑆𝑇𝑈 , for all baselines is set to
50. In MARLess, the minimum number of actors, 𝑈𝑆𝑃𝑉 , is set to 𝑋𝑁𝑂𝑃

𝑂 ,
where 𝑆 is the number of agents in the environment. Additionally,
we evaluate the sensitivity of these hyperparameters in §6.5.

6.2 Overall Performance
6.2.1 Performance Improvement in MARL Algorithms. We evalu-
ate how MARLess improves training e"ciency for SOTA MARL
algorithms. To demonstrate its performance and compatibility,
we implement four representative algorithms in MARLess, cov-
ering independent and centralized, actor-critic and value-based
methods. 1) IPPO [12] is the multi-agent extension of PPO [67], a
popular on-policy actor-critic algorithm. We implement it with
Generalized Advantage Estimation (GAE) and surrogate objec-
tive clipping. 2) IQL [76] is the multi-agent version of Deep Q-
Network (DQN) [48], representing a standard o$-policy value-based
approach. 3)MAPPO [82] enhances PPO with a centralized critic
for improved stability and remains on-policy. 4) VDN [74] builds

68m denotes the task “8 Marines v.s. 8 Marines.”
73s5z denotes “3 Stalkers & 5 Zealots v.s. 3 Stalkers & 5 Zealots.”
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Figure 8: MARLess improves training e!ciency for vanilla MARL algorithms.

Table 1: Network architecture settings.

Environment Layer Activation Size

MPE Fully-connect Tanh [64, 64]
SMAC Fully-connect Tanh [128, 256]

on DQN by aggregating agents’ value outputs into a shared loss
for more stable training.

We use the four vanilla algorithms mentioned above as baselines
and integrate themwith MARLess for comparison. Hyperparameter
selection follows tuned examples from RLlib [37] and MARLlib [28].
The detailed hyperparameter settings for algorithm baselines can be
found in the GitHub repository8. The decrease detection threshold
𝑂 is set to 0.1 for MPE and -1 for SMAC. Table 1 summarizes the
policy models’ neural network con!gurations for di$erent MARL
environments. For algorithms involving critic networks, the critics
are con!gured identically to the policy networks. The model scale
is aligned with previous MARL research [28, 40, 59, 64, 78, 82].

All training processes use the Adam optimizer [31] by default.
When running IQL and VDN in the SMAC environment, the opti-
mizer for these algorithms is set to RMSProp [25]. Each algorithm
is trained for 100 rounds across all available scenarios selected
from two environments. Note that VDN is applicable only to fully
cooperative scenarios and does not include simple-adversary. The
results are derived by averaging values sampled from ten repeated
experiments with di$erent random seeds.

Training e!ciency.We run each setting multiple times with
di$erent initial evaluation sets. The averaged rewards across multi-
ple runs, together with the upper and lower bounds, are visualized
in the Fig. 8. The sudden drops and #uctuations in reward curves ob-
served during training are common in DRL and are often attributed
to catastrophic interference [17, 24, 32, 40, 53], which is primarily

8https://github.com/IntelliSys-Lab/MARLess-SoCC25
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Figure 9: MARLess reduces training costs of vanilla IPPO,
IQL, MAPPO, and VDN in (a) simple-adversary, (b) simple-
spread, (c) 8m, and (d) 3s5z. Blue bars indicate the costs of
learner functions, and the rest represent the costs of actors.

caused by non-stationarity in multi-agent environments. Actor-
critic methods, such as IPPO and MAPPO, demonstrate greater
stability compared to value-based methods like IQL and VDN. Also,
centralized methods do not consistently outperform independent
methods, a trend also observed in prior work [12]. MARLess reduces
the end-to-end training time for all vanilla algorithms across all sce-
narios while maintaining or improving training quality, achieving
the same or higher !nal rewards. Compared to the vanilla algo-
rithms, MARLess accelerates the training process by up to 1.27→
when running IPPO on MPE’s simple-spread task.

Training Cost. Fig. 9 illustrates the training costs of the vanilla
algorithm baselines and their variants integrated with MARLess.
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Figure 10: MARLess achieves a better balance between train-
ing speed and training quality.

In MPE tasks, such as simple-adversary and simple-spread, actor
costs are lower compared to SMAC due to the simplicity and low
simulation cost of the MPE environment. In contrast, SMAC in-
volves intensive computation to simulate the StarCraft II game,
resulting in higher actor costs. Compared to the original algorithm
baselines, MARLess reduces training costs by up to 66% in the MPE
environment and up to 68% in the SMAC environment.

6.2.2 Performance Improvement in MARL Frameworks. We also
evaluate how MARLess accelerates the training process and re-
duces training costs compared to SOTA MARL frameworks. Two
popular MARL frameworks were selected for comparison with
MARLess: 1) Ray RLlib [37], an open-source, industrial-grade
DRL library built on the Ray [50] cluster for task scheduling. 2)
MARLlib [28], a SOTA MARL-optimized framework that includes
extensive implementations of various MARL algorithms, incorpo-
rating multiple implementation tricks from existing work [27]. Due
to page limitations, we tested IPPO, IQL, MAPPO, and VDN under
the simple-spread task for comparison. All algorithms use the same
settings as described in §6.2.1.

Training e!ciency. Fig. 10 illustrates the episodic rewards
during training using four algorithms with MARLess, RLlib, and
MARLlib. The results show that MARLlib exhibits lower training
quality while achieving the fastest training speed for IPPO andVDN.
RLlib maintains similar training quality compared to MARLess,
but has the slowest training speed for IPPO and VDN. In contrast,
MARLess strikes a balance between training speed and quality,
accelerating MARL training while maintaining training quality and
achieving comparable !nal rewards.

Training cost. Fig. 11 illustrates the training costs for MARLess,
RLlib, and MARLlib. MARLess achieves signi!cant cost savings,
reducing training costs by up to 67% compared to RLlib and 61%
compared to MARLlib.

6.3 E#ectiveness of MARLess
To validate MARLess’s core designs: dynamic learner sharing and
actor scaling, we run IPPO on MPE’s simple-spread task for 100
rounds. During training, we record the number of learner and actor
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Figure 11: MARLess has lower training costs compared to
other MARL frameworks.
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Figure 12: MARLess reduces costs by combining dynamic
learner sharing and actor scaling with serverless computing.

functions at each round, as shown in Fig. 12(a), to verify that MAR-
Less reduces training costs by releasing unnecessary actors and
learners. In addition to the serverful IPPO baseline, we also eval-
uate IPPO directly migrated to a serverless environment without
dynamic learner sharing or actor scaling, denoted asMARLess↓ .
Since the unit price under this setting for serverless actors is higher
than that for serverful actors, directly using serverless platforms
without MARLess results in higher actor costs. With MARLess’s
dynamic learner sharing and actor scaling, training costs for server-
ful IPPO are reduced by 57%, and training costs for MARLess↓ are
reduced by 43%, as shown in Fig. 12(b). Moreover, both the actor
scaling [84] and learner sharing [29, 87] have been theoretically
proved with a bounded convergence of the reward.

6.4 Ablation Study
To further validate the e$ectiveness of dynamic learner sharing and
scalable actors, we introduce two additional variants of MARLess
for comparison: 1)MARLess w/o scaling: This variant runs MAR-
Less with a !xed number of actors set to 𝑈𝑆𝑇𝑈 . 2)MARLess w/o
sharing: This variant runs MARLess with !xed learner functions,
disabling dynamic learner sharing. In this setup, the number of
learner functions corresponds to the number of agents.

We run IPPO in MPE’s simple-spread with the same setting as
described in §6.2.1. Fig. 13(a) shows that MARLess accelerates the
training process by up to 25% compared to its variants, without
compromising training quality. Fig. 13(b) demonstrates that MAR-
Less reduces actor costs by 33% through actor scaling compared
to w/o scaling, and lowers learner costs by 49% through learner
sharing among agents compared to w/o sharing. By combining both
features, MARLess achieves optimal resource e"ciency.
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6.5 Sensitivity Analysis
We analyze the sensitivity of three parameters in MARLess: the
tolerant window size𝑉 , the scaling upper threshold 𝑑 , and the
decrease detection threshold 𝑂 . The same experiment described in
§6.2.1 is conducted, i.e., training IPPO on the simple-spread task,
with varying values for these parameters. Fig. 14 presents the sen-
sitivity analysis results for MARLess.

Tolerant window size𝑉 . In previous evaluation experiments,
the window size𝑉 was set to 10. For sensitivity analysis, we vary
𝑉 from 5 to 20 in steps of 5. As shown in Fig. 14(a), increasing𝑉
reduces the training cost since MARLess switches strategies less
frequently. However, when𝑉 exceeds 10, the !nal reward starts to
decline because MARLess becomes slower at adapting the correct
sharing strategy when rewards are low.

Scaling threshold 𝑑 . In the evaluation section, the upper thresh-
old 𝑑 for scaling actors is set to 0.5. For sensitivity analysis, 𝑑 is
varied from 0.1 to 0.7 in steps of 0.2. As shown in Fig. 14(b), increas-
ing 𝑑 reduces training costs because MARLess scales the number of
actors to the maximum required amount less frequently. However,
when 𝑑 reaches 0.7 or higher, the !nal reward decreases due to
insu"cient data for e$ective training.

Decrease detection threshold𝑂 . The value of𝑂 is in#uenced by
the choice of algorithm and the MARL environment used in MAR-
Less. A lower 𝑂 triggers more frequent sharing strategy switches,
typically reducing learner costs but potentially increasing actor
costs due to frequent refreshing of the tolerant window. Excessive
switching can also harm training quality, as illustrated in Fig. 14(c).
If users prefer not to tune this parameter for speci!c settings, setting
𝑂 to 0 provides a relatively balanced performance.

6.6 Scalability
Actor scalability on HPC cluster. We evaluate the scalability of
MARLess by varying the maximum number of actors, increasing
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Figure 16: MARLess speeds up the training and reduces the
costs for large-scale scienti"c MARL workload.

the limit from 50 to 1,850 in increments of 450. Using the settings
described in §6.2.1, we run IPPO, IQL, MAPPO, and VDN on MPE’s
simple-spread task and measure the end-to-end training time. The
experiments are conducted on a simulated HPC cluster consisting of
!fteen AWS EC2 c6a.32xlarge instances. We limit each training
run to 50 rounds. Fig. 15(a) presents the average total training
time for the four algorithms across di$erent actor amounts. The
training time of IPPO andMAPPO decreases as the number of actors
increases because both are on-policy methods that may trigger
multiple sampling rounds per update. More actors provide larger
batches per round, reducing the number of sampling triggers. When
the actor count exceeds 160, only one sampling trigger is needed,
so further scaling brings no speedup. In contrast, IQL and VDN
slow down with more actors due to the overhead of the Prioritized
Experience Replay (PER) [65] bu$er, which must preprocess data
and compute priority scores for each trajectory before storage.

Model size scalability. To test MARLess with model size scal-
ability, we run IPPO on MPE’s simple-spread task using models
ranging from 4K to 10K parameters, which are aligned with typical
MARL settings [12, 21, 29, 40, 82]. We measure total training time
and MARLess overhead, de!ned as the total time minus actor sam-
pling and learner updates, using the setup described in §6.2.1. As
shown in Fig. 15(b), training time increases sharply with model size,
while MARLess overhead remains small and grows much slower.

Large-scale scienti"c workload. To further validate our sys-
tem in real-world scenarios, we integrate and run a turbulent
#ow simulation MARL workload [7] using MARLess. This work-
load applies a MARL algorithm to train the log-law-based wall
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model (LLWM) for turbulent #ow simulation. We conduct the large-
scale scienti!cMARL experiment on our HPC testbed. Fig. 16 shows
that MARLess achieves an average of 34% cost reduction and 1.1→
speedup compared to the serverful baseline.

6.7 Latency Breakdown and Overheads
We categorize the latency and overheads into the following compo-
nents: 1) I/O overhead includes time spent saving and retrieving
states from external storage. 2) Actor sampling time is the time
actors take to sample trajectories. 3) Learner updating time is the
time spent when the learner updates policies and critic networks.
4) Decrease detection overhead is the time spent detecting per-
formance decreases. 5) Learner sharing overhead is the time
incurred by the dynamic learner sharing mechanism. 6) Actor scal-
ing overhead is the time required to calculate ideal actor numbers
and scale actors dynamically based on needs. Fig. 17 presents the
latency breakdown and overheads for a single round when run-
ning simple-spread with four di$erent algorithms. The experimental
setup follows the same con!guration as described in §6.2.1.

7 Related Work

MARL algorithms. Existing MARL algorithms can be catego-
rized based on two key aspects. First, by policy construction, they
are divided into value-based methods (e.g., IQL [76], VDN [74],
QMIX [59]) derived from DQN [48], and actor-critic methods (e.g.,
IPPO [12], MAPPO [82], MADDPG [40]) extended from Soft Actor-
Critic (SAC) [22]. Second, by training scheme, they are classi!ed
into independent learning [12, 76], where each agent trains sepa-
rately, and centralized learning [40, 59, 74, 82], which utilizes shared
information for improved training.
MARL frameworks. On the other hand, several MARL frame-
works have been proposed recently [27, 28, 37, 44, 44, 54, 64, 80, 90].
We choose RLlib [37] and MARLlib [28] as baselines because RL-
lib o$ers industry-level scalability for heavy MARL workloads,
and MARLlib builds on RLlib to implement diverse algorithms.
On the contrary, PyMARL [64] and PyMARL2 [27] support only
value-based algorithms, EpyMARL [54] is limited to RNN-based
architectures, and MALib [90] prioritizes model searching over
single-training optimization. SRL [44] focuses on optimizing het-
erogeneous resource allocation for actors and learners, which is
orthogonal to MARLess and can be easily integrated with it.
Learner sharing in MARL. Learner sharing was !rst explored
to enable cooperation among agents in early research comparing
independent and cooperative agents [77]. It is widely applied in

cooperative MARL tasks with homogeneous agents [12, 21, 26, 33].
Indexed learner sharing [18] uses an index as input to policy models
to generate agent-speci!c actions. Selective learner sharing [10]
trains an encoder to create latent representations for grouping
agents before training. MAPD [29] dynamically updates policy
assignments using an encoder based on the agent’s information.
GoMARL [87] employs !ne-grained subgroups for partially shared
parameters in value-based algorithms. Unlike these methods, MAR-
Less leverages a lightweight dynamic learner sharing approach
based on KL divergence from previous trajectories.
Scalable DRL training with serverless computing. In recent
years, serverless DRL training frameworks have been proposed [84–
86]. MinionsRL [85] !rstly introduced a serverless paradigm for
DRL training, employing a DRL-driven scheduler to scale actors
dynamically. Nitro [84] advanced this approach by leveraging the
Hessian matrix to capture the convexity of the objective surface
curvature. Stellaris [86], on the other hand, focuses on asynchro-
nous training. However, all of the above research primarily focuses
on SARL, and their serverless-speci!c optimizations are not com-
patible with MARL training. Existing serverless RL frameworks
fail to explore the potential bene!ts of serverless computing for
distributed MARL. MARLess is the !rst framework designed specif-
ically for serverless MARL training.

8 Conclusion
This paper proposes MARLess, the !rst serverless MARL train-
ing paradigm, which is compatible with a wide range of MARL
algorithms. By combining MARL training with the #exibility and
scalability of serverless computing, MARLess leverages dynamic
agent similarities and varying data requirements. It features a novel
dynamic learner sharing technique and an actor scaling rule tai-
lored forMARL, balancing the diverse data demands among policies.
We evaluate MARLess with four representative MARL algorithms
and compare it against two popular frameworks. Experiments on
AWS EC2 testbeds show that MARLess outperforms state-of-the-
art MARL baselines, achieving up to 1.27→ faster training speeds
and reducing training costs by up to 68%. Experimental results
from a simulated HPC cluster with 1,920 vCPUs demonstrate MAR-
Less’s scalability. Moreover, MARLess achieves a 34% cost reduction
and 1.1→ speedup on large-scale scienti!c MARL workloads of wall-
models for turbulent #ow simulation, further validating its potential
for real-world tasks with intensive computational demands.
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