Commun. Math. Phys. (2024) 405:117 Communications in
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-024-04998-5 M ath emat i c al

Physics
®

Check for
updates

Wilson Loop Expectations for Non-abelian Finite Gauge
Fields Coupled to a Higgs Boson at Low and High
Disorder

Arka Adhikari

Department of Mathematics, Stanford University, Stanford, USA E-mail: arkaa@stanford.edu

Received: 11 April 2022 / Accepted: 20 March 2024
Published online: 25 April 2024 — © The Author(s), under exclusive licence to Springer-Verlag GmbH
Germany, part of Springer Nature 2024

Abstract: We consider computations of Wilson loop expectations to leading order at
large B in the case where a non-abelian finite gauge field interacts with a Higgs boson.
By identifying the main order contributions from minimal vortices, we can express the
Wilson loop expectations via an explicit Poisson random variable. This paper treats
multiple cases of interests, including the Higgs boson at low and high disorder, and finds
efficient polymer expansion like computations for each of these regimes.
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1. Introduction

1.1. Background and history. Quantum field theory and the Standard Model are some of
the greatest successes of modern physics; they can compute the behavior of the smallest
particles with remarkable accuracy. However, these physical theories have yet to be
given a rigorous formulation due to multiple difficulties defining the Hamiltonians used
on continuous spaces. Glimm and Jaffe [15] attempted to define quantum field theories
by first defining a Euclidean quantum field theory and then applying a Wick rotation to
the appropriate complex domain. However, Seiler [18] pointed out issues when trying
to follow this path in general; Seiler instead proposed that the fundamental objects one
should study are suitable random functions on an appropriate space of closed curves.

One promising strategy to do this was via lattice gauge theories. Inspired by ideas from
statistical physics, Wilson [21] proposed lattice gauge theories as a means of computing
some quantities of interest in lattice gauge theory; more specifically, he wanted to explain
quark confinement. Lattice gauge theories are quantum field theories defined on a lattice;
the Hamiltonians can be well-defined on this discrete space. The ultimate hope is that
one could take the limit of quantities computed on the lattice as the size of the lattice
goes to 0o, and the lattice spacing goes to 0 to derive a continuous theory.

This approach is promising, but there is still no proof that in the interesting physical
dimension of 4 there is a way to take the lattice spacing to O and obtain a meaningful
probability distribution in the end. However, it is still an intriguing question to determine
whether there are physical quantities of interest that have a computable limit when
computed on lattice gauge theories as the size of the lattice goes to co. The most important
observables of interest are Wilson loop expectations. We will formally define these
Wilson loop expectations at the end of Sect. 1.3, but we can describe the physical meaning
of these values here. In the Standard Model, many large subatomic particles, called
baryons, are theorized to be composed of smaller constituents called quarks. An unusual
fact about quarks is that individual quarks are not found alone in nature. Physicists argue
that the quarks are tightly bound to each other in real-world scenarios,. Wilson in [21]
argues that if Wilson loop expectations satisfy appropriate decay conditions, namely the
Area Law, then this would be sufficient to establish quark binding.
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Though the most physically relevant case of lattice gauge theories occurs when study-
ing the group SU (3) x SU (2) x U (1), there is a substantial literature in both the math and
physics literature studying lattice gauge theories on finite groups [2,6,10,16,17,19,20].
In more recent history, multiple works computed the values of Wilson loop expectation
for various discrete groups. In particular, the papers [8,13], and [7] calculate Wilson
loop expectations in the case of a pure gauge field. The work [14] computes Wilson
loop expectations for a pure U (1) gauge group. However, in the Standard Model, the
gauge field is expected to interact with multiple other particles of interest; the interac-
tion with other particles makes the analysis substantially more complicated. This model
considers the computation of Wilson loop expectations when our Hamiltonian includes
an interaction with a Higgs boson. Under certain conditions, we would expect that the
analysis in this work could be adapted to the case of multiparticle interactions without
too much difficulty. We remark here that the work [12] treats the problem of computing
Wilson loop expectations with a Higgs boson, when the gauge group is abelian and in the
low disorder regime of not too small values of «. This work substantially generalizes the
analysis to non-abelian groups and includes the high disorder regime, amongst other gen-
eralizations. In the proceeding subsections, we give further mathematical background
on the problem of computing Wilson loop expectations and our main results.

1.2. Organization of the paper. In this short subsection, we describe the organization of
the paper. In the rest of the introduction, we present the notation we will use and further
details about the problem of computing Wilson loop expectations on models containing
a Higgs boson. Afterward, we discuss the history behind the problem and introduce our
two major new regimes: the low disorder and the high disorder regime.

These two regimes have different polymer expansions, and each has its own section.
Section 2 analyzes the low disorder regime with a toy model, where G and H are both
abelian Z, groups. This section introduces the model in Sect. 2.1, introduces our polymer
expansion in Sect. 2.2, identifies the main order contributions in Sect. 2.3, and finally
compares our model to a computation involving a Poisson random variable in Sect. 2.4.

Wondrously, there are no substantial differences in the low disorder regime between
the abelian and non-abelian cases. Thus, Sect. 3 has the simultaneous job of introducing
the notation of the non-abelian Higgs boson model in Sect. 3.1 and performing the brief
modifications necessary to analyze the low disorder regime in Sect. 3.2.

In Sect. 4, we give the more involved analysis of the lower disorder regime. The first
two Sects. 4.1 and 4.2 introduce elements of our polymer-like expansion. Section 4.3
identifies the main order contribution, and Sect. 4.4 performs a comparison to a Poisson
random variable.

In Sect. 5, we perform a far more delicate analysis of the error terms in Sect. 4
involving particular properties of the minimal vortices that form the crux of our main-
order contribution in Sect. 4. Section 5.1 introduces the proper setting for our delicate
decorrelation estimates, which are established in Sect. 5.2. These decorrelation estimates
help improve the error term and form the crucial part of our main theorem on the leading
order of the Wilson loop expectation, which is proved in Sect. 5.3. This, in turn, improves
the approximation by Poisson random variables in Sect. 5.4.

1.3. Preliminary notation and discussion. As their name implies, lattice gauge theories
are studied in some lattice Ay := [—N, N]¢ which is a sublattice of Z<¢. We let Vy
denote the set of vertices of Ay, and we let Ey be the set of oriented edges of Ay;
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the orientation distinguishes the edge e = (x, y) from —e = (y, x). Also important in
lattice gauge theories is the set of plaquettes Py . If we let x1, x2, x3, x4 be a set of four
vertices such that x; is adjacent to x; (with x5 = x1), then the square bounded by these
four vertices will be called a plaquette. Plaquettes have a natural orientation inherited
from the order in which we traverse the boundary vertices. (Thus, if we let p be the
plaquette with boundary vertices traversed in the order x1, x2, x3 and then x4, then —p
is the plaquette with boundary vertices traversed in the order x4, x3, x2 and then x.)

A gauge configuration o, with gauge group G on alattice, Ay C Z¢ is an assignment
o : Ey — G such that o_, = (0,)~'. The gauge group G also comes with a unitary
representation p : G — Up to the appropriate space of D x D unitary matrices.

A Higgs boson configuration is the assignment ¢ : Vy — C of a complex-valued
function at each vertex. Later in this introduction, we will provide some restrictions on
the values that ¢ could take. Associated with the Higgs boson is a covariant derivative
that mixes the action of the Higgs boson and the gauge field. Let e be the edge that
connects the vertex x to the vertex y. Then, we have,

De¢p = ¢xTrlp(0e)] — ¢y. (1.1)

With this, we have the following Higgs interaction term between the Higgs boson
and the gauge field,

1 _
HI@.¢) =5 3 IDepl’ = Y neldsl’ = 37 b Tilpo)1gy. (12)

ecEyn xeVy e=(x,y)eEN

where 7n is the number of neighbors of x on the lattice. For all vertices except on the
boundary, n, = 2d.

A gauge field configuration also has a self-energy, corresponding to the curvature
form, or Wilson action functional. Associated to any oriented plaquette p, whose bound-
ary vertices are xp, x2, x3 and x4 (with edges ¢; = (x;, xj+1)), we can define the action
Y along the plaquette to be Tr[p (0, )0 (0e,) p(0es) p (0, )]. Note that due to the cyclic
property of the trace, it is indeed the case that the value of ¥, does not depend in partic-
ular on which vertex we start the ordering of the boundary vertices (though the actions
will differ if we consider ¥, or ¥/_ ). The Wilson action function will be the sum of the
actions v, over all oriented plaquettes p.

WA(@0) == Y ¥p(0). (1.3)

pEPN

For an abelian group and a 1-dimensional representation p, we can represent this in
a much more direct form as follows:

WA(o) == — Z p((do) ). (1.4)

PEPN

If we consider the oriented plaquette p with oriented boundary edges ej,e2,e3 and
e4, then (do) , is the well-defined element ) ; o,;. We needed to introduce more general
notation for the non-abelian case since we can no longer assign a canonical element to
each plaquette.

The Higgs boson also has a self- interaction given by the following form,

SI(¢) =Y (Ig:|* — D% (1.5)

xeVy
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Consider the following interaction Hamiltonian between the Higgs boson and a gauge
field,

HN.pui(o,¢) :=—pWA(0) —«kHI(0,9) = £SI(). (1.6)

1.3.1. Previous work: Wilson Loops in abelian lattice Higgs model There are multiple
works on the physics literature on the lattice Higgs model; for example, one could see
the papers [3—5]. Recent rigorous mathematical works [12] considered the formal limit
when taking { — oo. In this limit, the values of |¢,| are confined to 1, so ¢, can only
take values along the unit circle. The large ¢ regime is believed to be the region where the
interesting physics of the replica symmetry breaking of the Higgs boson should occur.In
physics, this is considered the London limit.

These works also let ¢, take values in some finite subgroup, H, of the multiplicative
group of the unit circle. The group H is isomorphic to Zj (the additive group of integers

mod k) for some k; namely, ¢, can only take values of the form 21t for some 0 <j<k
We also remark that after fixing |¢| = 1, we have that ¢ = ¢~!. This replacement will
be used many times when expressing the Hamiltonian. After such a replacement, the
Hamiltonian generates the following measure of gauge and Higgs boson configurations
on the lattice, A y.

1
p(o, ¢) = Z exp[Hn g« (0, 9], (1.7)

where Z is the partition function coming from the sum of exp[Hy g . (o, ¢)] over all
configurations of ¢ and ¢.

On the loop y, the Wilson loop action W,, (o, ¢) is the product Tr[]_[eey p(oe)] of
the o’s along y. As before, the cyclic property of the trace ensures that this quantity is
well-defined.

In [12], the authors considered the case that G was abelian, p was a one-dimensional
representation, and H is contained inside the image of p(G)(which will be a subgroup
of the unit circle). This simplification allows one to effectively gauge out the effect of
the Higgs boson.

Before describing this construction, we remark that we can always assume that the
only element, g € G, such that p(g) = 1 is the identity element. If this were not true,
then we could remove a trivial gauge invariance that does not change the Hamiltonian
action but modifies the group G so that the only element with p(g) = I is the identity.
The construction is as follows: first, let G’ be the subgroup of elements g’ in G consisting
of those elements with p(g’) = I. Since multiplying a configuration o, by some element
g € G’ at any edge does not change the Hamiltonian, we see that this is a trivial gauge
invariance. We might as well consider the quotient group G/ G’ as our gauge group. This
G/ G’ has the property that the only element g with p(g) = 1 is the identity element.

Now let us return to our simplification of the Higgs boson action. We can make
the following map that preserves the action, but simplifies the Higgs boson term. Let
nx be the term such that p(ny) = ¢, (this is unique since p(g) = 1 only if g = 1).
Then, we consider the map (¢, o0.) — (1, n;]creny) where (x, y) are the endpoints
corresponding to the edge e. We call this map o, — n;lae ny by Fy. For any choice of
¢, this Fy is a bijection between the set of gauge field configurations o, and itself.

This argument shows that when considering the expectation of a gauge-invariant
function, such as a Wilson loop expectation, one can merely consider the expectation
with respect to the net Hamiltonian,
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Hype=—K Y p)—B Y p((do),). (1.8)

ecEyN pePy

This reduces the question of the Higgs boson to a slightly modified question about
pure gauge configurations. We remark here that the paper [12] considers the case that x
is sufficiently large.

1.4. Extension of the analysis of Wilson loop expectation. One can imagine multiple
changes to the model that make the model proposed in (1.8) substantially more difficult
to analyze.

This manuscript answers three questions that substantially generalize the analysis
and increase its relevance to actual physical behavior.

o What happens if the gauge group G is non-abelian?

o What happens in the small k regime in which the interaction with the Higgs boson
does not suppress excitation of the Higgs field?

o What happens in the more general case that the group H for the Higgs boson is not
contained in the image p(G) of the gauge group?

The three questions above are very natural, but the third requires a more technical
explanation. As stated, the third question is well-defined for abelian groups with a 1-
dimensional representation. For more general groups and representations, the analog is
as follows. Let G be the group of elements whose image under the representation p is a
multiple of the identity, i.e. g € G if p(g) = cl, where c is some constant. We let H;(
the “trivial” elements of H) be the group of these coefficients ¢ from elements of G that
are also in H; since p is a unitary representation, H, is a subgroup of the unit circle. The
case we have to consider is that H is not equal to these elements H;.

If H were not equal to H;, one immediately sees that one cannot immediately gauge
out the effects of the Higgs boson. If one now has to consider a nontrivial Higgs boson
group, one must also need to consider the excitations of the Higgs field. In particular,
the analysis of [12] depended on H being contained in p(G); it is unclear whether the
methods of [12] would work without this assumption.

The analysis of the simplified case in [12] depended on the fact that any edge with
0. # 1 can be considered an excitation. Unfortunately, this is no longer the case with a
nontrivial Higgs field. We will illustrate this problem with a simple calculation. Consider
the case that G = Z3 while H = {ezni%} for k between 0 and 9 and § = O (or at least
B < k). Observe that H is isomorphic to Zo.

In this case, one can apply a gauge transformation similar to one applied in the
previous subsection. However, p(o,) can only take values {1, e i%, eznig} rather than
all of H. Thus, the furthest we are able to simplify the values of ¢, under a gauge
transformation is to {1, ezmé, 2715 }.Let 6, = {1, eznié, ez”i%} be the simplified value
of ¢, under the gauge transformation.

Now consider an edge ¢ = (x, y) such that 6, = e i3 and 6, = 1. We see that

the maximum value of exp[6, p(ae)O_y +0, p(ae_l)ey] is exp[2 cos(2m g)], which occurs

when o, = eznig. Observe that the maximum is not exp[2], as one would get if 6, = 6,.

From this toy calculation, it is clear that treating nontrivial edges, with o, # 1, as
excitations does not capture the behavior of the Gibbs measure. Thus, it is no longer
sufficient to reduce the analysis of the Higgs field to a modified pure gauge field. We
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will treat various regimes in this manuscript, and, on each of these regions, we would
need to understand the excitations of the Higgs boson. The proceeding subsections will
discuss their respective regimes in more detail.

1.5. The low disorder regime: high k. In the case of [12], when « is sufficient large,
then the excited clusters with o, # 1 form finite clusters. From this fact, [12] can show
that, in this regime, one can compute Wilson loop expectations by keeping track of the
nontrivial edges with o, # 1 along the loop y.

When we introduce a nontrivial Higgs boson field, we can assert a slightly similar
statement. It is not the case that, given a fixed Higgs boson field configuration, the lowest
energy configuration sets all values of o to o, = 1. However, we do see that an edge
e = (x, y) with o, # 1 and arbitrary Higgs boson values ¢,,¢, at the boundary vertices
will certainly have less energy at that edge than a configuration that sets ¢, = ¢, and
o, = 1. Thus, if one is willing to modify the Higgs field in addition to the gauge field
configuration, one may be able to treat edges with o, # 1 as an excitation.

This is precisely what is done in Sect. 2. In this section, beyond just generalizing
the analysis of [12] to a more general Higgs boson group, we also establish a polymer
expansion. One further consequence of this polymer expansion is that it helps express
the Wilson loop expectation as a computation involving an explicit Poisson random
variable. Roughly speaking, if we define the support of a configuration (o, ¢) of a joint
gauge field and Higgs field configuration as those plaquettes that bound excited edges e
with o, # 1 or ¢, # ¢,, then we derive the desired properties behind a proper polymer
expansion. The details of the polymer expansion are given in Definition 2.1. The main
principle behind a polymer expansion is that it is easy to analyze probabilities if one can
always perform the following procedure. If a configuration has support P; U P>, where
P and P, are disjoint, then the configuration can be bijectively split into a configuration
supported on P; and another supported on P;.

There is a relatively straightforward way to do this splitting for the gauge field con-
figurations o, but one has to exert effort in order to split the Higgs field configurations
into the disjoint supports. Section 2 performs this analysis in a toy case that G = Z»
and H/H, = Z,, where the splitting is easier to describe. The calculation for more
general gauge groups G and Higgs boson groups H is similar but more cumbersome in
the description of the division.

We informally describe our main theorem in this section as follows.

Informal Theorem 1.1. (Informal Version of Theorem 2.1 and 2.3 of Sect. 2) For suf-
ficiently large B and k, the main order contributions to the Wilson loop observables are
by the number of minimal vortices (roughly, those plaquette excitations centered around
a single edge with o, # 1) that are centered around the edges of y. Furthermore, the
number of minimal vortex excitations along the edges of y can be treated as roughly a
Poisson random variable with parameter O (|y|).

Define the quantity

21 P(8) exp[12BRe[(p(g) — p(1)]]exp[2kRe[p(g) — p(1)]]
>_g#1€XPL12BRe[(p(g) — p(1)]]exp[2kRe[p(g) — p(D]]

Aﬂ,,( =
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E[W,]~ E[Af ]

=exp | (Ag. — DIly| Y expl12BRelp(g) — p(1)]expl2kRelp(g) — p(D]] | ,
g#l
(1.9)

where X is a Poisson random variable with expectation |y | Zg#l exp[12BRe[p(g) —
p(D]exp[2«Re[p(g) — p(D]].

In what follows, we will give some numerics in the case that G = Zo, H = Z4,d = 4
and the representation p is the standard representation. In the presentation that follows,
we will also drop all constants that do not depend on the values of § or «.

Let

ag e = max (exp[—4,3], exp [—%]) ,

and let X be a Poisson Random variable with expectation |y | exp[—24 8] exp[—4«].
Provided ag  is sufficiently small, we have that,

IE[W, 1 — E[(=D*]| < O(ly | exp[—24B]exp[—4ag ), (1.10)
|E[W, ] — exp[—2|y | exp[—24B] exp[—4k]1]| < O(|y|exp[—24B]expl—dk]agp ).

Wondrously, our polymer expansion is robust enough to treat the case of non-abelian
G with few changes to the proof.

1.6. The high disorder regime: k low. A difficulty in the case of small k is one can no
longer consider edges with o, # 1 as excitations of the configuration (o, ¢). Instead,
the predominant suppression to the probability is caused by excited plaquettes with
p((do)p) # 0. Due to this fact, we see that it would be better to separate the gauge
field excitations as follows. We first create an auxiliary field n : Viy — G satisfying the
property that o = 1,0, Ny I (the gauged version of &) has as “few’ nontrivial edges with

o8 # 1 as possible. Then, the effects of the Higgs boson interaction on the gauge field
configuration can be understood as a fluctuation of the auxiliary field n,. What follows
is an informal discussion of the procedure being described.

1.6.1. Informal discussion To do this, we introduce a spanning tree 7', with base point
b, of the lattice A. Our goal is to find the auxiliary field n : Viy — G such that the field
ol = n;loe ny for e = (x, y) satisfies some particular properties. The property we try
to ensure is the following: for each edge e € T, we assign the value of = 1.

The auxiliary field 5 can be constructed inductively as follows. We first set 7, = 1.

Now, for any other vertex v on the lattice Ay, let p = (b = vp), v1, v2,..., (v, = V)
be the path on the spanning tree 7' connecting b to v. Assume that we have already
assigned the values 7, to 7,, ,. Then, we choose n,, := o, 'n,, ,, where e is the

edge (v,—1, vy). Clearly, with this choice of 7,,,, we have of =1fore = (Vy_1, V).
Since T is a spanning tree, this fixes all values of 7 on Vy. Finally, we can define 0§ as
of = nx_loeny for e = (x, y). We remark that in the course of the proof, 7 will not be

fixed a priori and will be chosen as is most appropriate for that part of the proof.
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Let us give some heuristics for the partition function and other associated quantities
for this new Hamiltonian with the auxiliary field n. In the computation of the partition
function to the highest order in 8 (for B sufficiently large and regardless of the specific
value of k), we can ignore the fluctuation of of and set of = 1 for all edges e. The
partition function can be treated as a sum over all possible configurations of 7, and ¢,
for the Higgs boson.

Namely, Z ~ Zn b eXPLY_ oy Ko Trl [o(nvny)]éy']. The configurations of
the values of o,fg are fixed to 1, since these excitations would be lower order in .

When computing the probability of seeing a single excited minimal vortex P (e) in
the Wilson action, the probability can be computed as a fraction with some numerator
and Z as the denominator. To leading order, we see that the numerator can roughly be
expressed as a sum over configurations with 05 = 1 for ¢’ not the center of the single
excited vortex, and o, # 1 for e = (a, b) the center of the single excited vortex. We see
that it would be important to specifically consider the values of 1., 7, ¢a, Pp-

We see that one way to write the numerator is,

> expl128(Tr[p(c)] — Te[p(1)])]
o8 #1
Y. expleRel@aTrlp(laod iy Dby, ' = daTrlpGaiy NI, ' (g 1y
ﬁa»ﬁhaéuvq’sb
> expl > ke Trlpmun, gy,

e=(v,w)

where ), denotes the sum over all elements not specified by 14, 75, ¢a. ¢p. Addition-

ally, for the quantity inside the second sum, we will use the convention ¢, = $q and
so on. The reason we introduce this notation is to specifically indicate that we fix the

values of ¢, to <13a and so on.
Now, the ratio

>R EXPLY o) K0 TrLp (w1 ']
S ot EXPLY ooy KPTr 0 (umi ) 1]

(1.12)

is the probabﬂlty that under the Ising type interaction quTr[p(nvnwl)]qbw on edges,
we will get ng = g, iy = Np, Pa = qba, ¢p = qbb for some specified values of
d)a, q&;, Na, Np. These can be considered to be some type of magnetization.

At low k, we see that understanding the behavior of the 7 and the ¢ fluctuations are
nontrivial questions. Furthermore, we see that the introduction of the n and ¢ fields can
lead to highly nontrivial correlations.

From the example above, we can imagine what would happen if we consider a more
general family of excited plaquettes. For example, let us consider two excited minimal
vortices centered at edge e; = (ay, b1) and e> = (az, by). To do this, we have to adjust
the computation of the numerator to specifically fix the values of 14, 5, and ¢q; »,
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Namely, we see that we can better express the numerator as,

> [ Texpl128(Relp(08)] — Relp()D]

g
o, !

Y. [ TexplxRelgo, TripGio, el i, Dby, — o Trlp Glas iy, DIds 11 (g 13
ﬁa,—,h,—yéai.bi '

Yoexpl D wpuTrlp(um,Hlgul,

R e=(v,w)

where as before ), is the sum over variables that are not 7, 5, , ba; b; While ¢y, is set
equal to ¢, in the second sum.
The important ratio we have to consider in this example is,

SR XD () KB TEL 0 () 1]
> EXPLY o) KD TEL 0 (i )11

(1.14)

We see that the computation involves understanding the correlation between 7, , 7,

and qASal. , qAbbi at different sites. Though at small «, we would expect exponential decay of
correlations, it is the very presence of these correlations that makes it difficult to define
a polymer expansion in the case of small « purely from knowing the values of ¢ and ¢,
even in the abelian case.

For simplicity of notation, let us consider the abelian case. The main issue can be
observed by looking at the following example. Consider a gauge field configuration o
such that the set of excited plaquettes , those with d(o), # 0 is a small set with size k,
but the set of edges with o, # 0 is much larger, say of O (k*). Considering this example
will show us an obstruction to a polymer expansion.

Naively,this means that if we find another configuration o, whose support contains
one of these O (k*) edges, then there will be correlations between observing both oy and
07. Namely, P(o107) is far different from P(o1)P(02). This is in contrast to the case of
a pure abelian gauge field, where configurations can easily be split as the set of excited
plaquettes associated to o7 and o7 are disjoint.

For small «, we found an auxiliary Hamiltonian based on the random currents repre-
sentation of the Ising model [11] that exactly allows us to characterize when the effects
of « cause two disjoint configurations to be correlated with each other. The random
current expansion introduces a new field / (e) for each edge e and couples our original
Hamiltonian, H y (o, ¢) to a new Hamiltonian $x (o, ¢, I) , equation (4.2), in the new
variables /. One can define a polymer expansion using these new variables, as in Def-
inition 4.1. Unfortunately, even in the abelian case, the introduction of the Higgs Field
leads to knotting problems, as in the non-abelian pure gauge field case [7]. Through
this new polymer expansion, we show that the Wilson loop expectation can be reduced
to understanding the effects of minimal vortices lying along the edges of y in Sect. 4.
There is a simple argument with a worse error rate showing that the number of minimal
vortices along y can be treated as a Poisson random variable at the end of the same
Sect. 4. We remark that the analysis of this section can be readily extended to the case
that H is a continuous group.
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Furthermore, by carefully understanding the decorrelation between the contribution
of the Wilson loop action from different minimal vortices, we can improve our error anal-
ysis. Roughly speaking, this involves relating quantities of the form (1.14) to products
of those of the form (1.12). This rather delicate task was performed in Sect. 5.

We have the following informal version of our main result,

Informal Theorem 1.2. (Based on Theorems 4.1 and 4.2 of Sect. 4 and Theorem 5.4 of

Sect. 5) For B sufficiently large and « sufficiently small, the main order contribution to

Wilson loop expectations comes from minimal vortices centered around the edges of y .
One can compute the Wilson loop expectation as,

E[W, ]~ E[THAf 1, (1.15)

where Aﬂ,,( is a matrix defined in Theorem 5.2 and X is a Poisson random variable
whose expectation is O(|y]).

We present some numerics in the case that G = Zy, H = Zp and d = 4. We
actually present the result of Theorem 4.2, which has simpler to state results. Consider
the number,

G = max (expl—4B], (e expld])% )
and let X be a Poisson random variable with intensity |y | exp[—24 ], then we have that,

[E[W, 1 — EL(=D¥]| < |y|exp[—24B1dp .

1.16
|E[W, ] — exp[—2|y | exp[—24B]]| < |y|exp[—24B]ag,«- (110

The estimate on W), in Theorem 5.2 takes into account more precise corrections due

to the presence of k. This leads to the new term A .« that appears in equation (1.15) and
distinguishes the effects of the Higgs’ boson from the pure Yang-Mills gauge theory.

2. The Low Disorder Regime: A Toy Model

The purpose of this section is to illustrate the analysis of the Higgs Boson model at large
k when H/H; is nontrivial. To simplify the discussion, we set the gauge field G = Z»
and H/H; = Z,. The analysis for non-abelian groups has no substantial change from the
toy model here. Section 2.1 gives an introduction to the model, Sect. 2.2 introduces the
rigorous tools for the analysis of our configuration, Sect. 2.3 derives quantitative bounds
for the probability of configurations and their contribution to the Wilson loop action,
and 2.4 gives an explicit expression to the leading order of the Wilson loop expectation
via a Poisson point process.

2.1. Introduction and informal discussion. We start by defining our toy model and pro-
ceed with an informal discussion about its properties. As we have discussed in the
introduction, when the gauge group is not the same as the symmetry group of the Higgs
field, the fluctuations of the Higgs boson will affect the lowest energy configurations
of the gauge field. To illustrate the main ideas in the low disorder regime (large «), we
consider the following slightly simplified model.
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On the lattice Ay = [—N, N]*, we allow the Higgs boson ¢, at each lattice point
v € Ay to take two values, either +1 or —1 (which we will later refer to + and —,
respectively, and will be called charges). The gauge group G of the gauge field o is Z»;
as such, we will talk about setting edges e to 0, = 1 or 0, = —1. We will also let p be
a 1-dimensional representation of Z5.

We remark that since for all elements g € Z, we have g = g~ ', we do not need to
concern ourselves with the orientations of edges or of plaquettes. Thus, we do not need
to take into account the orientation of edges. Furthermore, since Higgs boson values
¢ are assigned to vertices and gauge field values o are assigned to edges, we may use
language as ‘assign + to a vertex v’ to unambiguously mean assigning the Higgs boson
value ¢, = + at the vertex v and ‘assign -1 to an edge e’ to mean assigning the gauge
field value o,, 0_, = —1 to either orientation of the edge e.

1

2.1.1. Higgs boson configuration We start by describing, in words, the type of inter-
action between the gauge group and the Higgs field. Consider an edge ¢ € Ey of the
lattice. If it connects two points of the same charge, then assigning {+1} to e will give
energy &£ and assigning {—1} to e will give energy &;. If, instead, the edge e connects
two vertices of opposite charges, then assigning {—1} as the gauge field to the edge e
will give energy £3 and assigning {1} to the edge e will give energy £4. The energies are
ordered as follows

&1 > &, &, &

We will have a standard Wilson loop energy of the form Bp((do),), where, for the
abelian group Z,, we can understand (do) as the sum of all the gauge group elements
along the edges that bound p.

We remark that the energy condition & > &, &3, &4 translates to the following
condition for the general model. Suppose that we have gauged the interaction so that the
Higgs boson elements take values in the quotient group H/H;. Then, on a specific edge
e, the interaction energy between the Higgs’ boson and gauge field is maximized when
the Higgs’ boson takes on the same element of H/H; at the endpoints of the edge ¢ and
the value of o, is set to the identity.

After subtracting an appropriate constant, we can formally write our simplified Hamil-
tonian as follows,

(SHINpa(o @)= Y kIO du,) — (1L, DI+ B Y [p((do) ) — p(D)].

e:(v,w)€E“N pEPy

2.1)

where f“(1, 1) = &1, (1, —=1) = &, f“(—1, 1) = &, f“(—1, —1) = &. When special-
izing this part to the lattice Yang-Mills model with Higgs’ boson, with groups G = Z»
and H = Z4, we have & = 2p(1), & = 2p(—1), &3, E4 = 0. The sum E’;\, is over the
set of unoriented edges; namely, instead of edge pairs e and —e, there is only e. Our
measure on the lattice is

1
p expl(SH)n g« (0, P)]. (2.2)

)

UN, B (0, @) = Z

Here, Z 5 g is the partition function,

Zap=1] D TI D expl(SH)npulo.d)] (2.3)

veVN ¢ve{—1,1} e€EN 0c€Z>
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The action considered above is rather similar to the action in (1.6) if the gauge group
G was chosen to be Z; and the Higgs boson group H is Zy. In this case, one would only
be able to gauge out the Higgs boson field to take only two values ( + or — ). Here, +
corresponds to ¢, = 1 or —1 while — corresponds to ¢ = i or ¢, = —i. In this case,
if there is an edge ¢ = (v, w) such that ¢, and ¢,, are assigned the same value, then
the lowest energy configuration would assign {+1} to o,. By contrast, if there is an edge
e = (v, w) such that ¢, and ¢,, are assigned different values, then assigning o, to be
{—1} or {+1} would give the same energy to the edge. This energy £ would be less than
the maximum energy assigned when ¢, and ¢,, are the same sign, and o, is assigned
the value {+1}.

With the Hamiltonian in (2.1) and ignoring the effect of the Wilson action for now,
we expect the following behavior. Each of the sites would have the same sign (either +
or -), while we would expect that each of the gauge fields would be assigned the value
{+1}. The fact that we would expect nearly all vertices to be assigned the same charge
is due to the constraints &, &4 < & and a Peierl’s argument.

Consider an assignment of Higgs boson charges in which the ¢’s are not constant.
WLOG, we can consider the case that there is a connected neighborhood V of vertices
assigned a negative charge, but this neighborhood V is surrounded by an ocean of positive
charges. We can let EC (V) be the edges that connect V to its complement V. We now
argue that we can obtain a less excited configuration by flipping the charges of the vertices
in V and changing the assignment of all the edges in EC (V) to 1. Clearly, the change in
the energy of this configuration is given by at least « | EC (V) |(£] — max(&3, £4)), where
|EC (V)] is the size of the set EC (V). Thus, we expect that deviations of the Higgs field
from the constant will be suppressed exponentially for large enough «.

The previous discussion shows one important concept. When dealing with a pure
gauge field, one only needs to consider fluctuations of the edges o, from the identity.
This leads to an understanding of Wilson loops expectations via the associated plaquette
computations. Here, the fluctuations come in two ways; as before, we must still consider
fluctuations of edges from the low energy configurations, but we must further consider
the fluctuations of the Higgs field configurations from the identity.

2.1.2. Wilson loop action As is standard, we want to compute the expected value of
the Wilson loop action as the size of the lattice goes to infinity. We consider a closed
non-intersecting loop y in Ay consisting of edges ey, ez, ..., €.

We can define the Wilson loop action as on a configuration C = (o, ¢,) as

Wy (€ =) ploe)=p <Z oe) : 24)
i=1 i=1

We use the notation (y, o) = Y /" 0.

Recall that, on abelian groups, we can consider o, to be a one-form supported on the
edges, Ey; for reference, see the discussion in Section 3 of [7]. Thus, we can interpret
(v, o) as an integral on the set of 1-forms. More importantly, we can apply Stokes’
theorem and can find a surface g such that g = y, and (¢), € {—1,0, 1} for all
plaquettes p € Py such that

(y,0) =) qp(do),. 25)

PEPN
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When we write the Wilson loop action in terms of the integration of a two-form over
a surface, we see that we are able to directly see the effect of nontrivial plaquettes (those
with (do), # 1); later, we will see that this decomposition will allow us to determine
whether some excitation of the Higgs and gauge field C would be independent of the
Wilson action on the loop.

2.2. Rigorous definitions. In this subsection, we will start rigorously describing some
notions we can use to characterize fluctuations of the Higgs field and the gauge field.
This includes the proper notion of the support of a configuration as well as our polymer
counting function.

There is a trivial symmetry that preserves the Hamiltonian; we flip the signs of all the
Higgs boson configurations (°+’ to ’-> and -’ to ’+’) while the gauge field configurations
o, are unchanged. For some simplicity in the proof, we may assume that N is odd. When
N is odd, we can always apply a global flip of the Higgs boson charges to get a unique
configuration satisfying the condition that ZveVN ¢, > 0. (All this condition means
is that the majority of charges are + instead of —.) At this point, we can start giving
definitions of the types of excitations we will consider so that we can consider a cluster
expansion.

Definition 2.1. (Support of Configurations) We define C(E E), our excited edges, as
C(EE)={e=(v,w) € ENy : ¢y # Py} Ule € EN : 0, = —1}.
The support of our configuration is
supp(C) = {p € Py : de € C(EE) s.t. e € §p}. (2.6)

Remark 2.1. Without the Higgs field action, an edge with o, # 1 is not necessarily
excited. For example, one could find a plaquette whose boundary edges are all —1.
This plaquette would not be of lower energy in the Hamiltonian, and we would not
consider this plaquette to be excited. By contrast, with the Higgs action, a single edge
with o, = —1 drives it to lower energy.

Lemma 2.1. Consider a configurationC = (0., ¢y) If p is a plaquette such that (do') , #
1, then p € supp(C).

Proof. Clearly, if (do), # 1, then there clearly is some edge e in the boundary of p
such that o, # 1. Thus, the only nontrivial computations to the probability value from
our clusters come from what we define to be the support of our distribution. O

We will now define the polymer counting function ®(P), where P is a set of pla-
quettes in Py ; this is a crucial part of our cluster expansion.

Definition 2.2. We let E(P) (E*(P)) denote the set of oriented (unoriented) edges e
such that there exists a plaquette p € P with e € §p. Similarly, we let V (P) denote the
set of vertices such that there is a plaquette p € P such that v is a boundary vertex of
p. Let

oPy= Y. [ explBlo(do),) —p()]

C=(0e,¢v) pesupp(C)
supp(C)=P

>, 6u>0 (2.7)
[1 explc(e, dugy,") — (1, D)1,

ecE"(P)
e=(v,w)
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We also have a similar cluster expansion formula incorporating the effects of the
Wilson action.

ow(P)= Y ] explBp(do)y) —p(1))]
C:(Uev¢v) PESUPP(C)

supp(C)=P

2y $0>0 (2.8)
x [T exple@e gud,h) =, 1 [ eloo).
ecE"(P) ecE(P)Ny

e=(v,w)

Remark 2.2. Though after this section, we will not use this specific definition of ®(P),
we will use V(P) and E(P)(E"(P)) frequently throughout the course of this paper.

Our second definition gives us criterion to determine whether our clusters would
interact with each other, or could be considered to split from each other.

Definition 2.3. We define the following graph G, with vertex set Py as follows. We say
that there is an edge between two plaquettes p; and p» if there exists a 3-cell such that
both p; and p, are on the boundary of said 3-cell.

We call a set of plaquettes ) a vortex if the plaquettes of VV form a connected set in
the graph G,.

Furthermore, we say that two sets of plaquettes P; and P, are compatible if the set
Py and P, are disconnected in G. Otherwise, we say that Py and P, are incompatible.

The decomposition of some plaquette set P into its maximal connected subcompo-
nents P =V UV, ---UVy is called a vortex decomposition of P. It is clear to see that
V; and V; are compatible for any distinct pair i and j.

We have the following lemma that allows us compute the function ®(P) in terms of
® evaluated on the elements of its vortex decomposition.

Lemma 2.2. Let P and P, be two compatible sets of plaquettes. Then,

Q(P1U P) = ®(P)P(P). (2.9)
As a consequence, if V1 UV, --- U Vy is a vortex decomposition of P, then we have,
PVIUV,---UVN) =DdV)DPV,) - - P (V). (2.10)
The function ®w would satisfy a similar property; namely,
Sw(ViIUVy---UVy) = Pw(V)Pw(2) - - Pw (V). (2.11)

Proof. Our goal is to find a bijection C = (o, ¢,) — (C1 = (o}, ¢)),Co = (02, ¢2))
where C is a configuration whose support is P; U P, and C; is a configuration whose
support is P; that satisfies the following equation.

[TexpiBoo),) — o1 [ exple(" e, duiyy ") — (1. 1)) =

peC eEEiﬁPlu)Pz)
[] explBo(do)p) —p(N]  []  explc(*(oe,. duyby,)) — §* (1 1)]
pi1C ecE"(P) (2.12)
e1=(vi,wi)
x [T explBp((do)py) —p(N] []  explc(*(0es. dundby,,) — (1, D).
p2eCy ereE"(P2)

ex=(v2,w2)
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We will assume that P is a vortex for simplicity.

Recall that V(P;) and V (P>)(resp. E(P;) and E(P,)) denote the set of vertices(resp.
edges) that form a boundary vertex(resp. edge) of some plaquette in P and P».

Consider a configuration C whose support is P; U P,. Let e be an edge in the com-
plement of E(P; U P,). Then, o, = 1 for this configuration; otherwise, if o, # 1,
then a plaquette that contains e as a boundary edge would be in the support of C by our
definition of support. This would imply e € E(P; U P>), which is a contradiction.

Now consider an edge e € E(P;) N E(Py). If 0, # 1, then all the plaquettes p
that contain e as a boundary edge are in supp(C) and are connected to each other in G».
However, since e is in E(Py), at least one of these plaquettes must be in P;. For the
same reason, one of these plaquettes must also be in P,. However, this implies that P;
and P, are connected to each other; this is a contradiction.

Thus, there is a simple way to describe the gauge field configurations o, for the
configurations C; and C,. For edges ¢ in E(P;), we will set oel = o, and an = 1.
For edges e in E(P>), we will set ael = 1 and (762 = o,. For edges e not in either
E(Py) or E(Py), we merely set 0, = 1. Note that this is well defined since, for edges
e € E(P)) N E(Pp), we know that o, = 1.

It is more complicated to describe the map on the Higgs field. Just as in the Ising
model, one can expect to see islands of charges that include each other. Our procedure
for mapping the Higgs field configurations from C to C; and C; does not merely involve
applying a restriction map as we have done for the edges. Instead, one must apply
appropriate charge flips in order to ensure the gauge constraints Y ¢! > 0, q)f >0
are satisfied.

We will describe the problem formally as follows. Divide V (P} U P»)¢ into connected
components as CC1UC CaU- - -UCC and, similarly, V (P;) as CC{UCC}U- - -UCC}, .
We see from Lemma A.1 in the Appendix that each set CC; is monocharged. If we
propose a configuration C; with support Pj, then we too must make sure that each of the
sets CC l.l is monocharged.

Note that each set C Ci1 can be decomposed as follows C Cl-1 C V(P)UCC;, U
- C Ciml‘ , where the union is minimal in |m;|. If it were the case that all the sets CC;,
were assigned the same charge, i.e., ¢;, = ¢;, foralll € {1, ..., m;,}, then we would be
able to safely assign the charge ¢;, to all vertices in C Ci1 in the configuration Cj.

The problem occurs when there are two components CC;, - and CC;y in the decom-

position of C Cl.1 that are assigned two different charges ¢;,, # c;,,. For simplicity of

notation, WLOG, we are considering the set CCI1 with two subcomponents, CC; and
CC,, of different charges. For simplicity of later description, let us also assume that
CC7 and CC3 do not contain a boundary vertex of Vy.

In the remainder of this proof, we will frequently use notation from Lemma A.2 in
the Appendix. Let MC(CC1) and MC(CC3) be as in Lemma A.2, the set of vertices
connected to CC and C C; respectively, having the same charge. From the same lemma,
the exterior boundaries EB(MC(CC1)) and EB(MC(CC3)) are connected sets. Thus,
EB(MC(CCj;)) must be entirely contained in either Py or P,. If both of these external
boundaries were in Pj, then this would imply that CC; and CC> would be in different
connected components in the splitting of CC l.l. Therefore, it must be the case that one
of the external boundaries, which we may assume to be EB(M C(CC3)), was in P».

In this case, what one can do is the following. First, we can embed our lattice inside
74 Then, in the full lattice Z¢, find the set S containing infinity whose unique(internal)
boundary is EB(MC(CC3)). Now consider the complement of S in 74. We see that
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MC(CC») is a subset of S¢. Now, what one can do is to completely flip the signs of
all vertices in S¢. Under this transformation, the only edges whose Hamiltonian energy
change are those edges in EC(S¢). However, all of these edges must belong to E(P»)
rather than E(P;). Thus, this flip applied to C will not change the Hamiltonian action
when restricted to the edges of E(P>)¢ U E(Py). Consequently, if we consider an edge
connecting a vertex of V (Py) to its complement, then this edge will still have its adjacent
vertices assigned the same charge even after this flip. Furthermore, this flip changes the
charges so that the charges of CC; will match those of its closest neighbors in S¢.

Through a careful ordering, one can come up with a series of charge flips that do not
affect the Hamiltonian action’s value on E(P>)¢ U E(P;) and will ensure that for each
component, CCi1 C V(P)UCC,UCC;,U---UCC;, , the charges associated with the
CC;,’s are the same. Intuitively, this procedure involves flipping the outermost island,
and then further applying flips to correct the internal islands. At this point, one can assign
this charge to all the vertices in C Cl.1 in C;. When restricted to edges in E(P2)“ U E(Py),
the Hamiltonian actions of C; and C are the same. If, after this procedure, > ¢, < 0,
then one can perform a global flip of the Higgs boson charge.

Through this procedure, we get a configuration C; whose Hamiltonian action on the
set of edges E(P;)¢ U E(Py) is the same as that of C. We can similarly construct C,.
Furthermore, if we consider an edge in (E(P1)° U E(P2)) N (E(P2)¢ U E(Py)), then the
action of this edge is trivial; the vertices attached to it are assigned the same color, and
o, = 1.

One can see for this map C — (Cy, C»), the desired relationship (2.12) holds. In
addition, given two different configurations (Cy, C») supported on P and P> respectively,
one can reverse the construction here to get a configuration C whose support is P; U Ps.
This procedure is fairly tedious, but is still based on finding the appropriate sets to flip
iteratively until one gets the desired configuration. The construction of this bijection
completes the proof of Lemma 2.2. O

In summary, the previous lemma has shown that the cluster expansion splits based
on a vortex decomposition. We will now present the link between our polymer counting
function @ and probabilities under our Hamiltonian measure.

Lemma 2.3. Let Z g, be the partition function associated with the Hamiltonian (2.1)
on the lattice A. We have the following relations,

Zape=2 ) B(P), (2.13)
PCPy
d(P
P(supp(C) = P) = —Z ( ;D(P)' (2.14)
PCPy

Proof. In the sum that appears in the definition of Z g, one can first sum over all
subsets P that could possibly be a support of the configuration, and then over all config-
urations C that have P as its support. After possibly applying a trivial global flip to ensure
that ZUeVN ¢, > 0, the first equation is merely the definition of ® (P). The global flip
is the reason for the existence of the factor of 2 on the right hand side of Eq. (2.13).
The second equation comes from the definition of the probability distribution and the
previous Eq. (2.13) on Zx g . Note that we have implicitly canceled a factor of 2 that
comes from the global flip symmetry. O



117 Page 18 of 79 A. Adhikari

2.3. Analysis of the Wilson loop action. In this section we use our polymer counting
functions in the previous section to derive explicit bounds on the probabilities of con-
figurations as well as their contribution to the Wilson loop. Our ultimate goal in this
section is to argue that the main contribution to the Wilson loop expectations come from
minimal vortices, P(e).

Definition 2.4. (Minimal Vortices) Minimal vortices P (e) have the following structure:
they consist of the edge e and the 2(d — 1) plaquettes that use the edge e as a boundary
edge. This should be thought of as the smallest excitations, as the easiest way to create
a minimal vortex is to excite the single edge o, # 1 and to set all other surrounding
edges, ¢/, to oy = 1.

Remark 2.3. Minimal vortices will be a common structure appearing in the previous
works [7] and [12], and will appear in later sections as well. We remark that, in this
section, a configuration C that has a minimal vortex P (e) in its support must assign all
the vertices of V (P (e)) the same Higgs boson charge. Otherwise, one would be able to
find at least 2 edges in V(P (e)) connecting opposite charges. One of these edges will
be ¢’ # e. Under our definition of support, all of the plaquettes that use ¢’ as a boundary
vertex will be in the support of C. This means that P (e) cannot be a vortex in the support
of C. Furthermore, all edges ¢’ in E (P (e)) aside from e itself must be assigned o,/ = 1.

We let W,, represent our Wilson loop action on the loop y. In addition, we let S,, be
a surface whose boundary is y.

The analysis in this section depends on describing which plaquette configurations
form the main contribution to the Wilson loop equation and bounding the contributions
of rare configurations by the function ® constructed earlier.

2.3.1. Trivial configurations One difference from the case of a pure gauge field is that
there are excited configurations C whose support would intersect the loop y, but would
not have any contribution to the Wilson loop action. In this subsection, we give some
conditions on the configuration which will ensure that the configuration will not have any
contribution to the Wilson loop action. By ‘removing’ the contribution of these trivial
configurations, we can improve our error analysis later.

Our first definition describes a geometric condition for a vortex )V to have no contri-
bution to the Wilson loop action.

Definition 2.5. We call a vortex V' non-contributing to the Wilson loop action y if it
satisfies one of the following two properties:

e There is no edge e € y that is simultaneously a boundary edge of some plaquette
peV.
e It is a minimal vortex not centered around an edge e € y.

We will show later that if a vortex is non-contributing, then, as its name states, it will
not have a contribution to the Wilson loop action.

To appropriately account for the Wilson loop contribution in orders of e ~#, we need
to describe other configurations C that are not immediately removed due to the geometric
condition above. In order to do this, we start by first describing a modification of ® that
only takes into account the ‘nontrivial’ plaquette excitations with respect to the Wilson
loop functional.
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Definition 2.6. We call a configuration C = (o, ¢») Wilson loop nontrivial if there is a
plaquette p in supp C such that there is a boundary edge in p that intersects the loop y
and there is another plaquette p’ in supp C with (do') ,» # 1. A configuration that is not
Wilson loop nontrivial is Wilson loop trivial.

We define the polymer counting function ® 7 (P) which takes values on sets of
plaquettes as follows,

Onr(P) = > [T explBo(o),) — p(1))]

C=(0e,$v) pesupp(C)
supp(C)=P

Z ¢v>0
Cis WilsonULoop Nontrivial (2.15)

x ] exple(oe, oy, — (1, D)1,

ecE"(P)
e=(v,w)

The purpose of introducing the above Definition 2.6 is to separate out those configu-
rations which will have a nontrivial effect on the Wilson loop action W,,. Namely, there
needs to be some plaquette with (do), # 1 in order to ensure that W), # 1.

Remark 2.4. Let C be a configuration with support P; U P, with Py and P, compatible. If
C is Wilson loop nontrivial when restricted to P, then after the splitting construction in
Lemma 2.2, then the configuration C; is Wilson loop nontrivial on P5. This is due to the
fact that our construction is merely a restriction map applied to the gauge field configura-
tion o . This allows us to establish multiplicative analogs of our result in Lemma 2.2 with
® 7. For example, the sum of exp[(SH) .« (0, )] over configurations with support
P1 U P> and are Wilson loop nontrivial when restricted to P> is ®(P1)®y7(Ps).

The following lemma takes into account both the sources of trivialities to the Wilson
loop action.

Lemma 2.4. Consider a vortex V that is non-contributing to the Wilson loop action.
Then,

E[W, |supp C =V] = 1. (2.16)
For similar reasons, we also have the following statement.
E[W, |C is Wilson Loop Trivial] = 1. 2.17)

Proof. Due to our definition of support, it is clear that if V' is a vortex whose edge set
E (V) shares no edge with y, then o, = 1 for all edges e € y. Otherwise, if o, # 1 for
an edge in y, then the plaquettes surrounding that edge would be in the support of our
configuration. This would imply that E (V) contains an edge of y. Finally, it is clear that
if o, = 1 for all edges of y, then the Wilson loop action W), is clearly 1. This deals with
the first case of non-contributing vortices from Definition 2.5.

The second case is that the non-contributing vortex is a minimal P (e), but the central
edge e is not in y. From our discussion in Remark 2.3, we know that all edges ¢’ €
E(P(e)) that are not e itself are set to 1. Again, this would imply that o, is 1 along all
edges of y and, furthermore, the Wilson loop action is 1. This deals with the case of
Eq. (2.16).

Now, we deal with Eq. (2.17). First, note that if a configuration C is Wilson loop
trivial, then either E (supp C) will not contain an edge of y or (do') , = 1 for all plaquettes
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p € Py. We have already dealt with the former possibility in the last paragraph. We
now deal with the second possibility.

A benefit of the abelian case is that we can rewrite our Wilson loop expectation as the
integral of y with respect to a I-form o. As we have mentioned earlier, Stokes’ theorem
allows us to express this Wilson loop integral as the integral of a surface S,, whose
boundary is y, with respect to the 2-form (do’). Now, if (do), = 1 forall p € Py, then
clearly, the integral (S, , do) = 1. Thus, the Wilson loop action is still 1. This completes
the proof of Eq. (2.17). O

2.3.2. The main term contribution The following lemma describes the contribution to
the Wilson loop action from the minimal vortices. These should be the simplest excita-
tions.

Lemma 2.5. Consider an excitation C and let supp C = Vi UV, U .-V be the vortex
decomposition of supp C.

We say that C belongs to the event Q2 if it satisfies certain properties regarding the
vortices in the support. To be in the event <2, at least one of the following holds for each
i:

e The vortex V; is minimal and is centered around an edge e in y .

e V; is non-contributing to the Wilson loop action.

e V; is not non-contributing to the Wilson loop action, but C restricted to V; is Wilson
loop trivial.

Restricted to the event 2, we have
E[W, lsupp(C) € Q] = p(=1)™7, (2.18)
where My, is the number of minimal vortices centered along an edge of y .
Proof. By definition,

dw (P
E[W, |supp(C) = P] = CDW(;)),

. Consider a decomposition into compatible sets of plaquettes of the form, P; U P, U P3,
where each P; has the vortex decomposition P; = Vll U---u Val, P, = Vlz U---u VZ,

Ps=V}uU..-UV3.
Define Qp, p,, p, to be the set of configurations C on which:

e Pj consists of non-contributing vortices.
e P, consists of minimal vortices that are centered on some edge of y.
e The vortices of P3 are not non-contributing, but C is trivial on each of these vortices.

Assume that Qp, p, p, is non-empty.
We explicitly see that,

[T @D T @w VD [Tici (9O — DT (V)]
[T @D T2 @D [Tim [0V — Dz (V)]
= p(=1)!Pl, (2.19)

E[W)/|C € QPl,Pz,Pg] =

Noting that our set 2 = U vy, y, v, Qy,.1,,);, is a disjoint union, this gives the
all compatible i
result, Eq. (2.18), after a removal of the conditioning. O
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2.3.3. Bounding the probability of large vortices The following lemma bounds the prob-
ability of observing a vortex V in the support by the polymer counting functions we have
defined earlier.

Lemma 2.6. Let V be a vortex of cardinality |V| = m, where the cardinality counts the
number of plaquettes in V. Then, we have the following equation,

PVis a vortex € supp C) < ® (V). (2.20)

Similarly,
P(V is a vortex € supp C, C is nontrivial on V) < ®n1 (V). (2.21)
Proof. Let Py be the set of possible supports of configurations C that include V in the
vortex decomposition. If P is a plaquette set in Py, we use P \ )V to denote the remaining

vortices. We remark that P \ V is still a legitimate vortex decomposition corresponding
to some configuration C. By applying Lemma 2.2, we see that,

Z O(P) = Z PV)D(P\ V). (2.22)

PePy PePy

Since each vortex decomposition P \ V can be constructed to be the support of some
configuration Z, we see that we immediately have the inequality,

Z=2 ) ®(P\V). (2.23)
PePy
Thus,
2 (P
P(V is a vortex of supp C) = %
2.24)
O(P\V (
< CD(V)ZPEPV EAN D),
ZPEPV (D(P \V)
as desired.

For the second part of the theorem, one can see that we can count the contribution of
excitations whose support contains ) but is nontrivial on V as

2057(V) Y B(P\V). (2.25)

PEP\;

This is due to the fact that the construction in Lemma 2.2 merely projects the value of
o, to its appropriate subset. Thus, if (do'), # 1 for some plaquette, it will hold true for
the appropriate projection. Since we assumed C was nontrivial on ), the same must hold
true for the projection to V. O

Our next lemma uses our previous lemma to prove that large vortices are exponentially
suppressed in probability.
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Lemma 2.7. Define the constant ag . as

ap = 2% max (eXp[—ZﬁRe(p(l) — p(=1)],

eXP[ Z(d (f (1, 1) = (=1, 1))})

Let V be a vortex with 2n oriented plaquettes (alternatively, n pairs of plaquettes
—p). Then, we have the following bound.

(2.26)

(V) < (ap)", (2.27)

As a consequence of this bound and the previous Lemma 2.6, the probability that there
is a configuration C whose support contains a vortex of size n that is not non-contributing
to the Wilson loop action is bounded above by

2(d = DIy (C(d)ap,)", (2.28)

where C(d) is a constant that only depends on the dimension d.
In the case that,

2BRe(p(1) — p(=1)) > i [f*(1, 1) = f*(=1, D], (2.29)
we have a better estimate when we consider Wilson loop nontrivial configurations.

dyr (V) < exp[—4(d — DBRe[p(1) — p(—1)]]
exp[—« (f*(1, 1) — (=1, 1) ](ap,)" 24D, (2.30)

Similarly, the probability that there is a configuration C such that there is a vortex V of
size 2n > 2(d — 1) that is not non-contributing to the Wilson loop and such that C is
nontrivial when restricted to V is bounded above by

2(d — DIy I(C(d)ap )" 24D @8C(d))* @D
exp[—2BRe(p(1) — p(—)D* D exp[—« (f*(1, 1) — f*(—1, D)].

Proof. Let C be a configuration with support V = {£p, £pa, ..., £p,}.

Suppose 2n of these plaquettes p satisfy the property that (do), # 1 (here, we
implicitly include a plaquette and its negative). Then, the probability of this configuration
is immediately reduced by exp[—n128Re(p(1) — p(—1))].

Now, if the plaquette p does not satisfy (do), = 1, then necessarily, either one of the
edges on its boundary satisfies o, = —1, or there is an edge e = (v, w) on its boundary
with ¢, # ¢, . In any case, the presence of such an edge (and thus also its negative)
reduces the probability of the configuration by a factor of,

(2.31)

exp [—K (f (1,1) — <a,zf§1£ﬁ,1)f (a, b))] . (2.32)

Now a single unoriented edge can be the cause of the excitation of at most 4(d — 1)
oriented plaquettes. Thus, there must be at least 5|5 a - ; excited unoriented edges.
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Thus, the probability of seeing this configuration is at most

exp [—mZﬂRe(p(l) —p(=1) - Z’Ed_—fi)x (f"(l, D= omax fa b))] :
(2.33)

At this point, we now need to calculate the number of configurations with support
V. Note that there are at most 4n vertices that are boundary vertices of plaquettes in V.
These are the only vertices that could be assigned the Higgs boson charge —1. There
will be at most 2* ways to assign the Higgs boson charge. Similarly, there are 2*" ways
to assign the value of o, at the edges that bound some plaquette in the support.

Finally, we must find a way to bound the number of ways to get a connected set of n
plaquettes that would intersect one of the edges of y.

Lemma 3.4.2 of [7] gives a useful structure theorem. In dimension 4, there are at
most (20e)" vortices of size 2n that could contain any given plaquette p. A modification
to general dimensions will show that there is some constant C (d) such that the number
of vortices of size 2n that contain any given plaquette is (C(d))". Here, C(d)e~! is the
number of plaquettes that are adjacent to any given plaquette in the adjacency graph of
plaquettes, G>, from Definition 2.3.

The logic applied is similar. Each vortex is a connected subgraph of G, and thus has a
connected spanning tree. The problem of counting the number of vortices of size 2n can
now be divided into two parts. The first part is to count the number of non-isomorphic
rooted spanning trees of size n. Now given a spanning tree 7', the second part is to count
the number of ways to embed this spanning tree in G, with the root of the spanning tree
the same as our special plaquette p. Since no two vortices of size n can have the same
spanning tree when embedded in G, our counting procedure will clearly be an upper
bound on the number of vortices containing p.

The number of non-isomorphic spanning trees of size n can be bounded by n(n!) ~'n" 2.
To get this, we divide the number of labeled spanning trees from Cayley’s Theorem by
the number of permutations of the labels. We also have n choices for the root. This is
less than ¢” and is good enough for our purposes.

Now to embed the graph in G, we use the following strategy. Assume that we have
already embedded the vertex v in G,. Let w be a neighbor of v that we have not yet
fixed. There are C(d)e™! ways to choose to embed the vertex w; it has to be one of the
C(d)e~! neighbors of v in G,. If we inductively perform this procedure starting from
the root, we see that for every tree T, there are at most (C (d).e’1 )" ways to embed the
spanning tree in G». Combining our two estimates show that there are at most (C (d))"
different vortices of size n that could contain any given plaquette p.

Now, if we consider the 2(d — 1)|y| possible plaquettes that are adjacent to edges
of y, then we see that there are at most 2(d — 1)|y|(C(d))" vortices of size n that are
not-noncontributing to the Wilson loop action.

By a union bound, the total probability of seeing one of these excitations is bounded
from above by,

2(d — Dyl2%C@))" max exp [ —n12fRe(p(1) — p(=1))

(2.34)
n—n
- —x <f“(1, 1)— max {§“(a, b)) i|

2(d —1) (a,b)#(1,1)
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When (2.29) holds, then the maximum is located at n; = 0. However, by considering
only configurations that are Wilson loop nontrivial, we can get further cancellations.
A nontrivial configuration necessarily has n; > 0. In fact, ny > 2(d — 1) for any
configuration o such that there exists a plaquette p with (do), # 0. This is Lemma
3.4.6 of [7] generalized to higher dimensions.

Furthermore, if there are only 2(d — 1) plaquettes with (do'), # 0, then these excited
plaquettes are organized as a minimal vortex. Namely, there is a single excited edge
o. # 1, and the excited plaquettes are those vertices that surround it. In this case, due
to the Higgs boson interaction, the probability of seeing such a configuration is reduced
by a further exp[—« (*(1, 1) — f“(—1, 1)].

In other words, any excited non-trivial configuration has either

(1) Atleast2(d —1)+1 plaquettes with (do') , # 0. These configuration have probability
no more than

exp[—2[(2(d — 1) + 11BRe[p(1) — p(—=D]1(erg )" 2D+,

(2) There are 6 plaquettes with (do) , # 0. These would form a minimal plaquette. This
configuration of such a configuration would have probability no more than,

exp[—4(d — BRe[p(1) — p(—= DIl exp[—k (7*(1, 1) — f* (=1, 1)](ep, )" 2@V,

This quantity can be summed up over all configurations of size n.

By considering the condition found in Eq. (2.29) (in which tracking the Wilson Loop
nontrivial configurations are more important), we see that the second option has a higher
probability. By applying the combinatorial computations that we have performed before,
we see that the probability that seeing a Wilson loop nontrivial configuration of size 2n
forn > 2(d — 1) is exactly the expression given in Eq. (2.31). O

As a consequence, we can now state the main result of our section. This theorem
shows that the main contribution to the Wilson loop expectation comes from the minimal
vortices we consider.

Theorem 2.1. Recall the constants C(d) and og  from our previous Lemma 2.1. As-
sume that C(d)ag, < 1 and (2.29) holds; then, we have the following bounds on the
expectation of the Wilson loop action,

W]~ Elp(~D1] < 2d — DIy|25Cd)“~ expl—4(d — DPRe(o(1) — p(~D)]
o g B
x exp[—x (F(1, D — (=1, 1))]1 — C(d)ag,’
(2.35)

where M, is the number of minimal vortices that are centered around an edge e of y .

Proof. Recall the event 2 from Lemma 2.5.

The result of Lemma 2.7 shows that the probability of the event Q¢ is bounded by
the union of the events described by probability (2.31) for k varying between 7 and
0o. Adding all the terms together and performing the union bound gives the desired
result. O
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2.4. Approximating M,, as a Poisson random variable. Our last section related Wilson

loop expectations to the contribution of minimal vortices along our loop. The goal of

this section is to show that the number of minimal vortices along a loop behaves like a

Poisson process and to give a computable expression to our Wilson loop expectation.
We can write M,, as the sum of random events,

My = 1[Fp)l. (2.36)

ecy

where Fp(c) is the event that e is the center of a minimal vortex P (e) in the support of
our configuration.

To show M, behaves approximately as a Poisson random variable, we would want
to show that for e  ¢’, the events Fp ) and Fp ) are approximately independent from
each other. For each edge e, we let E,, (¢) be the set of edges e’ in y such that a minimal
vortex centered around an edge ¢’ connects to the minimal vortex centered around e
based on adjacency in the graph G, of plaquettes from Definition 2.3.

The following theorem from [9] details exactly the degree of approximation of some
random variables to the Poisson distribution.

Theorem 2.2. Consider the following constants.

b :=Z Z P(Fp@e)P(Fpe)),

€€y ¢'eE, (e)

by:=Y Y PA(Fpe)L(Fpe)), 2.37)

€€y e'cEy(e)\e

by = Y E[[EIL(Fpe)|1(Fpe). ¢ & Ey(@)] — P(Fpe)l].
Y

Let L(M,)) denote the law of M, and let . = E[M,]. Then
drv (L(M,), Poisson(1)) < min(1,A~")(by + by) + min(1, 1.427"/%)b3. (2.38)

We start with the following corollary of the proof of Lemma 2.6.

Corollary 2.1. (of Lemma 2.6) Let E| and E> be two sets of edges. Let Q2(E1, E2) be
the event that our configuration has a minimal vortex centered on each edge of E1 and no
minimal vortices centered on any edge of E». Assume that Q(E1, E>) > 0 (this amounts
to assuming that the minimal vortices centered around E1 do not intersect each other).
Now consider some other plaquette set P. The probability that P appears in the support
of some configuration, conditionally on being in the event Q(E1, E>) is less than @ (P).

Proof. Let (o, ¢) be a configuration with support P UeiEEl P(e;) U Pg, where P(e;)
is the minimal vortex centered around e;. In addition, Pg is some plaquette set that is
compatible with the union of P with the P(e;)’s and does not contain a minimal vortex
centered at an edge of E».

The sum of exp[(SH) n, .« (0, $)] of all configurations with this support is given by
20(P) [1,,e5, D(P(e)P(Pr).

Thus, the sum of exp[(SH) n g« (0, ¢)] over all configurations such that the support
contains P will be

20(P) [] ®(Pei)) ) @(Pp). (2.39)

e;€E| Pgr
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where the sum in Pg goes over all unions of vortices that do not intersect P or the P(e;)’s
and do not contain a minimal vortex centered around an edge of e.

All configurations with support _J eicE P(e;) U Pgp willbe in Q(E, E»).

Thus, the sum of exp[(SH) v, g,« ] for all configurations found in Q(E1, E) (we will
call this Z(2(E1, E»)): the partition function restricted to the event Q(E1, Ez)) will
satisfy the relation

Z(QE1 E) =2 [| ®(P(e1) ) ®(Pp).

e;€E Pgr

The probability that P will be in the support, when restricted to Q(Ey, E»), is the
ratio of the quantity in (2.39) with the partition function Z(2(Ey, E>)). This ratio is
clearly less than @ (P). O

This is one of our major tools in computing E[1[Fp)l|L[Fp'], ¢ & E,(e)].
Lemma 2.8. Let y be a loop that has no self-intersection. In addition, recall the dimen-
sion dependent constant C(d). Define the constant,
C(d)éag’,(

(2.40)

If ¢ < 1, we have the following bounds on the constants by, by and b3 and A.

by <8(d — Dy|®(P(e))?,

by =0,

b3 < ly|®(P(e)),
In—1yI®(P(e)]| < |y|D(P(e))e.

(2.41)

As a consequence of Theorem 2.2, we see that

drv(L(My), Poisson(ly|®(P(e))))

) (2.42)
< 8(d = DIy [(@(P(e))” +2[y|P(P(e))c.

Remark 2.5. The function ® evaluated on a minimal plaquette P(e) does not depend
on the minimal plaquette chosen. Thus, in a minor abuse of notation, we treat it like a
constant. Explicitly, we may always substitute,

®(P(e)) =exp[—4(d — 1)BRe(p(1) — p(=1)]exp[—« (f*(1, 1) — f*(—1, 1))]
(2.43)

Proof. We start with the most difficult part: computing a bound on b3. Fix an edge e.
We now attempt to compute

E[|E[L(Fp@)|L(Fpe)e & Ey(e)] — P(Fpe)l].

for our fixed edge e. Recall the notation Q(E1, E») and Z(2(E1, E2)) from the proof
of Corollary 2.1. Let E7 be some set of edges in y \ E), (¢) and E» be the remaining
edgesin y \ E, (e) that are not contained in Ej.

‘We know how to compute E[1[Fp)]|S2(E1, E2)]. The events in Q(E, E;) can be
divided into two parts.
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(1) GQ(Eq, Ey): These are ‘good’ configurations (o, ¢) in Q(E1, E2) whose support
has a vortex decomposition V1 U - - - UV, such that P(e) does not intersect any V;.
Thus, P(e) [J/L, V; is a valid vortex decomposition.

(2) BQ2(Eq, E»): These are ‘bad’ configurations (o, ¢) in Q(E1, E2) whose vortex de-
composition Vi U- - - UV, does contain a vortex V; such that }V; contains a plaquette
that is in P(e). Thus, P(e) U:": 1 Vi is not a valid vortex decomposition.

Let Z(GQ(E1, Ez)) and Z(BQ(E1, E;)) be the sum of exp[(SH)w,g,] for con-
figurations in the corresponding sets ( the partition functions). Then, the probability of
seeing P (e;) as a vortex in the support, conditional on the event Q2(E, E>), is given by,

Q(V)Z(GQ(E, E2))
Z(GQ(E1, E2) + Z(BQUE, E2))

If we show that Z(BQ2(E1, E)) < ¢Z(2(E1, E;)) for some constant ¢ < 1, then we see
that the probability of seeing P (e;) in the support conditional on Q(E1, E;) is greater
than (1 — ¢)®(P(e)) and less than ® (P (e)).

By applying Corollary 2.1, we can bound % by the sum of ®(P) over all
plaquette sets P that contain a plaquette of P(e;) in its support. We have performed a
version of this sum when trying to compute the probability of the event Q¢ from 2.5.
Recall the bound (2.27) on the probability of observing a plaquette set excitation of size
2n. Notice that a minimal vortex has 2(d — 1) plaquettes attached to it. We can provide
a union bound over all of these 2(d — 1) vortices and all vortices of size 2n that intersect
these plaquettes. Recall that there are at most (C(d))" vortices of size 2n that contain
any given plaquette.

We see that the probability of the event BQ2(E1, E2) conditioned on Q(Ey, E») is
less than,

(2.44)

C(d)6ag’,(

2d—1)) af (CW)" <2(d — ”W’

n=6

(2.45)

provided C(d)ag, < 1.
Recall that ¢ is the constant such that Z(BQ2(E1, E»)) < ¢Z(Q(E1, E)). We see

Cd)°af;, .
that we can let ¢ = 2(d — I)W. As a consequence, we see that the expectation

E[L[Fp)]I2(E1, E2)] is greater than (1 — ¢)|y|P (P (e)), provided ¢ < 1.
Through the same logic, we can show that P(Fp()) > (1 — ¢)®(P(e)). Recalling
our previous upper bound of ® (P (e)) on both of these quantities, we see that,

[E[L[Fp)lIS2(ET, E2)] — E[Fp@e)ll < (1 —)P(P(e)). (2.46)
We can now remove our conditioning on Q2(E1, E») to show
E[|E[1(Fpe)|1(Fpe)e’ & Ey(e)] — P(Fp)|] < c@(P(e)).

Since this bound did not depend on the specific choice of edge e, we see that our bound
on b3 is,

b3 < c|y[P(P(e)). (2.47)

b is trivially O since by definition, a support of a configuration cannot have support
on both P(e) and P(e’) when ¢’ is in E,, (e).
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Now, to estimate by, we use the bound P(Fp()) < ®(P(e)) for all edges. Now for
any edge e, there are at most 8(d — 1) other edges ¢’ in E, (e) that lie in y. Here, we use
the assumption that y has no self-intersection. We can now apply 2.2 to assert that,

drv (L(M,), Poisson(1)) < 8(d — D)|y|(®(P(e))> +2cly|D(P(e)). (2.48)
Finally, an immediate consequence of the fact that
(I =)@ (P(e)) = P(Fp(e)) = P(P(e))

shows that the | — |y |®(P(e))| < c|y|D(P(e)).

Corollary 3.1 of [1] shows that d7y (Poisson(1), Poisson(|y |®(P(e))) < |A — |y|
®(P(e))|. We can combine this with our earlier bound on the total variation to show the
desired Eq. (2.42). O

Combining the results of Lemma 2.8 and Theorem 2.1 will give us our following
main result.

Theorem 2.3. Assume that the conditions of Theorem 2.1 and Lemma 2.8 hold. Let X be
a Poisson random variable with expectation parameter |y |® (P (e)), where ® (P (e)) =
exp[—4(d —1)BRe(p(1) —p(—1)]exp[—k (F“(1, 1) —f*(—1, 1))]. (Recall that the only
way to excite a minimal vortex is to excite the center of the edge that is on its center.)
Then we have that,

IE[W, ] —E[p(—D*]| < 8(d — DIy |(®(P(e)))* + 2|y |D(P(e))
+2(d — D]y |(28C(@))* =V exp[—4(d — 1)BRe(p(1) — p(—1)]

C(d)aﬂ,l(
1 - C(d)ag ’

(2.49)
x exp[—«(f*(1, 1) — (=1, 1))]

Proof. This is a simple triangle inequality, provided we characterize the value of the
difference of E[p(—1)*X] and E[p(—1)»]. We can choose a coupling of X and M,

such that P(X # M,) = dry(L(M,), Poisson(|y|®(P(e))). Now, [o(=1)Mr-X| < 1
for all values of X or M,,. Thus, we see that, under this coupling

[Elp(=D*] = Elp(=D""]| < P(X # M,) < drv(L(M,), Poisson(ly |® (P (e))).
We can apply the triangle inequality with our estimate on |E[W, ] — Elp(—1)Mr]| and

complete the proof. O

3. The Non-abelian Case

In this section, we introduce our non-abelian Higgs model and write out our explicit
gauge removal in Sect. 3.1, while Sect. 3.1 discusses how the non-abelian case for low
k could be analyzed with few differences from our toy model in Sect. 2.

3.1. Model and some preliminary discussion. In this subsection, we introduce our non-
abelian Higgs model and describe our gauge invariance removal procedure.
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3.1.1. Definitions To treat the non-abelian case, we need significantly different notation.
This preliminary section will discuss many of our new conventions. The Hamiltonian
we will consider in the case of a non-abelian gauge field G will be as follows:

Hn g0, @) = D BWp©@) = ¥pD)+ Y KL @ ety ) = [ DL 5

pEPN ecEy,

o, 1s still a map from the set of oriented edges Ey — G, a non-abelian group, with
O_¢ = 0;1. p () is a D dimensional unitary representation of G. Finally, ¢, will be
represented as a field Vy — H taking values in H, a finite multiplicative subgroup of
the unit circle. In some sense, we can interpret ¢ as a scalar field.

There are a few technical differences from the presentation of the abelian gauge
model. First of all, we need to be more careful when defining the ‘current’ around a pla-
quette p. If a plaquette p has boundary vertices v, w, x and y and has an oriented bound-
ary consisting of edges e; = (v, w), e2 = (w, x), e3 = (x, y) and e4 = (y, v), then the
‘current’ defined around the oriented plaquette p would be the product o, 0¢,0¢;0¢,,
and we set Y, (0) = Tr[p(0¢, ¢, 0ey0¢,)].

The ‘current” might change if one chose a different start edge for the boundary (for
example, e;, €3, e4 and e in that order). However, the Hamiltonian will not change due
to the multiplicative property of o and the cyclic property of the trace. Thus, ¥, (o) will
be well defined regardless of how we choose the starting edge of the boundary of p.

Recall also that Py is a set of oriented plaquettes, so Py would also contain —p
whose boundary is —e4, —e3, —e» and —ej in that order. We see that our ‘currents’
satisfy (061062063034)_1 = 0_¢,0_¢;0_¢,0_¢,. With respect to these ‘currents’, it is
obvious that ¥, (0) = ¥, (). By our earlier remarks, this relation does not depend on
the specific choice of the start point. We thus see that this part of the Hamiltonian will
ultimately take real values.

The function f“(o, ¢) will consist of the sum ¢, Tr[p (Ug)]¢y_1 + ¢, Trlp (J_e)]¢;1,
where e is the oriented edge (x, y) and —e is the oriented edge (y, x). Namely, it is the
sum of the Higgs boson actions ¢, Tr[p (oe)]qby_ 1 over the oriented edge pair {e, —e} in
En. The reason we introduce f*, instead of using our previous sum over Ey, is that we
will eventually have to perform an expansion of the Hamiltonian with respect to these
unoriented edges. One can see that the function f* is manifestly real.

Remark 3.1. Cao [7] introduces many notions from algebraic topology to describe non-
abelian gauge field configurations; in particular, [7]’s most natural object of study was
homomorphisms to the fundamental group. The introduction of the Higgs boson removes
the gauge symmetry that made such objects fundamental to our study. As such, such
notions from algebraic topology are not central to the logic of the proof. However, some
transformations and combinatorial bounds are still useful for some technical parts, and
I would refer to the appropriate location in [7] when they are used.

3.1.2. Removing trivial gauge invariances The model we have constructed has some
trivial gauge invariances. In this subsection, we describe a removal of these guage in-
variances in order to simplify our analysis. First of all, we can assume that there is no
element o € G such that p(o) = I, the identity matrix. The set of all elements g’ € G
such that p(g’) = I forms a normal subgroup G’ of G. To understand our Hamiltonian,
it suffices to interpret o, as a map from E to the quotient group G/ G’ instead. Given a
map from Ey — G/G’, one can obtain all maps from Ey — G by freely multiplying
each edge with some member of the group G'. As p(g) = I for all members in G’, this
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will not change the Hamiltonian, nor the Wilson loop values. Essentially, the reduction
from G to G/G’ is the removal of a trivial gauge invariance.

Furthermore, after this reduction, we know that if W,(c) = W,(1), then we can
say in a well-defined sense that the ‘current’” around the plaquette p is exactly 1. Now,
assume that W, (0) = W,(1) for p surrounded by boundary edges ey,e2,e3 and e4 in
that order. This would mean that the product o, 0,,0.,0¢, is an element of G whose
image under p is the identity matrix. Our reduction shows the only such element is 1, so
O¢10e¢y0e30¢, = 1. By multiplying by ae’ll on the left and o, on the right, we can derive
that 0,,0,,0,,0,, = 1 and similar results for other choices of start vertex.

2mij
Now, | Tr(p(0¢))| < D unless p(o,) = e~ I for some integers j and n. Observe that
since we are considering a unitary representation, all eigenvalues of p(g) have absolute

value less than 1. Thus, we know that |¢, Tr[p (O'e)](b;l +¢),CTr[,o(oe)]¢>y_1 | <2D forall
possible choices of ¢,, o, and ¢. Equality can only occur if p(0,) = 627% 1 for some
integer j and if e¥ e H.

Let H,(the ‘trivial’ elements of H) be the set of values eznTij such that there exists an

element g of G suchthat p(g) = ez% 1. We see that H; is a subgroup of the multiplicative
group of the unit circle.If p(g1) = c¢1/ and p(g2) = c»1, where c1 and ¢, are roots of
unity, then p(g1g2) = cical. Therefore, if c; € H; and ¢ € H;, then the product cjc>
is also in H,. Furthermore, p(g~!) = p(g)~!, so if p(g) = cI, then p(g~") = ¢~ 'I.
This shows that H; contains inverses. Manifestly, H; has the identity, so H, must be a
subgroup of the unit circle.

As we have done in the abelian case, we can consider the Higgs field to take values
in H/H; instead of H. Observe that the Wilson loop expectation can be computed as
the ratio,

Y 0eeG Y dret Wy (o) explHy g (0, $)]

W) = ecEy xeVy ) 32
Wy) > 0.cG D_¢reH EXPIHN g« (0, P)] ©2

ecEy xeVy

Fix some representative h; € H for each coset class C; in H/ H;. Now, fix a particular
map ¢, = Vy — H; we will denote this map by M. For every vertex, choose elements
¢M and nM (depending on M) such that ¢, (¢M)~! = h; for some i and p(n™) = ¢ M1
. Notice that the transformation ({¢,}, {0e}) — ({¢u (M)}, (nM o, (M) ="} for e =
(v, w) does not change the Wilson loop action or the value of the Hamiltonian. Define
o) =g and oM = n) o (i)

Another way to represent the Wilson loop expectation is as,

D M= :Vy—H 20y Exy—G Wy (@) exp[Hy g (6™, 9")]
(Wy) = . . (33
D M= :Vy—H 2oy Ex—G SXPIHN g (M, M)

In both the numerator and denominator, when considering the internal sum over o,
the map 0 — o™ can be treated as a change of parameters for the summation. That is,
for fixed M, if o, is uniform over all maps from Ey — G, then UeM is uniform for all
maps from Ey — G.

We can reparameterize the sum as,

ZM=¢xIVN%H Zoe:EN%G W}’ (o) exp[HN,ﬁ,K(Jv ¢M)]
(W) = ZH=2: -
D M=t Vy—sH 2oy En—G EXPIHN, (0, M)

(3.4)
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Now, the map ¢M is a set of maps from Vy — H/H;. The map M — ¢™ is onto, and
the preimage of any ¢ is of size |H;|!V¥!. This shows that we can reduce our problem
to computing Wilson loop expectations with a Higgs field taking values in H/H,. After

these reductions, we see that |¢XTI‘[,0(03)]¢;1 +¢, Tr[p (oe)]¢;1| < 2d unless ¢y = ¢y
and p(o.) = 1. Thus, we may consider edges e = (x, y) with o, # 1 or ¢, # ¢, as
excitations of the Hamiltonian.

Remark 3.2. If instead of choosing ¢, to be a scalar, we do the following steps:

(1) We let ¢, take values in a general group H.

(2) We assume H has a unitary representation pg with the same dimension as the unitary
representation on G, p, and the intersection of the groups pg (H) N p(G) is a normal
subgroup of the image oy (H).

(3) We change the Higgs boson interaction to,

3 Tilopd)p(0)ps @)1 + Trlps (60)p(@)pp(dy DI (3.5)

e=(x,y)€E},

Then, after similar transformations, as we have detailed above, we can show we have
an excitation with exponential suppression exp[—O (k)] whenever we have an edge
e = (x, y) that satisfies o, # 1 or ¢ # ¢y.

To show this, note that, since pg (¢x) 0 (0e) pg ((/)y_ Disa unitary matrix, the absolute
value of its trace is at most D, the dimension of the representation. Furthermore, the trace
plus its conjugate is less than 2D unless the unitary matrix considered is the identity.

If py (¢x) p(0c) Py (qﬁ;l) is the identity, then p(o.) = pg (¢y¢;1), and there is a
common element in the image of py (H) and p(G). We can quotient out py (H) by its
intersection with p(G) through the same gauge transformation procedure we outlined
previously if py (H) N p(G) is a normal subgroup of py (H). If we also quotient out G
and H by the elements such that p(g) = I and pg(h) = I, respectively, then we will
have removed all possibilities for pg (¢x) 0 (0e) pg ((/)y_ hy=1.

3.2. The case of low disorder in the Higgs field. In this subsection, we argue that the
analysis of the non-abelian case has few differences from the abelian case. Before we
analyze Wilson loop expectations under this non-abelian Hamiltonian, we start by dis-
cussing the general difficulty of introducing non-abelian gauge interactions.

Our key tool in probabilistic computation was based on cluster expansions; thus, our
first step was to first find an appropriate definition of cluster that would satisfy nice
properties. In the case of a pure gauge field, the natural choice of cluster would be those
plaquettes such that the current around it is trivial, or, in other words, ¥, (o) # ¥, (1).
These are the natural excitations that suppress probability.

In the case of an abelian gauge field, we are actually able to use the set of excited
plaquettes p with v¥,,(o) # v, (1) as the support of a legitimate cluster expansion. This
is due to the fact that a configuration o whose support consists of two compatible sets
P1 U P, , according to Definition 2.3, can be split into two configurations o1 and o3
whose supports are P; and P», respectively.

In the case of a non-abelian gauge field, it is no longer possible in general to split
a configuration ¢ whose support consists of two compatible sets P; U P, into two
configurations o and o with support P; and P». As shown in the papers [7] and [19],
there are topological restrictions that prevent such a splitting. To get around this difficulty,
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one must consider a more sophisticated condition to determine whether we can split a
configuration or not. This ‘sophisticated condition’ is related to the knotting properties
of the vortices in the support. The combinatorial analysis of the knotting properties of
vortices was done by Cao in [7].

Now, let us return to our Higgs field model. As we have seen, a basic difficulty is
that our cluster expansion must consider both the excitations of the Higgs field and the
gauge field. Moreover, we have observed already in the abelian case with low disorder
(large k) that considering the Higgs field makes defining the splitting substantially more
complicated.

However, in the large « case, our construction becomes more robust when considering
non-abelian groups. In fact, the cluster expansion we proposed in Sect. 2 works very
well when considering non-abelian groups. We try now to explain intuitively why we
are able to more easily perform a splitting in the non-abelian case with low « than the
pure gauge field case.

In the case of a pure gauge field, there is a large gauge symmetry. Namely, if we let
n : Vn — G be a map from the vertices Vi to the group G, then o, — nxoen;l does
not change the value of the Hamiltonian. Thus, the basic object in the pure gauge field
case is not a configuration, but a gauge equivalence class of configurations. A gauge
equivalence class containing the configuration o, will also contain the configurations
r;xaeny_l forany mapn : Vy — G.

When G is abelian, these gauge equivalence classes of a configuration o can be un-
derstood as a 2-form (do). These 2-forms can split on disjoint supports by restriction.
However, for non-abelian groups, the gauge equivalence classes are homomorphisms
to the fundamental group; for details, one can refer to Section 4 of [7]. These homo-
morphisms cannot split disjoint supports in general; the support components P; and P>
cannot be knotted with each other if one wants to split the support between P; and P5.

By contrast, the introduction of the Higgs field and the « term ensures that there is
a strong breaking of the gauge equivalence symmetry created by the maps  : Vy —
G. For large «, our basic objects are indeed configurations (o, ¢) rather than gauge
equivalence classes of configurations. The basic object of study in the large x regime of
the Higgs boson stays the same, whether we consider abelian or non-abelian groups. For
this reason, the analysis in Sect. 2 is robust to the introduction of a non-abelian group
G.

In the analysis of Sect. 2, we found that any edge with 0, # 1 automatically suppresses
the probability by a factor of exp[— O (k)]. This allowed us to consider plaquettes that
contain an edge with o, # 1 as part of our support. Immediately, if the support of our
configuration is P; U P,, where P; and P, are compatible, then we can split the gauge
field part o of our configuration by restriction to P and Ps.

The assignment of Higgs bosons to vertices is similar to what is done in Lemma 2.2.
Lemma 2.2 treated the case when H/H; is isomorphic to Z,. The key point of the
argument was to identify the phase boundary and perform appropriate flips to correct
phase boundaries when we separate the supports. The only key fact that we used about
the group is that if we switch ¢y, ¢, to —¢,, —¢,, where vertices x and y bound an edge
e, then the Hamiltonian for that edge e does not change. In particular, if we apply this
flip for all vertices inside a phase boundary, it does not change the Hamiltonian except
on the phase boundary. For a more general group H, we still see that the Hamiltonian
does not change on an edge if we apply the transformation ¢, — héy, ¢, — he, for
an arbitrary group element in H/H,. This will allow the argument to go through when
we consider Higgs boson groups larger than Z;. Combining these two facts together, we
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see that all of the arguments outlined in Sect. 2 apply verbatim when « is sufficiently
large.

Remark 3.3. Even if we consider the case outlined in Remark 3.2, with the Higgs boson
taking non-abelian values, we can still apply the vertex assignment procedure outline
in Lemma 2.2. This is again due to the fact that the transformations ¢, — h¢, and
¢y — h¢, do not change the Hamiltonian.

Tr[py (hp) p(0e) i (b)) )] = Trlpg () pg (b)) £ (0e) s (B, ) o ()]
= Trlps(h ") 0 () g () (00) g (b )] = Trlpg (b)) p(0) py (¢, )],

The first equality used the fact that py is a representation. The second inequality used
that Tr[AB] = Tr[BA] for general matrices A and B. The final inequality again used
the fact that py is a representation and pg (h) ,o¢(h’1) = py(1) = 1.

(3.6)

4. The High Disorder Regime: Small «

In this section, we derive the value of Wilson loop expectations for small values of . We
remark that the analysis of this section does not need to restrict to H a discrete group. In
Sect. 4.1, we introduce the random current expansion of our Hamiltonian and the new
associated polymer counting functions. In the following Sect. 4.2, we show how our
polymer counting function will split better if we consider the alternative notion of knots
rather than the vortices of previous sections. In Sect. 4.3, we apply the bounds developed
in the previous subsections to identify the main order contribution to our Wilson loop
action. Finally, Sect. 4.4 gives an explicit value to the Wilson loop expectation by relating
our more abstract expression from Sect. 4.3 to computations involving a Poisson random
variable.

4.1. Expansion in random currents. In contrast to the low disorder regime, we cannot
simply consider edges with o, # 1 to be excitations blindly. Unfortunately, this means
we would have to consider a fundamentally new definition of cluster. We will observe
later that in our new definition of cluster, the knotting problem is a serious difficulty
when trying to split the configuration. Interestingly, this difficulty even appears in the
case of an abelian gauge group with low «. This means we have to treat the Higgs field
model for small « with non-abelian and abelian gauge fields in the same way. To avoid
presenting some long combinatorial estimates, we will restrict to the important case
d = 4, where we can cite these combinatorial estimates from previous results and focus
on the new ideas.

Intuitively, one can imagine that, in the small x case, there will be large fluctuations in
the Higgs field, which will decorrelate very quickly for large distances. To quantify this
intuition in a cluster expansion, we introduce the notion of a random cluster expansion.
First, let T be some positive constant such that for any o, ¢, and ¢, we have that,

[1 00, ¢xdy ) = 3 Trlp(0)1d; " + ¢ Trlp(00)l¢y | > —7, where T > 0. (4.1)

We see that the measure generated by the Hamiltonian would be the same whether
we considered Hy g or the following Hamiltonian,

Hi (@ ®) i = 3 Blup(@) = ¥p(DI+ Y kI @e ety D+ 7))

pePy eeEf‘V
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We can relate the above model to a random current model. This has three sets of
random variables, the o’s, the ¢’s, and a new set of edge activations I (e). The marginal
distributions of the ¢’s and ¢’s are those given by the Hamiltonian H}v, B Provided
one has a configuration ¢, and o, the distribution of I (e) is given as follows:

e (£ (0e, prpy ) + DIF
Kl explic (f1(oe, pxpy ) + D)1

where k can be any non-negative integer. The benefit of the random current expansion is
that it is equivalent to finding the measure associated with the following Hamiltonian.

P(I(e) = k) = 4.3)

INpac(0, ¢, 1) =Y BWp(0) = Pp(1)

PEPN

+ ) 1) loglk (f"(0e. ey ) + )] — log I (o).

u
ecEy

(4.4)

I (e) is only allowed to take non-negative integer values. Essentially, the idea is that
summing over I (e) returns the exponential.
With this in hand, we can start writing up our definition of cluster.

Definition 4.1. Given an configuration of the form C:= (o, ¢, I), we can define the set
of excited vertices as

EV :={ve Vy:3dest.ved(e)andI(e) #0}. (4.5)

We can define the support of the configuration as,

supp C := {p € Py :¥,(0) # (1) or

. (4.6)
Jdv € EV s.t. v is a boundary vertex of p}.

In words, a plaquette is excited if either the plaquette has a nontrivial current running
through it or it has a vertex on its boundary that is adjacent to an edge that is excited
with a non-zero I (e) value.

We still have the same notion of compatibility of plaquette sets P; and P> from
Definition 2.3. We also remark that the condition v¥,(0) # ¥,(1) here is the same as
the condition o, # 1 in Section 4 of [7]. In addition, the support of a configuration only
depends on the values of o and /, not on ¢.

Remark 4.1. We can show that, with regards to this definition, the excitations with the
smallest support are still minimal vortices P (e) centered around an edge e. We remark
that if there is an excited edge e with I(e) # 0, then the support will contain all
plaquettes that share a boundary vertex with this edge. This is certainly more than 12
oriented plaquettes ( 6 plaquette pairs { p, — p}). Furthermore, Lemma 4.3.3 of [7] asserts
that the smallest vortex of the form supp(o, 0)(i.e., all 7 (e) = 0) has 12 excited oriented
plaquettes( 6 plaquette pairs {p, —p}).

Furthermore, in order to avoid dealing with tedious edge cases, we will assume
a boundary condition on which we will not find excitation whose support contains a
plaquette on the boundary of Ay. One can show that for loops sufficiently far away
from the boundary, the effect of excitations on the boundary is of size e N, where N is
the size of our lattice.
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We now define our polymer counting function ® as ,

~ 1
OP) = e 2 2. oelon@ 6. Dl

supp(o,[)=P ¢

We have the following easy consequence of our definition, which we will state in a
lemma for clear reference,

Lemma 4.1. We have the following alternative expression of ®(P).

1

PO = G H T

S T explB@,(o) — ()]

supp(o,l)=P pePy

Z 1—[ (k (f*(oe, ¢x¢;1) +1))[@
1(e)! '

%))

¢ e=(x,y)eEN
This second formulation will be used in the rest of this section for its ease in manipulation.

The normalization is introduced in order to derive some multiplicativity relations
in the future. Because we are dealing with non-abelian gauge groups, we have a more
complicated condition that ensures that if the support can be decomposed into two com-
patible plaquette sets P and P; satisfying this complicated condition, then ® (P, U Py) =
®(P)P(P,). A sufficient condition for this splitting is the well-separated condition of
Cao [7, Lemma 4.1.21].

Definition 4.2. (Well-Separated) This definition is derived from the one used in [7]. We
modify some of the notation used in [7] to follow the conventions of this manuscript.
We say that two plaquette sets P; and P, are well-separated if we can find some
rectangle R in A y that satisfies the following properties: Firstly, P is contained in P (R),
the plaquettes inside R. Secondly, P is contained in P (R)¢, the plaquettes outside R.
Furthermore, P; and P> do not contain a plaquette belonging to the boundary of R.

With this definition in hand, we can prove the following lemma.

Lemma 4.2. Consider two plaquette sets P| and P, that are well-separated according
to Definition 4.2. Then, we can make the following assertion,

O(PLUPy) = O(P)D(P). (4.8)

We can also apply the same splitting if Py is a minimal vortex and P> is compatible
with P;.

Proof. In this proof, we concentrate on proving the details in the case that P; and P>
are well-separated. At the end of the proof, we will make some remarks in the case that
P is a minimal plaquette and compatible with P,. Part 1: Splitting the configuration o

Let P; and P, be separated by the rectangle R. Let T be a spanning tree of Ay that
is simultaneously a spanning tree of R, the complement R, and the boundary of R with
some basepoint b.

Notice by how we defined the support of our configuration Py U P», all plaquettes p
such that ¥, (o) # ¥, (1) are contained in P; or in P;.

We will say that any gauge field configuration o is gauged with respect to the tree
T if o, = 1 for all edges e € T. We can apply Lemma 4.1.21 of [7] in order to find a
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unique gauge transformation on the vertices n° : Viy — G such that of = ny oe(n‘y’)_l
with 1, = 1 at the root and ¢¢ is gauged with respect to the tree T'.

Once we have defined o, we see that o8 can be split into a product alg and azg
such that 6f = (0])c(05), for all edges e = (x, y). Furthermore, of and o} satisfy
the following properties: (olg )e = of for edges e inside R, and (alg )e = 1 for edges e
outside of R. In addition, (05 ). = o for edges e outside of R, and (c}), = 1 for edges
e inside of R. This is how we would divide o into two disjoint supports. Now, let us see
how we would deal with activated edges.

Using the activated edges of /(e), one can generate a subgraph Z of the lattice
Ay whose edges consist of the activated edges with 7(e) # 0. One can consider the
connected clusters Cly, Clp, ..., Cl,,. We will observe later in the last line of (4.9) that
our function ® will not share variables between the different clusters; this will allow
us to split & appropriately as a product. We also remark that given a cluster C/;, all
of its vertices are either boundary vertices of plaquettes of P; or of P, exclusively.
Otherwise, there exist some vertices v and w that are adjacent in the cluster C; such
that v is the boundary vertex of some plaquette p; in Py, and w is the boundary vertex
of some plaquette p> in P,. However, the edge (v, w) is activated; thus, all plaquettes
that either have v or w as a boundary vertex are in the support of the configuration. In
the connectivity graph of plaquettes G, from Definition 2.3, this would imply that p;
and p» are connected. This contradicts our assumption that P; and P, are disconnected
components of the support.

We can let V] be the vertices that are boundary vertices of some plaquette in Py, and
we let I{' be the activated edges whose boundary vertices are both in V. We define V,
and I§ similarly. From our earlier discussion, I{" U I§ is a disjoint union covering all
activated edges, and V| is disjoint from V.

For an activation /, we define I (e) to be the activation restricted to the edges of 77,
and /> (e) to be the activation restricted to the edges of /7.

We now claim that the map (o8, ) — (alg, 1), (af, D) is a bijection between the
following two sets:

(1) Those configurations (o8, I) whose supportis P; U P, and o¢ is gauged with respect
to the tree T'.
(2) Pairs of configuration (o}, I1), (05, I») whose supports are Pj and P, respectively,

and o}, o5 are gauged with respect to the tree 7.

To show that this is a map between the proposed spaces, it suffices to show that the
support of (af , I1) is P exactly. By our construction, (of , I1) has support contained in
P;. Now, let p be an arbitrary plaquette in Pj. Since p was in the support of (c&, P),
we know that either ¥, (08) # ¥, (1) or there is a vertex v on the boundary of p such
that v is adjacent to an excited edge, e with I (e) # 0.

Consider the case that ¥, (0%) # v¥,(1). We know that for p € Py that ¥,(08) =
Yp (O’ig ) by construction. Thus, in this case, we have that p € supp(aig , I1). Now, consider
the case that there is a vertex v in the boundary of p; such that v is adjacent to an activated
edge e in 1. Our earlier discussion shows that v must be in V| and e must be in / 1“ Thus,
v is still adjacent to an activated edge in ;.

Since all of our maps have been defined by restriction, it is easy to show the proposed
map is a bijection. The splitting is clearly unique, and one can combine an arbitrary split
by multiplying the o’s and combining the /’s. This proves our claim on the properties
of the map (08, 1) — (alg, 1), (02g, D).

Part 2: The Multiplicativity of ®
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We rewrite our sum in ® with respect to a base representative o gauged with respect
to the spanning tree 7 and a separate field, n : Vy — G, that re-introduces the gauge
invariance. The sum in ®(P; U P,) can be written as,

- 1
SV = (G 2 [T explBwp@® = vy
supp(c8,I)=PUP, peP|UP,
o8 gauged with T 4.9)
ST (f Oreoéng, dedy) +70)!©
1(e)! '

n.¢ e=(x,y)efe:1(e)#0}

The new variables 1 : Viy — G act as follows: it takes a gauge field configuration o
to the configuration n (o) that takes values n(o), = nxoeny_l for the edge e = (x, y).
This reintroduces the gauge invariance we removed when defining o8. We remark that
we get an extra factor of ﬁ due to the removal of the gauge fixing i, = 1 for the root.

This can be done by a global transformation multiplying each element n by the same
element g € G.

Recall our map (08, 1) — (olg , 1), (crzg , I>) from earlier. We see that it can split the
product as follows:

(IG|H/H,)VVI=IVil=Val
(GII[H/Hj|)VA]
Z 1_[ exp[ﬁ(‘/fp(crig) — 4, (1))]

supp(af,1))=Py PEPI

&)(Pl UupP)=

(S e aD)eny ts ey ) + 1)1
<> 1 I1(e)!

N, Pv e=(x,y) 4.10)
veVy I1(e)#0

Z ]_[ explB(Yp(05) — Yp(1))]

supp(oy,I2)=Py PEP2

<Y ] (K(f“(nx(af)en;1,¢x¢;l)+r))12(e>.

Ir(e)!
Nv, Py e=(x,y) 2(6)
veVy I(e)#0

We used the following facts:

(1) Firstly, the mapping (c¢, 1) — (of, 1)), (Uzg, I>) is a bijection.

(2) Secondly, the product of the exp[B,] factors split between the disjoint supports Py
and P,.

(3) Thirdly, the products (k (f*(17x(58)en ;1 N Y +1))11¢®) gplit between the disjoint
sets £ and E», where the only variable values of 1 and ¢ affecting the values of the
product over Ii(resp. I») are those in V| (resp. V).

(4) Fourthly, we used the fact that the restriction of o8 to Ej(resp. E») is of (resp. crf ).

(5) Finally, the sum over all remaining variables ¢, and 5, belonging to variables not in
Vior Vais (G| H/H,)!VI= V1=Vl

Now, in the third line, we can reintroduce a dummy summation over the new variables
n), ¢l for vertices v ¢ V| and a new dummy summation over the variables 12, ¢> for
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vertices v ¢ V; in the fifth line. We will also relabel the variables 71,, ¢, in the third line
as nll), ¢,£ to simplify notation; similarly, we relabel 7,, ¢, as 173, ¢12) in the fifth line.

Compensating for the extra multiplicative factor of (|G||H/H; DIVNI=IVil in the sec-
ond line due to the new variables we added, as with (|G||H/H,|)!"¥I=1V2| in the fourth
line, we see that we can write the above expression as expression

O(PyUP) =

1
qemmEye 2 [T ewlBpe) =y,
supp(of ,11)=P PEP1

k(f @)™, dl@) ™ +1)1@
<2, 11 I (©)!

I gl e=(x.y)
nol et @11

1
Yoo T explB@yef) — vp())]

(GIH/H )
(GIH/HDWT - o= e

<Y ] k(" 3@y 3@ ™D + 1) P
I (e)! ’
gy €= )
L(e)#0

But, this is just the product &)(Pl )&D(Pz).

When we consider the case that P; is a minimal vortex, we only have to make the
following adjustments. Instead of splitting P; from P> by a rectangle, one can split Py
from P> merely by considering the simply connected skeleton of Pj, which also has a
simply connected boundary. Furthermore, since Pj is a minimal vortex, there can be no
excited edges in P;. We can follow the same argument detailed above to split excitations
on P; from those on P, and give us the desired product relation. (The simply connected
skeleton is called S, in [7] and its simply connectivity properties are detailed in Lemma
4.1.10 of the same paper.) O

4.2. Knot expansion. The previous section showed that our polymer counting function
can split under some strong conditions on the support of our distribution. This strong
condition is necessary in order to avoid knotting problems; however, it prevents us from
using the vortices as our fundamental object of study. To get around this difficulty and
use the power of 4.2, we pair this with the concept of a knot expansion. The notion of
knots will allow us to split the support of a configuration into disjoint components in a
pseudo-polymer expansion. In this section, we introduce the notion of knot expansion
and give some basic estimates for our polymer counting function ®.

Definition 4.3. Let V; U V; --- U V), be a vortex decomposition. A partition of these
vortices into compatible sets of plaquettes, K U Iy U - -+ U KC,,, will be called a knot
decomposition if, for each j, there is abox B; that well-separates KC; from KC ;1 UK ;12U
-+ -UKC,. As a consequence of Lemma 4.2, we would have that d~>(IC1 UkLU---UK,) =
[Ti=) ®E).

A knot decomposition will be maximal if there is no further way to partition any
K=K ; U IC? into non-empty components such that }C ; is well separated from IC? U
Kjs1---UIK, byacubein Ay.
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Remark 4.2. Due to Lemma 4.1.10 of [7], if one of the vortices in the support of a
configuration is a minimal vortex P (e) centered around some edge e, then one would
always be able to separate out this minimal vortex in the knot decomposition. We will
usually choose these minimal vortices to be the first knots in the knot decomposition.
This is exactly the convention of [7].
With the notion of knot decomposition and Lemma 4.2 in hand, we can rather easily
prove the following statement. This is essentially Lemma 4.3.10 of [7].
Lemma 4.3. The probability that, under the Hamiltonian $y g ., we observe a config-
uration (o, ¢, I) whose support under the knot decomposition contains K is less than
D ().
Proof. Consider a knot decomposition of the form KC; U- - -UKC; U- - -UC,, that includes
K =K \GI"N=H/H YN (K U- - -UK ;U- - \UK,,) will be the sum of exp[ £y g ]
among all configurations that have the knot decomposition Ky U --- U KC; U -+ U K.
We see that,

m
Yo expldn g0 ¢, DI=IGI I H/EYE Y [T oK.
Kesupp(o,¢,1) KekK UK,y UK,, i=1
(4.12)

We abuse notation to say that K € K U - - - U K, means that K is one of the knots
in the decomposition.

We see that if we remove K = K from Ky U- - - UK,,, then , even though ;U - - -U
Kj—1UK 1 U--- UK, may split further in a knot decomposition, we would still satisfy

a well-separatedness condition to assert that O U---U KictUKjqU---UK,) =
1_[:;:&1 D(K).
i#]
By considering those configurations whose support would be contained in Iy U - - - U

Kiji-1U-- UK U---UK,, for all knot decompositions Ky U - - - U K, that contain
K = K, we see the partition function can be bounded below by,

m

Zoyype 2 G H H S T @, @.13)
KekKUK, UK, 1;1
L7=]

Taking the ratio of the term in (4.12) with our lower bound on the partition function
gives us that the probability of seeing a configuration whose support contains /C is
bounded by @ (K). O

We also have the following quantitative bound on ®(P) for general plaquette sets.

Lemma 4.4. Let P be some plaquette set with 2n oriented plaquettes ( n pairs of pla-
quettes {p, —p}) in the support. Define the constant,

Qg 1= 2°|G| max (exp[Z,B( I’;él]ElXG Re[yrp(a) — ¥p(DD], (k0 exp[/(b])z(g)> ,

where 0 is the maximum value of f“(o,, ¢X¢;l) + T for all possible values o and ¢.
Note that this maximum does not depend on the edge e.
Then, we have the following bound on ®(P).

®(P) < df,. (4.14)
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Proof. Choose some spanning tree 7. We see that we can express @ (P) with respect to
configurations gauged with respect to T as,

~ 1
P =G T

S T exlB, @) — vp(1)]
supp(08,I)=P pePy
Y ] w(f* (e (@9)eny !, ey ) + 1)@
I(e)! :

(4.15)

N,¢v e=(x,y):1(e)#0

Notice that the support of &, I only depends on the set AE of activated edges of I,
rather than the particular values of /. Given a set of edges AE we will let supp(cé, AE)
be the support of a configuration (o8, I') whose set of activated edges from / is AE. We
remark that the definition would not depend on the choice 1.

In the first sum, we replace the sum over activations / with a sum over sets A E, where
AE corresponds to the set of activated edges. Later, just before we take the product over
all edges in the second line, we sum values of I (¢) from 1 to oo, where e varies over all
activated edges in AE.

Namely, we write,

= 1
D(P) =W Z 1_[ explB(Y,(0®) — ¥p(1))]
! supp(o8,AE)=P peP
4.16
R § D 3 A e i (10
' .
Tosthy e=(x,v):¢€AE I(e)=1 1(e)!
u g —1 -1 I(e)
The sum » 7, —; AU )67’(’8)’?”)’ 7)) can be bounded by 0 exp[« ], where

0 is the maximum of f*“ (1, (o)eny_l, ¢x¢y_1) + 7 over all choices of 1,0 and ¢. Recall
that since f* is a local function, there is clearly a maximum value.

The last line of (4.16) can be bounded by |G|!VV|H/H,|IV¥! (k0 exp[x0])IAE!, by
performing a trivial sum over all i, and ¢, variables. Fortunately, this prefactor cancels
out.

Now, we bound the product [ . p, explB(, (%) — ¥, (1)1 (k0 expld])AE! for
any configuration with supp(c¢, AE) = P.Let PNT be the set of plaquettes in K such
that ¥, (0%) # ¥, (1). For plaquettes in K \ PNT | we would know that, instead, they
must be activated due to an edge e € AE that shares a vertex with a plaquette. A single
vertex can be part of at most 2(5) oriented plaquettes, so a single edge can excite at most

4(3) oriented plaquettes. Thus, we see that |[AE| > %;;NT‘
2
For any configuration such that supp(cé, AE) = P, we see that we can bound

[T)epy eXPIBW (%) — ¥p ()]G explicd])!*! by

1 n
max (exp[2ﬁ(a1;11a€xG Re[yrp(a) — ¥p(1)D], (k0 exp[KO])Z(g)) .

Now, all that we have left is to count the number of configurations oé, AE with
support P. For each edge e that is a boundary edge of a plaquette p € P, we have at
most 2 choices: to activate the edge or not. Thus, the number of ways to choose AE is at
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most 24", with 4n being the maximum number of edges that could possibly be boundary
edges of plaquettes in P.

Consider the restricted support of the configuration o¢; namely, consider those pla-
quettes with ¥, (o) # ¥, (1). This restricted support, PN7 is a subset P. There are
2™ ways to choose this restricted support. Now, we finally have to count the number
of o8 with restricted support PNT In [7, Lemma 4.3.7], this can be reduced to find-
ing the number of homomorphisms from the fundamental group of the 2-skeleton of

the complement of PV7 . From [7, Lemma B.2], this is bounded by |G|*""! < |G|".
Multiplying all of these constants together will give us the desired bound on ®(P). O

Remark 4.3. Provided we know that $ is sufficiently large and « is sufficiently small,
from this point, we could follow the strategy of our previous Theorem 2.1 by using
a sufficiently small value of the constant ag . The proof can follow using the same

outline: namely, finding a good event €2, bounding the probability of ¢, and computing
1

the value of the Wilson loop conditioned on €2¢. If one chooses «2® to be of the order
exp[—p1, then one could expect this to be essentially optimal.

For the remainder of this section, we will give simpler arguments deriving the leading
order behavior of the Wilson loop expectation for the convenience of the reader. One can
express some corrections to the leading order in « through a more delicate argument.
For interested readers, this procedure is performed in Sect. 5 through a careful analysis
of the decorrelation properties of an associated Hamiltonian.

4.3. Identifying the main order excitations. The previous subsection introduced the no-
tion of knot decomposition to aid the analysis of our polymer counting function. Using
this splitting, we can obtain strong probability bounds on configurations and determine
the leading order contribution to the Wilson loop expectation in this subsection. As we
have mentioned in Remark 4.3, we can ® to show that the main order terms are given
by minimal vortices centered around edges of our loop y .

When exp[—B] < k, we can more precisely describe the value of the error term with
a little bit more effort and more careful identification of the main order terms.

Definition 4.4. We call a configuration (o, ¢, I) Wilson loop nontrivial if the following
holds: there exists some plaquette p such that ¥,(0) # ¥ ,(1). We can define the
function ® N7 by summing exp[$Hn g« (0, ¢, I)] over all configurations that are Wilson
loop nontrivial. Namely, we have that, when P is some plaquette set,

dyr(P) = > explHN g (0, ¢, D] (4.17)

supp(o,¢,1)=P
(0,¢,1) W.L. Nontrivial

A configuration (o, ¢, I) that is not Wilson loop nontrivial is Wilson loop trivial.
A consequence of being Wilson loop trivial is that there is a way to choose a field
1 : Vn — G such that the modified field o = r;xaeny_l =1.

If a configuration (o, ¢, 1) has support P; U P, where Py and P, are compatible, we
can say that (o, ¢, I) is Wilson loop nontrivial on Pj if there is a plaquette p € P; such

that wp(U) a 1»hp(l)~
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We now describe some properties of ® 7 that are reminiscent of the properties of
®. We can follow the construction in the proof of Lemma 4.2 to make the following
assertion: we have the identity

IGI(GIIH/H, )~V > explON .« (0, ¢, ] = Dy (PD(Py).

supp(o,¢,1)=PUP,
(0,¢,1) WL.N.T. on P

This is due to the fact that, under the restriction map on the gauged version of o, i.e., the
map o8 — (O’lg , ng ), af must be Wilson loop nontrivial on Pj if o0& was Wilson loop
nontrivial on P;.

Due to this multiplicative property, we can follow the proof of Lemma 4.3 to as-
sert that the probability that we have a configuration whose support has a knot de-
composition that contains K and is Wilson loop nontrivial on /C is bounded from
above by ®y7(K). Finally, since we know that since a minimal vortex has a size of
at least 12 oriented plaquettes from Remark 4.1, the support of all Wilson loop non-
trivial configurations that are not minimal vortices has at least 14 oriented plaquettes

(7 plaquette pairs {p, —p}). Following the proof of Lemma 4.4, we can assert that
~ ~|KC|—6
D7 (K) < 24G1) expl—12B(maxg1 Re[v(8) — ¥, (DDlay, -

We are now at the stage where we can define our good event, Q, where we have a
characterization of the Wilson loop expectation in terms of minimal vortices.

Definition 4.5. We will define a event Q of ‘good’ configurations by applying conditions
for a configuration to be in the complement. We say that a configuration (o, ¢, I) is in
the complement, Q, if there is a knot K in the knot expansion corresponding to (o, ¢, I)
such that /C satisfies the following properties:

(1) K is not a minimal vortex.

(2) K is Wilson loop nontrivial.

(3) There does not exist a box By that separates K from the plaquettes P, : {p € P, :
Jde € y N §p}, i.e., the set of plaquettes that bound an edge of y.

We first show that restricted to the event 2, we have a rather easy computation of the
Wilson loop expectation, much like in Lemma 2.5.

Lemma 4.5. Define the matrix A .« as follows.

2 oz1 P(8) expl12BRe(Tr(p(g)] — Trlp(H))]

Ay = (4.18)
P Ty L expl12BRe(Trp(9)] — Trip(DD)]
Conditioned on the event Q from Definition 4.5, we see that we have,
~ ~M)/ ~
E[W,|2] =E[Aﬁ’K|Q], 4.19)

where M, is the number of minimal vortices, in the support of the configuration, that
are centered on an edge of the loop y.

Proof. Let P1U P, U P3 be a set of plaquettes that occurs as the support of a configuration
(o, ¢, I) and satisfies the following properties:

(1) Py consists of a union of minimal vortices P(e;) U---U P(eg).
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(2) P> consists of knots that are well separated from the plaquettes that bound an edge
of y. Namely, for each knot I in P,, there exists a box By that separates K from
the plaquettes P,,.

(3) Ps consists of knots K such that (o, ¢, I) restricted to X is Wilson loop trivial.

Let fZ(Pl, P>, P3) be the event that the configuration (o, ¢, I') has support P U P, U Ps.
Our goal is to provide an expression of

- Py ui |G|
SIW(PLUPUPY) = —— e Y Wy (0) expl9n.p (o, 6, D]
Y TVl y B.x\0, D, s
(GIIH/HDWT o= (4.20)
PIUP,UP3
P3 W.L. Trivial

based on this knot decomposition. Say our knot decomposition is Py U Ky U - - - U Ky,
where P; consists of all minimal vortices, and the remaining knots are either in P, or
P3. We can easily split out the contribution of minimal plaquettes not centered around
edges in y, so let us assume that P; only contains minimal plaquettes centered around
edges of y.

Now, consider the case that IO belongs to P3. Let B(K1) be a cube that separates
K1 from the other knots o U --- U K, in the knot decomposition. The box B(K)
will contain only minimal compatible minimal vortices of P (e). By applying Corollary
4.1.16 of [7] to the inside of the box B(K), there is a way to choose a spanning tree,
T (K1), of the box B(K1), the boundary, and the outside, that does not use any of the
edges ¢; that form the centers of minimal vortices inside B(/C;). When we gauge our
configuration with respect to this spanning tree, we find that 6, = 1 for all edges inside
B(K1), except for those edges that are centers of minimal vortices; again, this is a
consequence of Corollary 4.1.16 of [7].

According this gauge, we split the configuration by restriction to the edges of E (K1)
and the complement; recall from Definition 2.2 that E(KC;) is the set of edges that
bound plaquettes of ;. This restriction maps (c8, I) to (68, I1), (1, I2), where I is
the restriction of / to the edges of K and the gauge configuration will be trivial on the
edges of E(K).

By the calculations similar to those performed in the proof of Lemma 4.2, we see
that we have the following expression for <f>53 NP U Py U P3).

< 1
Ps triv _ g
PPV PLUPY) = o e > Wy (o)
supp(o®, I1)=P1 L, K
o8 gauged with T'(ICy)

P3 W.L. Trivial
x 1 explBrp(o®) — v, (1)]
pePiUP,

u g —1 —1 I (e) (421)
YT (" (e (0)eny !, gedpy ) + 1))

|
Mpy  e=(x.y) Ii(e)!
veV (K1) I1(e)#0

1 ((f ey s gatpy ) +7)2@
* Genmapven 22 11 L) '

supp(1,2)=IC1 1.y e=(x,y)
veV (K1) I (e)#0

Again, the main fact we used is that when we gauged o with respect to 7'(K;), the
value of o on all edges of E(K) is 1. Thus, we can split out the last line as a factor
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that does not share variables with the others. By adding appropriate auxiliary variables
> nl, ¢! in the first line and Y 52, ¢2 in the second line and normalizing, we see that
we have ®1° "™V (PL U Py U P3) = &2 "™(P U P U P\ K (K1) — Pur (K1)

If instead, the knot KC; belonged to P», we see that we can choose a rectangle B(K)
that separates /C; from all other knots in the knot decomposition; this includes those in
Pj. This is due to the fact that there is a rectangle that separates ; from the plaquettes in
P, ; the intersection of this rectangle, with the rectangle that splits ; from o U- - -UKC,,
will split KC; from all other knots in the knot decomposition.

Furthermore, this ensures when we gauge our transformation according to 7' (}C;) and
get a splitting oig inside B(K1)¢ and af in B(K1), we have that (oﬁg)e = 1 for all edges
in y. Thus, we see again that &>53 WpiUP,UP;) = 653 NPLUP,UP\ K@ (K))
holds.

By fully iterating this procedure, we see that ultimately we can remove all knots that
are not minimal vortices centered around edges of y and see that,

L W(PLU P U Py) = &y (PND(P) [] [B(K)) — Dyr ()l (4.22)
ICjEP3

Now, we finally evaluate CID), (Py). First, we remark that there are no activated edges
with 7 (e) # 0. If there were such an edge, our convention would imply that all plaquettes
that share a boundary vertex with this edge would be excited. This would be larger than
a minimal vortex. To evaluate &Dy(Pl), we apply Corollary 4.1.16 of [7] and choose
a spanning tree of Ay that avoids using the edges e; that are centers of the minimal
vortices in P;. When we gauge configurations with respect to this spanning tree, the
only nontrivial edges with o, # 1 are those edges that form the centers of the minimal
vortices.

We see that ,

®, (P =[] D expl12BRe[Trlp(0e)] = Tl p(DINTilo( [ | oe)]. (4.23)

e;eP; Ugl.;ﬁl e;ePy

We abuse notation slightly when we write e; € P;. We use this to mean that ¢; is the
clockwise ordering of the minimal vortices that compose P; around the loop y.

A similar decomposition can evaluate PP U Py U P3) as,

<i>P3 triV(P1 UP,UP;) =
[T D expli2BRe(Trlp(0,)] — TH{p(HDIB(Py) [ | [9(K) — Dyr(K)].
e;eP; O'eiyél KePs
(4.24)

We can take the ratios of the quantities in Eqgs. (4.23) and (4.24) to show, that con-
ditioned on the event Q(Py, P2, P3), we have E[W,, [Q(P1, P>, P3)] = Tr[Ak’K]. Since
the event €2 is the disjoint union of Q(P;, P», P3) over all possible knot decompositions

that could appear for configurations in Q, we see that E[W, |f2] = IE[Tr[Ag/{Z] | fZ], where
M, is the number of minimal vortices that intersect the loop y . O
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As we have done previously, our goal now is to bound the probability of the event
Q. Once this is done, we can combine this statement with the result of the previous
Lemma 4.5 to estimate the leading order contribution of E[W), ] in terms of the number
of minimal vortices excited along y.

As we have done previously, we will bound from above the probability of the event
€. It will combine the results of Lemmas 4.3 and 4.4 combined with a combinatorial
count of the number of ways to knot.

Theorem 4.1. Provided 10**ag . < 1, with &g, from Lemma 4.4, there is some uni-
versal constant not depending on B,«k, G, H or y such that, the probability of the
complement of the event Q€ from Definition 4.5 is bounded by

~C v —1 5
P() < 0 (|G|6|y|exp[lszs(ar;lagGReh/fp(a) —¥p(Dlag. ( 1= 1024&,3,) ) '

(4.25)

As an immediate consequence of this estimate and the previous Lemma 4.5, we have
that, for the same universal constant as in Eq. (4.25) above,

E[W, ] — E[A} /]|

N 1 >
<0 <D|G|6|y|exp[lzﬂ(argggGRewp(a) NI (m) ) :
(4.26)

where D was the dimension of the unitary representation p of G.

Proof. If we have some configuration (o, ¢, I) that is in Q¢, then this means that the
support of the configuration (o, ¢, I) contains some knot /C of size m that cannot be
separated from the plaquettes in P, by some rectangle.

Lemma 4.3.5 of [7] shows that any knot of size m can be contained in a cube of size
3m. We will give a brief sketch of this fact here. The covering cube will be constructed in-
ductively based on the following principle: a cube Cj of size 3m and a cube C; of size 3n
that intersect can be covered by acube Cg of size 3(m+n). This large cube C3 can be con-

structed manually. If we let xmm i and xmax j be the smallest and larges coordinates, re-

spectlvely, inthe ith d1mens10n of cube C, then we may set xmm 3 = min (xmm 1> xmm 2)

and xmax 3= max(xmax 1 max »). Since the cubes C; and C; intersect, we must have

that |xmaX 3= mm 3| < m +n. This is a manual construction of C3. Now a single con-
nected vortex of size m can be contained in a cube of size 3m. Since a knot is a union
of vortices whose containing cubes intersect each other, we can iteratively apply our
covering construction on cubes and cover our knot of size m by a cube of size 3m.

If we let P3Vm be the set of plaquettes p such that the cube of size 3m centered around
p intersects y, we see that a knot of size m that cannot be separated from P, by some
cube must intersect a plaquette p in P;jn Notice that the size of PV =O0O(ly |m4)

Now, Lemma 4.3.4 of [7] asserts that the number of knots /C of size m that can contain
any given plaquette p € Ay is less than (10%4)™.

By applying Lemma 4.4, we can bound the contribution that there is a knot that is
Wilson loop nontrivial of some size m that intersects a plaquette in P3ym. This will be an

upper bound of P(Q°).
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‘We have,

P(Q) < (2%G])® expl128 ( max_Re[y/,(a) - wp(m) > om*lyhao*y ay

m=7

— 6 - v ; 5
=0 (|G| Iyl exp[lZﬂ(aI;lflEXG Re[yp(a) — ¥p(DD]ag .« (1 — 10245{/3,) ) )
(4.27)

Finally, to derive the final consequence (4.26), we observe the following. For any
g € G, we have that p(g) is a D by D unitary matrix and has trace in absolute value less
than D. Thus, the Wilson loop functional Wy, (o, ¢, I) = Tr[p(]] )] necessarily
has absolute value less than D. _

Also, for any k, we see that AI/‘S,K can be represented by Zg p(g)pr(g), where py is
some probability distribution over the group G. This is the probability distribution of a
random walk of k steps on the group G starting from the identity and with movement
probability

ecy O

exp[12BRe(Tr[p(g)] — Tr[p(1)])]
> 1 €Xpl12BRe(Tr[p(g)] — Tr[p(HD]

P(h — gh) =

We see that Tr[Ag’VK] < D. This allows us to bound |[E[W,, ]| and |]E[Tr[ﬁgf(]] by D on
Q¢. This derives our final result. O

4.4. Approximation by a Poisson random variable. The previous subsection reduced the
study of Wilson loop expectations to the study of the behavior of the random variable
M, . As we have done previously, our final goal in this subsection is to approximate
the variable M,, := > cey 1[Fp(e] as a Poisson random variable. In fact, the proof we
have used in Sect. 2.4 can hold almost word for word in this section. This is due to the
fact that the proofs in Sect. 2.4 did not use the full power of the polymer expansion,
but only applied these properties of the polymer expansion to a minimal vortex. These
properties of the polymer expansion restricted to minimal vortices still hold here due to
Lemma 4.2. Our Poisson approximation theorem is the same as Theorem 2.2, so we will
not reproduce this here.

We start with the following Corollary, which is our analog of Corollary 2.1. As before,
we see that this will be a consequence of Lemma 4.2.

Corollary 4.1. (of Lemma 4.2) Let E| and E» be two sets of edges. Let Q(E1, E») be
the event that the support of the configuration (o, ¢, 1) has a minimal vortex centered
at every edge of E1, and there is no minimal vortex at any edge of E,. Assume that
Q(E1, E») is non-empty. Then, the probability that the knot decomposition of (o, ¢, I)
contains the knot IC conditional on the event Q(E 1, E2) is less than ® ().

Proof. Let (o, ¢, I) be a configuration in Q(E;, E») with knot decomposition /C; U
Ko U--- UK, with = K; for some j. From Remark 4.2, we see that each minimal

vortex, P(e;) for e; € Ey, is some knot in the knot expansion.
We know that

1 Dl -
|GIIVNI=T|H / H,|IV¥] Z explHn. g« (0, ¢, )] —l_[
supp(o,¢, 1=K UK,U---UIC,, i=1
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1
Thus, we see that the sum of G/, VN exp[Hn, g« (0, ¢, I)] over all config-
urations that contain X in the knot decomposition is

1
TR 2. s, D
(0,9, 1)eQ(E), E2)
Kesupp(o,¢,1)

= > [«
Ue; ek, Ple)UKeR KieR
P(e)¢R,ecEy

(4.28)

Here, the sum is over all valid knot decompositions £R( corresponding to some configura-
tion) that contain P (e;) for each ¢; in E| as well as /C, while not containing any minimal
vortex from E5. _

If K is a valid knot decomposition for some element in Q(E, E2) containing /C,
then we see that R \ K is the support for some configuration in fZ(E 1, E»). In addition,
PR\ K) = dR)P). )

Thus, we can bound the partition function Z(2(E1, E»)) from below as,

ZQUELE)) = ) [T dxode0".
Ue g, Pe)UKeRK e
P(e)¢R,ecEr

|G|IV¥I=1|H / Z|IVN]

(4.29)

_ Taking the ratio of (4.28) and (4.29) shows that the probability, when conditioned on
Q(E1, E7), of seeing K in the knot expansion is less than & (k). m|

Using the above Corollary, we can derive the following estimates on the quantities
b1, by and b3 from Theorem 2.2.

Lemma 4.6. Assume we satisfy the conditions of Theorem 4.1.
Define the constant ¢ as,

oo
1
ti=6) (10*)"ay, =6(10*a

6
Bk) T - (4.30)
— - 10Mas,,
For ¢ < 1, we have the following estimates on l;l , l;z, 133 and ) = E[M,].
b < ly|®(P(e))*,
by =0,
4.31)

by < Ely|D(P(e)),
I — [y|D(P(e)] < Tly|D(P(e)).

As a consequence of these estimates, we have the following bound on the total varia-
tion distance between M,, and a Poisson randomvariable X withparameter |y |® (P (e)).

drv (LM, ], Poisson(|y |®(P(e)))) < |y|(D(P(e)))* + 28|y |D(P(e)). (4.32)

Again, we remark that ® (P (¢)) does not depend on the edge e. It is a shorthand for
> o1 €XpI12BRe(Trip(g)] — Trip(DHD].
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Proof. By definition, b> = 0. We can also bound b, by |y |®(P(e))?, recalling that
®(P(e)) does not depend on the value of the specific minimal vortices.

As always, the main difficulty is to estimate the value of b3. Fix some edge e. Let
E1 be some set of edges in y \ E, (e), and E> be the remaining edges in y \ E, (e), not
including the edges of E;. We condition on the event 2(E1, E;) from Corollary 4.1.

Now, fZ(E 1, E2) can be divided into two types of events,

@)) GfZ(E1, E»): These are ‘good’ configurations (o, ¢, I') in fZ(El, E») whose support
has a knot decomposition K; UK, - - - UK, such that no knot K; intersects a plaquette
in the minimal vortex P (e). ~ ~

(2) BR2(E1, E»): Theseare ‘bad’ configurationsin Q2(E1, Ez) thatarenotin GQUET, E»).
If a configuration is in BQ2(E1, E,), then its support contains a knot that intersects
some plaquette in P (e).

Let Z(GfZ(El, E»)) and Z(BQ(El, E»)) be the partition functions corresponding

to the events GQ(El, E») and BQ(El, E»). Then, we see that M is the
Z(Q(E ,E2))

probability that P (e) is aminimal vortex in the support of the configuration conditional on
the event Q(E1, E3). In addition, Z(Q(E1, E2)) = Z(GQUE1, E2)) + Z(BQUE, E»))
and ®(P(e))Z(GQUE\, E2)) = Z(QUE1 U e}, E)).

Once we show that Z(BQ(E;, E»)) is small relative to Z(Q(E;, E»)), we will be
done. This involves bounding the probability that there is a knot in the knot decomposition
that intersects the minimal vortex P (e). We have done something similar in the course
of the proof of Theorem 4.1.

There are at most (10°4)" knots of size m that could contain any given plaquette, and
from Lemma 4.4 and Corollary 4.1, the probability of a knot excitation of size m is at
most 5‘?, - Summing this over all knots of size m, we see that the probability that there
is a knot that intersects one of the plaquettes of P (e) is less than ¢ from Eq. (4.30).

Thus, we see that Z(BQ2(E1, E»)) < ¢Z(Q(E1, E»)). Provided that ¢ < 1, we see
that,

Z(QE1 U e}, E2) _ Z(Q(E1 U e}, E2))
ZQUEL E2))  Z(GQUE), E2) + Z(BQUEL, E2)) 4.33)
> (- Z2E Y ED) | _gip),

Z(2E1, E2))

This proves the lower bound of (I — ©)®(P(e)) of E[1[Fp()|Q(E1, E2)]]. Re-
calling the previous upper bound of &)(P(e)) for ]E[l[Fp(e)|fZ(E1, E»)]], we see that
E[L[Fp(e) |Q(ET, EDT] = P(Fpee)| < tR(P(e)).

Since this is true for all sets Q2(E1, E2), we can remove the conditioning and see that
our estimate on 53 is,

by < |y[tD(P(e)). (4.34)

Observe that P(Fp(e)) also satisfies the same upper and lower bounds of D(P(e))
and (1 — ©)®(P(e)) we have shown earlier. Thus, we also have that,

A —y|®(P(e)| = |YI[P(Fpe)) — @(P(e))| < Ely|D(P(e)). (4.35)
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We can now apply Theorem 2.2 to assert that,
dry (LIM, ], Poisson(1)) < |y [(D(P(e)))* +E|y|D(P(e)). (4.36)

Since the total variation distance of two Poisson random variables is bounded by the
difference of their expectations, we also have,

drv (LM, ], Poisson(|y|D(P(e))))
< |y D(P(e))* +Ey|D(P () + A — |y |D(P(e))] (4.37)
< Iy I(D(P(e)))? + 28|y |D(P(e)),

as desired. O

Since we can choose a coupling such that P(X # M, ) = d7v (X, M,), where X is

a Poisson random variable with parameter |y | D(P(e)), we automatically have our main
result by combining Theorem 4.1 and Lemma 4.6.

Theorem 4.2. Assume that the conditions of Theorem 4.1 and Lemma 4.6 hold, then we
have that,

IE[W, ] — E[Tr{ A} 1]

3 1 >
<0 (|G|6|y| exp[124( max Rely'p(a) = (DI (W) )
+ 1Y [(@(P(e))* + 2ty |D(P(e)).
(4.38)

Here, X is a Poisson random variable with parameter E[ X] = |y | ) (P (e)) for a minimal
vortex P(e).

5. Decorrelation Estimates and a More Precise Expansion

The purpose of this section is to give a more precise expansion of the main order terms
for Wilson loop expectations. The analysis of the last section identified the leading
order contribution to the Wilson loop expectations as coming from ‘undressed’ minimal
vertices; in other words, we assumed these minimal vortices can be split from the action
of the Higgs boson in our random current expansion. We can get slightly better bounds
by consider ‘dressed” minimal vertices that interact with the Higgs boson.

Though this interaction could potentially still be rephrased in the language of the
random current expansion, this would potentially require tedious combinatorial case
analysis. We opt, in this section, to use the more natural notion of decorrelation estimates.
In Sect. 5.1, we introduce concepts that will allow us to analyze Wilson loop expectations
in language that does not use the random current expansion. Next, in Sect. 5.2, we
introduce our decorrelation estimates; this will be our major analytic tool for the analysis
in this section. Section 5.3 presents our main Theorem 5.2, which uses our decorrelation
estimates to get an expression for the leading order of the Wilson loop expectation.
Finally, Sect. 5.4 writes our Wilson loop expectation in terms of an expectation with
respect to a Poisson random variable.
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5.1. Preliminaries. Inthis section, we try to rephrase some basic concepts of the analysis
of the Wilson loop expectation at small « without explicitly referring to the random
current expansion. The main contribution is the definition of a new event Q, which we
argue should determine the leading order behavior of the Wilson loop expectation, and
deriving bounds on the probability of this event. In order to reduce technicalities and
focus on the innovations, we will assume that our group G is abelian for now.

One technical issue with the argument in Sect. 4 is that the presence of the Higgs
boson could cause long range correlations. In order to bound these contributions, we
had to introduce the random current expansion and treat current excitations like knotted
plaquette expansions. Due to the knotting property, it is hard to split a configuration o
into disjoint parts in general. However, we observe that there is more power in controlling
this splitting when we are dealing with minimal vortices.

In this section, we will re-perform the analysis of Sect. 4, specifically taking advantage
of the presence of the minimal vortices along the loop y. We can express our Hamiltonian
as

Hy pac(o, @) = Y B(p((do),) —p(I)+ Y k(f“ (0 duip,) — £4(1, 1)),

PEPN e=(v,w)eE}

(5.1)

p is a 1-dimensional representation.
To proceed along our analysis, we first need to redefine our notion of support of
configurations without immediately appealing to the random current expansion.

Definition 5.1. Given a configuration of gauge fields {o'} on the set of edges Ey, the
support of our plaquette is

supp({oe}) = {p € Py : (do), # 1}. (5.2)

We now use the notation C to denote configurations of gauge fields {o,}. We treat
configurations of the Higgs boson in a matter differently from the gauge fields, so we
do not need notation to include the Higgs boson.

The support of any configuration C canbe splitinto a disjoint union Vy UV, U- - -UVy
where each V; is a vortex( a maximal connected set of plaquettes).

We see also that the smallest possible size of a vortex is 12 oriented plaquettes (6
plaquette pairs {p, —p}). One of the simplest ways to generate this vortex consists of a
single excited edge with o, # 1, and all other edges are set to o, = 1.

This definition of the support is the same as one corresponding to a pure gauge field.
Since only exciting the plaquettes, i.e., setting (do'), # 1, has an effect on the Wilson
loop action, we would expect this definition of support to be a more natural description
of the changes in the Wilson loop action.

We now give the definition of fz, our good event. In the rest of this section, we will
show that ]P(fZC) is sufficiently small. We will show later that the event Q will give us
our leading order contribution to the Wilson loop expectation.

Definition 5.2. Fix a Wilson loop y and some value K, whose value will be specified
later. We let Bk be the set of all plaquettes that are at a distance of at most K from some
edge e in y. (More formally, for each edge e in y, let B}, be the box of side length 2K

that is centered around the edge e. Then By = U,¢, B%.) We see that | B | < |y| K)4
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€2 will be an event whose complement we will show to be rare. €2 is defined as the
complement of the union of two events Qc = Ql U Qg, which we will describe as
follows.

2 is the event that the support of the configuration contains a knot K in the knot
decomposition of size > 7 that cannot be separated from the plaquettes of Bgx by some
box B(K).

€2, is the event that the vortex decomposition of C has at least two minimal vortices
P (e1) (centered around e1) and P (e2) (centered around e3) such that e is an edge in y
and e; is a boundary edge of some plaquette in B . If two such minimal vortices are of
distance greater than K from each other, then we will call them K -separated.

We see that in the complement of the event Q, either there are no vortices that intersect
y or, if there are intersections of vortices with y, these must be minimal vortices that
are well-spaced (at least distance K) from each other.

On the event fZ, we will assert that the main contribution to the Wilson loops will be
from the minimal vortices that are centered around the edges of y, much as in the cases
we have considered previously. The only technicality is that we have to ensure that the
excitations have sufficient distance from each other in order to get some independence
behavior.

Unfortunately, we do not see any direct way to bound the probability of the event
Q¢ without appealing to the random current expansion of Sect. 4. We see that if the
configuration (o) is in the event Q, from Definition 5.2, we see that (0, ¢, I) must
contain a knot K that intersects the region Bg (y) for any choice of ¢ and 1. Thus, we
can bound the event €2 by an analog of the event €2 from Definition 4.5. Since we
now deal with a neighborhood of size K around y, a simple union bound shows that
P3¢, (€21) can be no more than O (K*Pg,, (29)).

The event €2, is bounded in a different way. This specifically takes advantage of the
fact that we are dealing with minimal vortices. Before we do this, we define the notion
of <i>UB(V) for a vortex V.

Definition 5.3. Let ) be a vortex contained in abox B()). We define o v (V) asfollows,
dys) = Y. []explBo((do),) — p(1))]
supp(o)=V peV

l_[ exp K(maxf (a,b) — mlnf (e, d)].
eeB(V)

(5.3)

The product e € B(V) is over all unoriented edges found in the cube B(V).

We show that &y (P) will be an upper bound for the probability of finding a con-
figuration with support P.

Lemma 5.1. Under the Hamiltonian (5.1) we are considering, the probability that we
will see a configuration whose support contains a given vortex V such that this V is
separated by a cube B(V) containing V from all other vortices in the support is less
than &)UB(V).

Proof. Let Chbea configuration whose support contains V), and V is separated from all
other vortices in the support by a rectangle B()) containing ). The support of C can be
split as supp(C) = V U P, where P is a plaquette subset of B(V)“.
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Fix a simultaneous spanning tree 7 of B(V), B(V)¢, and the boundary of B(V).

The configuration o can be uniquely gauged with respect to 7' such that the gauged
configuration o' can be splitas 08 = o 0, where o = 1 for all edges in B(V) and
of = 1 for all edges in B(V).

With this division, we can express, Zsupp(mﬁ):vup exp[Hn g, (0, ¢)] as follows:

Z(PUY) = Z ZCXP[HN,ﬂ,K(Ga )]
supp(o)=VUP ¢

1
=— 3 [T explBo@o®)y) — p(h)]

G
Gl supp(c8)=VUP pePUV
08 gauged w.r.t. T

Yo TT exple(s“muoén,'s dugy) — £41, D).

1.9 ecEY

54)

What we have essentially done is, for every configuration, o, we find the version that
is gauged fixed with respect to 7' and reintroduce the removed gauge fixing as a sum with
respect to a new field n : Vy — G that operates on o€ as 6 — 1,05 Ny ! However,
instead of fixing some value of 71, to be 1 at a basepoint, we introduce a global gauge
transformation that multiplies each 1 by some group element in G.

Now, we can use the fact that o splits into (o), and (o), bijectively with respect
to the spanning tree 7.

We see that we have the expression,

Z(PUY)
_ L explic (f*(nuny' s dudbsh) — £4(1, 1)]
G|

supp(alg):V supp(crf):P Nu:$v e€EY,
Ulg gauged to T’ Uzg gaugedto T

< [ ] explB(o((das),) — p(1))]

peP

<[] exple(f au@seny's dudn) — £ (umy's dudy ]

e=(v,w)eB(V)¢

x [ ] explB(p((dof),) — p(1)]

peV

< [T expler“Gu@eny, dudy,) — £ Oromy,'s dudpy, M.
e=(v,w)eB(V)

(5.5)

The productofe € B(V) ore € B(V)“ means we take the product over the unoriented
edges that lie in said set. In the last two lines, we upper bound the exponential involving
k and f* by explk(max,p f*(a,b) — min. 4 f“(c,d))]. After this replacement, the
sum over of splits from all other sums. This uses the fact that the resulting sum over o]
does not depend on the choice of the spanning tree 7. We can replace the last two lines

above by ﬁJUB(V).
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We see that
Z(PUYV)
1 .
< gi®osm 3 3 T exele(r oungt g = 111 )]
supp(af)=P Mv:¢v e€EN
Uf gauged to T'
x [T explBo((das),) — p(1))] (5.6)
peEP

[T el tn@d)en,' ¢udy) = £, dudby, NI

e=(v,w)eBV)¢
< OysWV)Z(P).

We see that the probability of finding V in the support, while V is separated by B(V)
from the rest of the support, is bounded by,

ZP separated by B()) Z(PUY)
ZP separated by B()) Z(P)

< ®yp(V), (5.7)

as desired. O

Just as we can always split away a minimal vortex in the knot decomposition, we
can always apply the above lemma to a minimal vortex. In fact, since we can control
the number of edges in B(P(e)) by the number of plaquettes in our minimal vortex,
dyp (P(e)) is not a very bad bound when only considering minimal vortices.

A consequence of the above lemma is that the probability that our configuration has
P(e) and P(¢’), where P(e) and P(e’) are minimal vortices that are compatible with
each other, is é)UB(P(e))Z.

We can bound the probability of o by performing a union bound over pairs of
minimal vortices P(e) and P(e’) where e is an edge of y and ¢’ is an edge in the box
of size K centered around the edge e. We see that Py, (Qz) < 0(K4|y|<i>UB (P(e))?),
where O implicitly contains a universal constant not depending on the parameters 3, «, y
or G.

We can combine our discussion into the following lemma.

Lemma 5.2. Assume the conditions of Theorem 4.1. We have that,

A _ 1 5
P(Q) <0 <K4|G|"|y|exp[lzﬂ(ar;llagGRe[pw) — P(MD]dg.c (m> )

+ O(K*|y|Dyp(P(e))?).
(5.8)

As mentioned earlier, the implied constants in O do not depend on |G|, |H|, B, k, y or
K.
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Furthermore, an easy bound on éUB(P(e)) is &g,w where G i is defined as,

G = |G1* expl2f (max Rellp (@) — p(1) )] expldic(max f*(a, b) = min f*(c, )]

(5.9)

This is due to the fact that we can restrict our product over e € B(V) in the definition
of dup from Definition 5.3 to those edges that bound a plaquette in the minimal vortex.
This will be at most 4 unoriented edges for every unoriented plaquette in the minimal
vortex. Finally, recall that our minimal vortex contains 6 unoriented plaquettes.

5.2. Minimal vortices and decorrelation. The previous subsection defined the set Q
and argued that the main order contribution to the Wilson loop expectation should come
from this set. A key part of the definition of €2 is that the minimal vortices of the support
are sufficiently separated from each other. The goal of this section is to introduce the
decorrelation estimates that would help us exploit this separation.

As we have seen in the previous sections, to see the effect of disorder in the gauge
field, it was important to introduce the auxiliary field n : Vy — G. The main difficulty
is that the presence of the two fields 1 and ¢ can create correlations over large distances.
However, for small «x, we can expect decorrelation estimates that would allow us to
express Wilson loop expectations as a product over nearly independent minimal vortices.
We now proceed to quantify these desired decorrelation estimates.

To this end, we start by giving some definitions.

Definition 5.4. Consider the auxiliary Hamiltonian

AH)N = Y c(f“Om,'s gud, ) — £4(1, 1), (5.10)

e=(u,w)eEK/

We say that the Hamiltonian (AH) y satisfies decorrelation estimates if the following
is true. Let V be some set of vertices in V. Let Bx (V) be the set consisting of all
vertices of distance at most K from V. Let S7 and S, be two assignments of 7,, ¢,, on

the boundary § Bk (V) that differ at a single point. Then, for any configuration 7, ¢,

where v are the vertices in V there exist some constants ¢, Ko, independent of 7),, ¢A>v,
such that for K > K, we have the inequality,

IPattyy (o = oy b = GulS1) — Piargyy (1o = fiu, du = $ol$2)| < [V]e K.
(5.11)

Let us first discuss some consequences of the decorrelation estimate.

Lemma 5.3. Assume that the Hamiltonian (A'H) y satisfies the decorrelation estimate.

Let V| be some set of vertices and V> be some set of vertices outside Bk (V7). Let
ﬁ,lj qgl% be some choice of configurations for the vertices in Vi, and ﬁ%, ¢A>5 be some choice
of configurations for vertices in Va. Then, we have the following estimate,
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|]P)(AH)N()7U = ﬁllp ¢U = é‘;l%a S Vlv 7lw = ﬁ2w? ¢w = (lggp w € V2)
—Pargyy (10 = 10, ¢ = @1, v € VPrareyy = 72w = ¢, w € V2)| <

218Bx (VOIIVile K Poargyy (nw = 712, ¢w = $2, w € V2).
(5.12)

Here, |6 Bx (V)| is the size of the boundary of the set Bk (V1)

Proof. Let V. be the set of vertices outside Bk (V1) and not including V5.
From summation, we have that,

1 Al ") )
Piaryy o = 0y, $o = &y, v € Vi, 1y = 1y, pw = @y, w € V2)

= > Puaryw =y =k i =120 = fia.¢a = $a.a € Vo).
ﬁavll;a,aevc
(5.13)

The quantity on the last line can be computed as a conditional expectation.

P(A’H)N(nv, ¢y = ﬁllp ¢ll;v v e Vi, N, ¢y = ﬁizus ¢5)’ w € V2, Na, Pa = ;Zas d;awa e Vo)
= P(AH)N(UU,‘,{)U = ﬁll;s(i;is v e Vilny, ¢w = f)ivq’sis w € Vo, nq, Pa = ﬁm(z’aaa e Vo)

X P(AH)N(nw, dw = 7’7\5;’ (2;5)7 w e V2, Mg, $a = Ta, (gaa acVe).
(5.14)

Because our Hamiltonian (A’H)y acts on nearest neighbors, the conditional expec-
tation on the second time only depends on the values at the boundary |§ Bx (V1)].

From the inequality (5.11), one can show that there is a constant Y such that for any
boundary condition BC of the form,

BC = (0w, bv : N bw = 112, @2, w € Va, Ny g = Tlas para € Ve, (5.15)

we have
IPartyy (o> b = 1, L, v € VIIBC) = Y| < V1|18 Bk (V1)|e K.

To see the derivation, one can first fix some arbitrary boundary condition BC. From
any other boundary condition, BC, one needs to change at most |§ Bx (V)| terms on the
boundary § Bk (V7). Thus, by applying the triangle inequality at most |§ Bx (V)| times,
we can derive the last line.

Since we have the relation,

> Piargy (1o = iy, ¢o = ¢y, v € Vi|BOP(arg), (BC) = Piargyy (= iy by = 3),
BC

(5.16)

where BC is a sum over all possible boundary conditions, we must necessarily have that
1T = Peartyy (o = flys du = $)I < 21Vil18 Bk (Vi)le K.

Substituting back our relation on the conditional probability in Eq. (5.14), we see that
we can upper and lower bound the conditional probability with P(az), (1, = ﬁ,l,, by =
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435) + 2|6 Bk (V])le_CK . Then, we can resum the expression over V.. We see we derive
the desired inequality,

~ Al N ~
”P(AH)N(T?v:T'lIlquv:(ﬁv , U € V], ﬂwzni’(Pw:‘Piawe VZ)
~ ~ 1 ~ A
—Poaryy (o = 0h, o = bu , v € VDPargyy (hw = 12, b = 2, w € Va)|

< 2IVil18 Bk (VD e K P argyy, (nw = i, puw = b w € V2).
(5.17)

O

As a corollary of this lemma, we can get decorrelation estimates over a product of
different sites, provided the sites are sufficiently distant from each other.

Corollary 5.1. Suppose Sy, . .., Sy, are events supported on vertex sets Vi, . .., Vi, such
that each V for j # i lies outside the box Bk (V;) for each i. Fix some constant C and
assume that each boundary satisfies |8Bg (V;)| < CK4~! and |V;| < C.

Assume that (AH)n satisfies the decorrelation estimates. For some constant ¢’ < ¢
and K sufficiently large depending on ¢’ and C , we have the estimate,

m
Paryy (S1, 82, .0, Sm) — HP(AH)N(Si)|
i=1

—'K m

(5.18)

<m——— T ®urp, (i) +e <K,
min; Pz, (Si) 1o OV

Remark 5.1. This corollary will essentially only be applied to the case where the V;’s
are the vertex sets of the support of minimal vortices. Thus, we do not need to really
worry about the value of the constant C and the dependence of K on C.

Proof. The proof of this lemma involves performing some induction.

Welet Fy := Pary (S, ..., Sk)and Ex = [Piar, (S1, - .-, Sk)_l_[{'czl Poatyy (S
By splitting the events {S1, . . ., Sx—1} from S, we see that applying Eq. (5.12) will show
that
/K)

Fie < Fr—1(Prary (S) +e77), (5.19)

for sufficiently large K. (This allows the exponential factor to decay faster than any
polynomial factor of K that appears from |6 Bk (V;)| and the constants that appear in
|Vi|.) Thus, we can derive,

k
Fi < [[®@ary (Si) +e75), (5.20)
i=1

for all k.
To determine Ej, we also split the events {S1, ..., Sx—1} from Si. We first write Ej
as

k
P(St, ...y Sk) —P(S1, ..o, Sk—DP(Sk) + P(S1, .. ., Sk—1)P(Sk) — H]P’(Si) .
i=1
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We see that by applying the triangle inequality that,
Ey < [Fi — Fr—1Paryy (SO + Paryy (Sk) E—1- (5.21)

The decorrelation estimate applied to | Fy — Fx—1P a7, (Sk)| gives that this quantity is

less than Fy_je~¢X. We then apply Eq. (5.20) to estimate Fj_1 and apply the induction
hypothesis to E;_1. We see that,

k—1
Ex <e K []@ary (S +e5)

i=1

(5.22)
e

—'K k—1
=g Parron 50+ ) Bz 50
min; e k—1] Pearyy (Si) (E (AH)y i (AH)N

The term e—<'K ]_[fz_ll (Pearyyy (Si) + e_C/K) can be bounded by

—'K

k
— TP, (S) +e<F)
P(AH)N(Sk)E (ATON

. We can replace the probability in the denominator with the minimum of the probability
over all i, min; 1 k) Paw, (S).
—K

.. -1 ¢ .
In addition, miﬂie[l_k—elJP(AH)N(Si) T2 Poarey () + e F)Pearg y (Sk) is bounded
)7(‘/1( k 'K .
by m [Tizi ®Peargy (Si) +e7¢%). Adding up these terms completes the
proof. O

Now we can show through a percolation type argument that for sufficiently small «,
we can prove decorrelation estimates for the Hamiltonian (AH) .

Theorem 5.1. For « sufficiently small, we have the decorrelation estimates as detailed
in Definition 5.4 for the Hamiltonian (AH) .

Proof. This is essentially a percolation argument based on the random current represen-
tation for the Ising model.

Consider the Hamiltonian (AH) N 1= )"y, u)e Eu K Fmonyts dodpyH— (1, 1).

Let 7 be a constant such that f* (UMQI , ¢>v¢;1) +t > 0 for any choice of 1,,17y,¢, and
¢ at any given edge e = (v, w). Now, consider the new Hamiltonian,

AH)N = D «lf*Ouny,'s gy ) +7l. (5.23)

e=(v,w)eEYy

The measure generated by (AH) y is the same as the measure generated by (A7) }V
With this in hand, we now define a new probability model based on the random current
representation of the Ising model. In this probability space, we have two sets of random
variables. The first set is the collection of the same (1,, ¢,) variables on the vertices.
The marginal distributions of these variables are given by the Hamiltonian (AH)}\,.
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The second is a set of activations on each edge I (e) for e € E},. I (e) is a variable
that takes non-negative integer values with the following probability distribution. Given
an assignment (1, ¢, ) for all vertices v, we have the following distribution

(k (f“(uny ", pudy ) + T _
ktexplic (f*“(munn', dudw') + 7)1

The joint distribution can be represented as a new Hamiltonian as follows,

P(I(e) = kl(nv, pv)) = (5.24)

(AN, ¢, D) = Y (e loglk(f“(rny,", ¢uy,") + )] —log I (),

e=(v,w)eEN

(5.25)

The main point is that one can marginalize by summing over I (e). The summation
over I (e) returns exp[/c(f“(nvnlzl, ¢U¢;1) + 7)] as desired.

Now, let V be a set of vertices with K -boundary Bg (V') surrounding it. To understand
the effect of boundary conditions applied to Bx (V') on vertices in V, we see it will be
better to understand the effect of conditioning on the values of I (e).

For a fixed configuration of values I (e), we let AE be the set of activated edges
defined as AE := {e € Ey : I(e) # 0}. With the set of activated edges defined above,
for every vertex v, we can define a cluster C/(v) to be the set of vertices connected to v
using only edges of AE.

Now, we claim that, upon conditioning on the values of I (¢), the configurations of
(v, ¢y) that lie on different clusters are independent of each other. This can be seen by
explicitly writing out this conditional probability as a summation,

I o el ! puyD4T)
e=(v,w)eEy 1(e)! (5.26)

P(AH)%,(n’ o) =

[1 " (e (f O o )+T)1@
n,¢ Lle=(v,w)eE}, I(e)!
The partition function in the denominator can split as a product over different clusters.
Thus, different clusters once conditioned on I (¢) are independent of each other.

Thus, if v is a vertex in V, then v can only be affected by the boundary if there is a
path using activated edges in A E connecting v to the boundary.

Namely, we see that,

IPartyy Mo = fos b = ol S1) — Pargyy (o = v, du = ¢uSH)]
= Z ]P)(A'H)%V (v ~ag Bk (V)),

veV

(5.27)

where we use the notation ~4 g to denote connection using edges in AE. Notice that
the left hand side is O if v was not connected to the boundary Bk (V') using edges of AE
and is bounded by 1 otherwise.

Now, our goal is to derive exponential decay bounds for the percolation type estimate
P ary, (v ~aE Bk (v)). To compute this probability, we condition on the configuration
(nv, ¢y) and then compute the resulting percolation process.

For any given configuration (7,, ¢,), we see that the probability of any given edge e
being activated is at most, 1 — e ¥ (Ma%a.s f*(@.0)+7) By a monotone coupling on perco-
lation processes, we see that the probability that v is connected to the boundary Bk (v)
through edges in AE is bounded by the probability that v is connected to the boundary
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Bk (v) through the edge-bond percolation process whose probability of edge activation
is 1 — e*¥maxap f*(@.b)+7) - At this point, there are standard arguments to show that the
probability that v is connected to its boundary is bounded from percolation theory. For
example, we can apply Theorem 1.1 Part 2 of [11]. O

5.3. An expression for the Wilson loop expectation. The previous subsection introduced
decorrelation estimates as a method for analysis. The goal of this section is to use these
decorrelation estimates to determine the largest order contribution to the Wilson loop
expectation. Our main theorem is the following.

Theorem 5.2. Recall the Hamiltonian (A'H) y from Definition 5.4 and assume it satisfies
said decorrelation estimates. Let m(dAJU, ¢3w, N, Nw) be the probability under
limpy 00 () (am)y (i-e., the limiting probability distribution on the infinite lattice) that

on some edge e = (v, w), we will see the configuration ¢, = by and so on.
We first define the quantity,

MK(g) =
D m(dr. do. . i) expl—re (f(iighsy ' i1y ) — fUGudy " didy DI,
b1.¢2.71. 72
(5.28)

which represents the relative change of the Higgs boson action due to setting o, = g.
We then define the quantity,

. 2 o1 P(8) exp[—12BRe[p(g) — p(D1IM,c(g)

Ap i = (5.29)
P TN expl—12BRelp(g) — p(DIIM,(g)
In addition, define L to be the following constant.
L:=|G*\H* exp[48x(mz}7x f“(a, b) — midn (e, d)]. (5.30)
a, c,

(5.30)
Provided N is large, the loop vy is sufficiently far away from the boundary, and K is
sufficiently large, we have,

M, A ~ —c N
[E[W, — A 7 IR < |yI’af LK e K explaf, y|L]
7188 [(1+e < K)Lle='K

min Nv, v P(AH)N (nTM ¢v)

ve minimal vortex

(5.31)

expl|y (65, [(1+e™“ K)L]].

Here M, is the number of edges on y that form the center of minimal vortex exci-
tations. We also recall the constant g . from Lemma 5.2 and the constant ¢ from the
decorrelation estimates, Definition 5.4.

Similarly, we have,

~M A ~ _ N
[BIW, ] —E[Ag 71| < P(Q) +|yI*a] LK e K expla§ Iy L]
7185 [(1+e < K)Lle='K

min Ny, Pv ]P)(AH)N (Uv, ¢U)

ve minimal vortex

expl|y (65, [(1+e “ K)L]).

(5.32)



117 Page 60 of 79 A. Adhikari

Remark 5.2. For finite N, there are marginal differences between the magnetizations
m(¢, n) calculated with respect to the Hamiltonian (A7) and its infinite limit. How-

ever, provided we consider loops far away from the boundary (say of order v/N). We

would expect such differences to decay with order ¢YN In the course of the proofs
that follow, we ignore such marginal differences between the magnetizations computed
with respect to (AH) y and those computed with respect to the infinite limit to simplify
the presentation of the core ideas.

Remark 5.3. The main benefit of the estimate (5.31) is that when K is large, we can
suppress the factor of |y| in the third and fourth terms of the upper bound, even when
Y| = O(exp[pB]) for example. Even in this case, we see that we could set K = O(f),
so we can suppress the factor of K¢ with & 6.« When B is sufficiently large. This ensures
that with an appropriate choice of K, the right-hand side of Eq. (5.31) is sufficiently
small.

Proof of Theorem 5.2. On the event Q¢ ,both W(y) and A g,« are bounded by 1. We now
consider what happens on the high probability event Q.

Consider a set V| UV, --- U Vy that would form the vortex decomposition of the
support of an excitation that would belong in €. Since this event belongs to <, there are
two disjoint possibilities:

(1) §':The only excitations in Bx are minimal vortices that intersect the loop y, and
these minimal vortices are spaced at least a distance of K from each other.
(2) €2 :The support of the excitation does not intersect the loop y, and we are not in €2'.

When conditioned on Q2, we see that (W,) is 1 and p(—DMr is also 1, so the
difference is 0.

Now, let us comment on what we should do when we consider Q! We can decompose
Q! as follows. First, fix some set P; := VUV, U --- UV, of K-separated minimal
vortices V; centered on the edges of . We let the event fz{,] oV be the event that the
support of the configuration consists of minimal vortices V1, ..., V,, and possibly some
set P, that lies on the exterior of Bg ().

Lemma 5.4. On the event SAZ{)I v, » we have that for sufficiently large K and values of
Kk, such that (A'H) y satisfies the decorrelation estimates from Definition 5.4, that

M, A _
[BIW, — Ag 1Q, 3, 11 < ly|K e KL

—cK
+— me [(1+e~<KyLym.
min v, Pv ]P)(AH)N (Tlv,¢v)

ve minimal vortex

(5.33)

Proof. We canchoose aspanningtree T (V1, Va, ..., V) thatis asimultaneous spanning
tree of the boxes Bk (V;) of size K centered around each minimal vortex V; and the
complement of these boxes.

By gauging our configuration with respect to this spanning tree, we see that any con-
figuration o with support V; UV - - -UV,, UP can be splitinto m+1 parts (c2)!, ... (c8)"
and (0%)™ such that (¢¢)" has its only nontrivial edges, with (o¢)" # 1, at the cen-
ter e; of the minimal vortex P(e;) forming V;. Finally, (o)™ has its only nontrivial
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edges in the complement of the boxes Bk (V;) surrounding the minimal vortex. Further-
more, since we are dealing with an abelian group, the contribution Wilson loop action
of (02)™! can separate from the contribution from the (8)/’s.

Part 1: Splitting Py from P

For a general group G, this splitting gives us a good way to write down the expression
of W, conditional on the event Ql Vi, 382 ratio 75. We now proceed to write out the
definitions of the numerator and the denominator. At this point in the proof, we are only
concerned with splitting the support of a configuration into two parts: the part supported
on Vi UV, --- UV, and the part supported on the outside of Bk (y). Throughout this
portion of the proof, we will use the notation (o2)! to represent the part supported on
the boxes Bx (P1) := Bg (V1) U Bxk (V) -+ - U Bg (V) and (68)2 to represent the part
supported outside of the union of the aforementioned boxes. As mentioned before, in
the following expressions, each configuration is represented by its unique gauge fixed
configuration.

‘We can write out the denominator as,

PEL L 2 X

Pronley kel vs by
veV(Py) veBg (P))° v¢V(P1)UBz<(P1)‘

[T exple(f“Gony'. ¢udy") — (1 D)

e=(v,w)
> T explBlo@@Hh,) — p(1))]
supp((08))=P; PEP (5.34)
< [T exple(r“Mi@)imi) ™" ¢i@n)™) = f iy ™" 6} (@5) )]
ecE(Py)

S T explBo@@®)?),) — p(1)]

supp((c8)>)=P, PEP2

< [T exple(f“mieHim) ™" a@n)™) — f“art) ™", 62 (¢~ N1

e€Bk (P1)¢

We slightly abuse notation here; in the first line, the sum v € Bg (P1)€ is a sum over
the vertices in Bk (Py)¢ while the sum e € Bg (P;)€ is a sum over the edges in Bg (P1)°€.
We hope this distinction is always clear in context by the use of e or v and the variables
we associate with it. Note that this is the sum of exp[Hy g« (0, ¢)] for configurations

. pay 1 . o, . 2 1 o,
found in Qvl RERY IR o the partition function for Qvl Vo In the above decomposition,

------

we used the fact that, after the gauging, (¢%)! only takes nontrivial values on the edges
that are on the boundary of some minimal vortex. In addition, we used the fact that (o8 )2
can only take nontrivial values on the edges that are in the complement of Bg (Py).

In the product on the first line, any appearance of 1, (resp. ¢,) for v a vertex in P;
would be replaced with nll) (resp. ¢,}). Similar things happen with n, for v, a vertex in
B (P1)€. We also remark that in the last line, we know that (o2)? takes trivial values
on Bk (P1), not necessarily on all of E(P,)¢. This is also why we have to sum up n%, ¢3
over all vertices in Bg (Py)€.
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We have a similar expansion for the numerator.

NeloLoL X

Proglel  nlgl vs by
veV (Py) veBg (Py)° v¢V(P1)UBK(P1 )¢

[T expleCr“Gong's ¢udyh = 41, )1

e=(v,w)
Yo (@) [] explBlo@®)h) ) — p(1))]
supp((o8)H=P, peP (5.35)
< [T exple(r “mu@H)im) ™" éy@u)™) — it~ 6 (¢0) ]
ecE(Py)
Yo (@) [ explBo@@)),) — p(1)]
supp((c¢)>)=P, pepb,
< ] exple(f“mr@®im) " da@n) ™) — £ )" ¢r @)1,
e€Bg (P)°

We remark here that, in the end, we can assert that the Wilson loop expectation only
depends on the values of (o¢)! rather than on (o8 )2. This uses the fact that P> has support
that is separated by a rectangle from y; thus, (02)? could not possibly contribute to the
Wilson action.

Let Z 47, be the partition function associated with the Hamiltonian from Defini-
tion 5.4, (AH)N (b, 0) 1= Y epy, k (f“(rumy, 'y dupy, ) — (1, 1)), and P(agy, be
the probability distribution corresponding to the Hamiltonian (AH) 5. Then, we see that
has the following expression.

=2 Z Z Paroy (ny: - 0os 67)

Py .63
vleV(P) vieBy (P))°

< Y ] explBle@@H)h,) — p(1)]
supp((a8)!)=Py PEP
[T expler“my@®)im) " ¢a@i)™") = f“iym) ™" ¢o(@1) NI
ecE(Py)
< Y ] explBo@@$)D,) — p1)]
supp((0¢)2)=P, PEP2
< [T expleCr“re@)im) ™" ¢r@n) ™) — £ on0m) ™" éa@a) "I,

e€Bk (P1)°

Z(AH)y

ZAH)y

(5.36)
Similarly, we have the following expression for the numerator,

—Z Z Z Poareyy (10, by 12, 03)

P '71 ¢y 'Iv ¢v
vleV(P)) vieBy (P)°

x> @Y [ explBloe®)h) ) — p(1))]

supp((0¢)1)=Py peP

Z(AH>N
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< [T expler“ i@ i)™ ¢y@i) ™" — () ™", dy (@)~ D]

ecE(Py)

x> @97 [ eplBed@$)?),) — p(1)]

supp((08)2)=Py pepb,

< [T expleCr“aieim) ™" er@a)™) = f0im) ™" 62 (¢ N1
eeBg (Py)¢

(5.37)

By introducing the probability terms P(47,,, we can use decorrelation estimates
from Lemma 5.3 for small «.

IPattyy (1hs 0, 12, 92) — Piargyy (10, ¢ Partyy (12, 9D < 171K e ™K Pangyy (02, 92),
(5.38)

for some constant c.
Let us now define the quantities

N =
Yo Paryynd) Y, (7 @) ] explBlp((@$)),) — p(1)]
.83 supp((o$)1)=Py peP
vlev(p))
< [T exples @)™ dy@u)™") = F“0yi) ™" 6l (6y) )]
ecE(Py)
DD Parnn 6 D (v, @97 [ ] explBlpd((a#)%),) — p(1))]
P2 e} supp((0%)2)=P peP,
< I expleCr*GieHim) " ¢r@dn)™) — £ i) " ¢2@n) I,
e€Bk (Py)¢
(5.39)
and
D=
Do PamnOy ey Y. ] ewlBlo@$)h),) — p(1))]
nl.é) supp((o8)!)=P PP
vlev(p)
x [T exple(F u@em) ™ 9w @) ™) = 100 ™" 65001 5 40,
ecE(Py)
DD Parnmneh Y. ] explBed@$)*),) = p(1)]
Py o3¢} supp((08)2)=P, PEP2

< [T expleCr*aie@Hima) ™" ¢o@n) ™) — f GG~ ¢7 @)~

eeBk (Py)¢



117 Page 64 of 79

A. Adhikari
We see that we can write the difference between %/ and %. We have,
‘ N| [N/ Zwrw  N| _| N/ Zartyy = N)D/Ziary
" |\D/Zwrwy D) DD/Zx
N (AH)N ) (5.41)
N/Z(AH)N (D/Zatyy — D)
DD/Z(A'H)N
Since we have the absolute value bound that |(y, (o8 )iy < 1 and all other remaining
quantities in the expressions of N and  are positive, we see that we have the bound
N/Zaryy <1
D/Zaryy —
If we define,
D=

S ] ewlBe@@®)h,) — p())]
bl supp((@$)!)=Py PEP
vlev(py)

Xeel;lp)eXp KO @)™ @o@u) ™) = o)™ Gy @)™ D] (5 49

S Parondod Y [T exnlBlo@®H,) — p(1)]

Py gy supp((6:8)2)="P, PEP2

<[] exple( 3@z~ 80 @)™ = f1 O~ ¢ @) 1.
e€Bk (P1)°

then we see that we can bound Nizuroy = by |y|K3e_CK %.

When computing the ratio between D and D, we can cancel out the ratio of the terms
involving P>. We see that we only need to consider the ratio

2 el Lgupp(@)h=p, per; explB(pd((a®)H)p)—p(1)
. vlev(p))
D
D

X TLeercp) Pl (f (@) ()™ by (80) ™D = £ 00y (1) "6 (90,) )]

.(5.43
X el Pary 80 Eappest—rp, [per; eXpBOE@H) ) p)=p(D)] (5:43)
vleV(Py)

* [eerpy) exple (f*“ 0y (@) i)~y (@) ™D = (ny (1) ™15 (@) )]

We can bound expli (f“(n,(a#)(n3,) ", ¢ (@) ™) — f4(ny () ™1 ) (@) )]
from above by exp[« (max, » f“(a, b) —min. 4 f*(c, d))] in the numerator, and lower
bound it by exp[—k (max,,p f“(a, b) — min. 4 f*(c, d))] in the denominator.

This allows us to bound the ratio by

| S

= T expl2emax /(@ b) = min f*(c. d))]

ecE(Py)

Y el Zsup(eoh=p L per SXPIB(R(@©@Y) ) — p(1)]  (5.44)
vlev(p))

Z n ¢] IP)(A'H)N (r)v9 ¢11))Zsupp((ag)l)=Pl HPEPI exp[lg(p((d(gg)l)p) - 10(1))]
vlev(p)
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In the fraction above, in both the numerators and denominators, the sum over n! and ¢,
splits from the sum over (o8 ). We can cancel out the sum over (o8)!. We can cancel
out this sum over (¢8)! in both the numerator and denominator. The remaining sum
over n,ﬂ, d)é is equal to 1 in the denominator and |G|V PV |H|IV(PDI in the numerator.
Considering that these are all minimal vortices that are well separated, we can explicitly
compute |V (Py)| and |E(Py)|.

Recall the definition of L from equation 5.30. Our ultimate bound on % is L™.

Therefore, we can bound |%/ — %[| < |y|K3e—<KLm,

Part 2: Decorrelating the Minimal Vortices The importance of the expression %/ is

that one is able to completely cancel out the effect of excited plaquettes in Ps.

Recall the spanning tree T (V1, Vs, ..., Vy;;) and the splitting of the excitation o into
(), ..., (%)™ between the V;’s. The spanning tree can be chosen so that the only
excited edge with (08)!, # 1 on V) is the edge that V; shares with y.

Consider the quantity,

D= > Peartyy My bos - ny s éy)
LY LN
x Y exp[—12BRe(p(]) — p((d(@®)"))]
supp((c$)H=V,

[T exple(f“@y@)im) " ds@i) ™" — £ “Ghi) " di (@)~
e=(v,w)eE(V) (5.45)
X oo
x > expl—12BRe(p(1) — p((d(a)™))]

supp((08)™)=Vn

I1 explic (F4 0 (@) ™1 o (@™~ — U L ¢ @) )]

e:(v,w)eE(Vm)

and

Ni= Y Plaryy O bl oo o0
N @h it i

x Y (By.de$)!) exp[—12BRe(p(1) — p((d(@®)"))]

supp((c$)H=V

[T exple(r“@y@H)im) ™" ob@i) ™" = @y i) " ol (¢h) )]

e=(v,w)eE(V) (5.46)
>< Y
x > 8y, de®)™) expl—12Re(p(1) — p((d(a)™))]

supp((0¥)™)=V

[T expler @@ mm=" e @m™" — £ e o= e ¢~ ).
e=(,w)eEVy)

We see that % = % In this equality, we implicitly used the fact that the V;’s are

minimal vortices, so (d(c®)’) is constant on its support of 6 unoriented plaquettes.
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Since our vortices are separated by distance K, we have the following inequality from
Corollary 5.1,

m
IParyy (s by - &) = [ [ Pearey (rh. ¢
i=1
» n (5.47)
<m— 5 [ TPwry . #) + 7K1,
min; Poaryy (d, #3) i

Provided y is sufficiently far away from the boundary, one can quite readily show
that there is a constant LB such that P47y, (3, #3) > LB for any configuration of
n)., ¢l associated with a minimal vortex.

Remark 5.4. We will give here a rough sketch of this fact. This is essentially due to the
fact that we are considering a finite range interaction on a fixed finite subsystem with
no assignment explicitly prohibited by the Hamiltonian. Consider two configurations,
(ﬁ}) , ¢~>,1) and (ﬁ}j, qAbll,), on some minimal vortex V;. Consider an auxiliary field assignment
on the lattice AF := {1y, ¢} such that restricted to the vertices on V|, we have that
Ny = ﬁb Now consider the configuration, AF, that is equal to AF on {ny, ¢,} outside
of V1 and equal to {ﬁ,ﬂ ¢A>l£} on V. There is some finite bound L B on the shift of energy
between AF and AF. Thus, the configuration {ﬁ,lj, 431%} on V] is no more than L B times
more likely than the configuration {7}/, (ﬂ} We can apply this logic for all the finitely
many configurations which shows that P 44y, (+) is bounded below for all configurations
on the vertices of V.

We now define the quantities N and D as,

Ni= D ParuO¢)) Y, (8y,d0)1) expl—128Re(p(1) — p((d(@)")]

Ny &y SUPP((U"')I)=V1

veV (V)

[T exple(f“mi@Him) " ¢a@i) ™) = Myl ™" ol (1))
e=(v,w)eE(V))
<o (5.48)
XY Pary @ el Y (8, d@®)™) exp[—12BRe(p(1) — p((d(0*)™))]

.oy supp((08)™) =V

veV (Vi)

[T expleCr @ am ™ ¢r@m™" — @y o= ¢ @~

e=(v,w)eEVy)
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and

D= Y Puapy(oh) Y. exp[—12BRe(p(1) — p((d(@$)))]
il supp((a&)H=V
veV (V1)

[T exple(f“my@)im) " dy@u) ™ = £ Ghi) " éy (@)~
e=v,w)eE(V)

X - (5.49)
XY Parpy ety Y expl—12BRe(p(1) — p((d(0¥)™))]

ny ey supp((8)™)=Vp,

veV( V)

[T el @@ om=" ¢ @™ = ol o ™" ol @ =,
e=,w)eEVy)

As before, we see that,

n_q

D D

ND — D)
< _
DD

+ (5.50)

DD

@m-%‘

As before, we can bound ‘%‘ < 1, and we can relate both |2 — 35| and | — ‘ft| to a
third quantity, which we bound. We define,

Di= Y Pary(h oD +e K1 3" expl=12BRe(p(1) — p((d(e®) )]
My supp((@ )=V
veV(V))
[T el “@y@®)im) ™" ¢o@n) ™) = £ i)~ do@n) 0]
e=(v,w)eE(V))

. (5.51)

< Pary g +e KT ST expl—12BRe(p(1) — p((d(@$)™))]
ey supp((a8)")=Vi

veV (V)

[T ek @@ o e @m™" = ol e ™" o) @m =l
e=(,w)eEVy)
me—c/K
That minml”d)ll) Piat)y (13.65)
the inequality in Eq. (5.47), where the minimum in the denominator is taken over all
configurations of 1 and ¢ on the vertices of any minimal vortex.

® is a bound on |0 — 35| and |91 — ‘.Yt| is a consequence of

Computing the ratio of % is very similar to computing the ratio of %. We can always
bound

[T exple(r @y @rmm™" ¢r@m™" — farmm=". r@m I
e=,w)eEWVpy)
by expl[24k (max, p f“(a, b) — mine 4 f*(c,d))] from above in the numerator and
exp[—24« (max, p f"(a,b) — min. 4 f*(c, d))] from below in the denominator. Once

this is done, the sum over (o8 )i and ni, (;Si split, and we can divide the numerator and
denominator by this sum.
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We bound each P47, N(r]llj, qbll,) +e K by 1+ e~<'K_Thus, in the numerator, the

sum over 5! and ¢! is bounded by (1 + e_C/K)(|G||H|)24 since there are |G| choices
for every n and | H| choices for every ¢. The sum over ¢! and ' in the denominator is
exactly 1.

Recalling L from (5.30), we see that our bound we can bound D as,

D
3= <[ +e By, (5.52)
and we get the bound
N —'K )
— — = < |)/|K3e_CKLm+ - e [(1+e_CK)L]m,
& min Nv,Pv P(AH)N (nvs ¢U)

v€ minimal vortex

(5.53)

The ratio 2 is the desired expression A’g .- Combining all error terms, this completes
the proof of the lemma. O

Return to Proof of Theorem 5.2.

With the previous Lemma 5.4 in hand, we can compute the error bounds by removing
the conditioning.

We see that,

ELW, — Ag7 Q0] < PEOAQIEIW, — Ay 1|07

+Z Z PRy, V|9>|[E[Wy—A Q1 (5.54)

K- S’e};;rated
Minimal

One the event $22, we know thatW, =1 = A y .Wecan alsobound]P’(Q1 Vm|fZ) <

.....

ﬁ . Notice that ]P’(Q)IP’(Q1 WV |Q) is bounded by the probability that our conﬁgura—
tion has support containing the K -separated minimal vortices Vi, ..., V,,. The proba-
bility that we see a configuration whose support contains the minimal vortices V; ...V,

is less than [ 7, SV < &g”’,’( by Lemma 5.1. A small modification to the proof of
this lemma, similar to the modification found in Corollary 4.1 and proved in Corollary

5.2, proves the bound even when conditioned on QV] ,,,,, y,,- Now, there are M ways to
choose V1, ..., V,, such that they are centered on the edges of y.
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Combining these estimates, we see that we can bound the last line of Eq. (5.54) by
performing the summation over the last term.

~ A My, A
SY P@Y Ly, [DIEW, — AgQ), ), ]

K— Separaled
Minimal

m
Z A6m |]/| |)/|K3 —CKLm

m=1
o0 m —'K , (5.55)
Z 6nl1( |J/| : me [(] +e € K)L]m
— B m) min Nostbo Paryy 1v, dv)

v€ minimal vortex

< lyPag, LK e explag, y|L]
y185 [(1+e < K)Lle~K
mln My, ¢v P(AH)N (Uv, (bv)

v€ minimal vortex

explly |a§  [(1+e ) L]].

Notice that we only accrue errors from m = 1 onwards, not at m = 0.

Similarly, we can also bound [E[W, — A%Z]l without the restriction to Q. We see
that,

M A
EIW, — Ay 11 = [PX)EIW, — Ay |97+ PQDIEIW, — Ay7 ]9
+D Z P,y IBWy = AgLIQ), 1
m vl »»»»» Vm
K—Sgpgrated
AMlmmal o R o (556)
< PQ)IEIW, — A, 1€ +IP(92)|[E[W — Ag 1192
D D P&y, y)IEW, - lﬂvl ..... v, I
m Vious Vo
K—Separated
Minimal

The only difference we need to mention from our previous analysis is that we can
bound the first term in the last inequality by P(£2)°. O

5.4. Approximation by Poisson random variables. Our last subsection again gives an
expression of the leading order of the Wilson loop expectation in terms of the number
of minimal plaquettes along the loop y. As we have done previously, our goal is to
approximate M, as a Poisson random variable.

We would again expect that with good decorrelation estimates, that the excitation of
two minimal vortices would roughly be independent of each other. Again, our goal is to
use a version of Theorem 2.2 in order to show that M, is roughly distributed according
to a Poisson random variable. We will do this when conditioning on the high probability
event .

Again, we write,

My = 1[Fp)l. (5.57)

ecy
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where Fp ) is the event that there is a minimal vortex centered at an edge of y. Let
E (e) be the set of edges ¢’ such that the minimal vortex P (e’) would be found in a box
Bk (e) of size 2K centered around the edge e.

We use Pg to denote the probability distribution when restricted to the event Q. In
the discussion that follows in this subsection, we will restrict our analysis to events that
belong in Q.

The version of Theorem 2.2 we would use in this case is as follows,

Theorem 5.3. Consider the following constants.

by ::Z Z P (Fpe)Pa(Fpe))s

ecy ¢'cEg(e)

by:i=3" Y Pa(Fpe)l(Fpe)), (5.58)

ecy ¢'eEk(e)\e

by =) Eg [[Eg[1(Fpe)|L(Fp))e’ & Bk (e)] — Pg(Fpe)l].
Y

Let EQ(MV) denote the law of M, conditioned on the event Q and let ). = EglMy].
Then

drv (L (M), Poisson(h)) < min(1, A~")(by + by) +min(1, 1.43~/%)b3. (5.59)

Again, a small adaptation of the proof of Lemma 5.1 shows the following Corollary.

Corollary 5.2. (of Lemma 5.1) Let E| and E) be two sets of edges. Let fZ(E], E»)
(inside Q ) be the event that there is a minimal vortex centered around each edge of E1,
and there is no minimal vortex centered around any edge of E». Assume that Q(E1, E»)
has positive probability. Let V be some minimal vortex that is not centered around an
edge in E| orin E,. The probability that we have a configuration (o, ¢) whose support
contains ¥V when conditioned on the event fZ(E 1, E2) is less than Cf>U s(V).

Proof. The same adaptations that allowed Corollary 2.1 to follow from Lemma 2.6 allow
this Corollary to follow from Lemma 5.1.

We see that if a configuration in fZ(E 1, E»2) has support that contains V), then the
support is of the form V |, 5 , P(e) U P, where P is a a plaquette set that is compatible
with V{J,cg, P(e) and does not contain any minimal vortex centered around an edge
of E>.

We have already computed the sum of exp[H y g « (o, ¢)] for all configurations whose
supportis )V UeeEl P(e)UP.Thisis the expression Z(V UeeE1 P(e)UR) fromEq. (5.4).

We can follow the steps in the proof of Lemma 5.1 by choosing a spanning tree 7' ())
that is a spanning tree of B()), a cube surrounding V), and its complement. If we gauge
the configuration o with respect to the spanning tree 7 ()’) and split accordingly, we can
ultimately derive that Z(V UEGE1 P(e) U P) is less than QADUB(V)Z(U%E1 P(e) U P).
This exactly uses the fact that )V was a minimal vortex and can be separated from the other
excitations. We can now assert that the sum of exp[Hy g.« (o, ¢)] for all configurations
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in Q(E 1, E2) whose support contains )V is bounded as follows,

Y. eplHn ko d)l=) ZV ] P@UP)

VGSl}pp(U) R eckE
(0.9)eQUET, E2) (5.60)
<dysWM) Y Z(|J PeuP).
P ecEq

Here, P runs over all vortices that are found in the vortex expansion of some configuration
in Q(E1, E») that contains V in its support.

Z(QEL E2) = Y Z(| ] PleyuP).

P eeE]

Taking the ratio of Eq. (5.60) with our partition function Z (fZ(E 1, E2)) shows that
the probability of observing a configuration (o, ¢) whose support contains U when
conditioned on the event Z(2(E, E»)) is less than &y (V). O

As before, with this lemma in hand, we can start to bound the quantities 131, 132, 133.

Lemma 5.5. Assume that the conditions of Theorem 5.2. Recall the decorrelation es-
timates from Lemma 5.3, the constant L from Eq. (5.30), and the constant g, from
Lemma 5.2. Define the constant

¢:=12K%a5 .

Assume that ¢ < 1. o .
We have the following bounds on by, by, b3 and A = Eg[M,,].

by < lyl2K &,

by=0

A Ay R —c A _ .61
by <yl — OAge — K3 KL= [Ag+ KooK LY], eob
=1y lApl = 1|1 = OlApe — K™K L] = [Ap,c + KooK L]

As a consequence of these estimates, we have from Theorem 5.3 that,

dry (Ly(My), Poisson(ly|Ag.c))

o ) (5.62)
< 12ly|K*a}% +2ly| ‘(1 —O[Ap, — K KL — [Ag, + K3e_CKL]‘

Proof. As before, the most difficult part is to bound b3.The proof is largely similar to the
proof of Lemma 2.8, except for the fact that we must now deal with some technicalities
of decorrelation estimates.

As before, let E1 be some subset of edges in y \ Ex(e) and E, be all remaining
edgesin y \ Ek (e). Recall the notation Q(El, E;) and Z(Q(E] , E2)) from the proof of
Corollary 5.2. We also define sets, GfZ(El, E») and BQ(El, E»), similarly to the proof
of Lemma 2.8, but there are minor differences related to the decorrelation.
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(1) GfZ(El, E»): This is the set of all ‘good’ configurations in fZ(E1, E») such that the
support of the configuration contains no vortices in the box Bk (e).

2) BfZ(El, E>): These are all configurations in Q(El, E») that do not belong to
G(E1, E;). They are characterized by having a vortex in the support that intersects

the box Bk (e). In fact, this vortex is minimal since we have fZ(E 1, Er) € €2, and
configurations in €2 have no non-minimal vortices that are within a K neighborhood
of y.

3) TGQ(EI, E»): These are all configurations in Q(El U{e}, E») whose support does
not contain any element in Bk (e) aside from the minimal vortex at e. This is, in
fact, all of Q2(E U {e}, E») since we are considering events in the set 2.

We remark that fZ(El U {e}, E») is the set of all configurations in fZ(El, E») that
have the minimal vortex P (e) in the support.

Our goal is to show that Z(BQ(El, E»)) is small relative to Z(fZ(El, E»)) and that
the sum of all configurations in Z(TGfZ(El, E»)) is close to a product of A,g,,( and
Z (GfZ(E 1, E2)). The former is the same as what we have done in similar to what we
have done earlier. The latter requires some decorrelation estimates.

By a union bound, the ratio of Z(BQ(El, E»)) to Z(Q(El, E»)) is bounded from

above by Ze,eBk(e) Pg(P(e) € supp(o)IfZ(E1 , E»))sincealleventsin Z(BQ(E;, E»))
necessarily have some minimal vortex excitationin B (e). Each individual term P (P (Ch)
€ supp((r)le(El, E»)) is bounded from above by &UB(P(e)) < &g,K from Corol-
lary 5.2. Thus, we see that the ratio of Z(BfZ(El, E»)) and Z(Q(El, E»)) is less than
¢:= 12K4&2,K by the union bound above.
Z(TGQUE).Ed)
. Z(GQUEY, E?))
Ag . The only thing preventing this is that the activation of the minimal P (e) does not
separate as a product from the remaining activations. However, we specifically use the
fact the configurations in 7G Q(E 1, Er)and G Q(E 1, E») have no excitation in the box
Bk (e) aside from the minimal vortex P (e).

Proof of a Decorrelation Inequality:

Let P be the support of some configuration in GQUE|, E). Recalling the partition
function Z from Eq. (5.4) , we will show that the following is true.

Like in the proof of Lemma 2.8, we would like to say that is the constant

Z(PUP() - 3 ek
—ZF —Api| < Ke KL, (5.63)

where L is the constant from equation (5.30), and our values of K and c satisfy the
decorrelation estimate from Lemma 5.3. Since Z(GQ(Ej, E2)) = Y p Z(P) and

A B . Z(TGQELE)) _ 7
Z(TGQ(E1, E2)) = Y. p Z(P U P(e)), this shows that] ZGOEL T Apil =
K3e <KL,

The proof of (5.63) is very similar to the proof of Part 1 of Lemma 5.4. Let Bk (e)
be the box of size K centered around the minimal vortex P(e). We start by choosing
a spanning tree T (e) that is a spanning tree of Bk (e) and its complement. As before,
when we gauge out a configuration o with respect to 7 (e) to o8, this allows us to split
the configuration into those with support olg in Bk (e) and aﬁ‘” in Bk (e)¢. Furthermore,

the only nontrivial edge of rrig would be the edge e that is the center of the minimal
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vortex P (e). We can then reintroduce all other configurations by introducing a new field
n:Vy — G.
‘We have,

Z(P@UP)= )" I1 explic (f*“(um, ", guy) — (1, 1)]

N,$v €'=(v,w)¢E(P(€))UBk (e)°

x > [] explBlo((dof),) — p(1)]
o} gauged with T (e) PEP (€)
x ] epler“@yeHem)™ 3@ ") = Oy ™" ¢u @)~

e'=(v,w) (5.64)
e'cE(P(e))

X > [T explBo((dof),) — p(1))]
of gauged with T (e) PEP
< ] exple(f“@i@)em " et — f“Gimi) ™" or )" N1,

e'=(v,w)
e¢'eBg (e)¢

where n'2, 12 denote the values of 7, and ¢, for vertices that belong to V(P (e)) or
Bg (e)¢. We can divide by the partition function Z47),, to write the product as,

Z(P(UP)

Z Patrtyy (ys by 5. 3)
Zary

nh.¢l.n?.02

x > [T explBo(@daf),) — p(1))]

of gauged with T'(e) PEP(€)

< 1 exp[x(f”(n,ﬂ(af»(nlur‘,¢$<¢:U)*1>—f”(ni(nl‘,))*‘,as,l(%)*(‘s))‘%)

e'=(v,w)
e'cE(P(e))

x > [T explBo((daf),) — p(1))]
o gauged with T'(e) PEP
x ] el “miedHe )" ¢r@a) " — f“ar) ™" ¢r@a) N1,

=(,w)
e'eBg(e)¢

We would like to split P(a()y (1), ¢y 05, #3) into Peazgyy 1y, @B ar (0, 6).-
If we had equality in this splitting, then we would immediately get the product
A, Z(P@UP)

K Zaryy

We have the error

IPcaryy (s ol n2, ¢2) — Piartyy s dDP Aty (2, ¢2)| < K3€_CK]P’(AH)N(T73, %)
from Lemma 5.3. Combined with our observation in the previous paragraph, we see that

Z(P(e)UP) .~ Z(P)
- Aﬂ,l{
ZaH)y ZaH)y
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Ny G402, 63
X > [T explBo(o)p) — p(1)]

of gauged with T (e) PEP(€)

<[] exple(f“My@f)emy,) " ¢i@i) ") — i)~ o ()]
e'=(v,w)
e'cE(P(e))

x > [ explB(o((do3),) — p(1)]
o5 gauged with T'(e) PEP
<[] expler*Gie)emi) ™" da@n)™") = fmam) ™", da@5) NI

e'=(v,w)
e'eBg ()¢

<Kk N [T explBo(@of)y) — p(1))]

of gauged with T (e) PEP(€)

<[] exple(f“My@)etmy,) " ¢i@i) ") — i)~ o ()~

e'=(v,w)
¢'€E(P(e))
X Parymien Y [ ] explB(o((dos),) — p(1))]
13,02 o5 gauged with T'(e) PEP
<[] expler*Gie)emy) ™" da@n)™") = fmam) ™" da@5) NI
e'=(v,w)
e'eBg ()¢
. Z(P
< K3k 2P (5.66)
Z(AH)y
where L is the constant from Eq. (5.30). We can now divide out by Z (P)Z(AIH)N on

both sides. This proves the desired intermediary inequality (5.63).
Return to bounding 133
Recall the following constant, ¢ := 12K 4&2, - Provided that ¢ is less than 1, we can

ZBQE|LEy) _ __ Z(BQAE|.Ep)) <% we
Z(QELE) — Z(GQUEE)+Z(BQUEIE2) ~

see that Z(BQUE1, E2)) < 1 Z(GQUEL, E)).
For a lower bound, we see that we have,

derive the following. Since we have

Z(QUE Ufe). E) _ Z(TGQ(E1, E))
Z(QUE1, E2)) Z(GQUEL, E2)) + Z(BQUE), E))
Z(TGQUE,, E) (5.67)
Z(GQUEL, E2))
> (1 - 0[Ag, — K3k L].

> (-0
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For an upper bound, we have that,

ZQUE U (e}, Ey) _ Z(TGQAE. E2))
Z(Q(E1, E2) — Z(GQUE,, E») (5.68)
[Ag,+K3e KL

IA

These are lower and upper bounds of Eg [1[Fp (e)]|f2(E 1, E2)], regardless of the sets
E) and E>. We remark that these must be lower and upper bounds on Pg (Fp()). By

removing the conditioning on Q(Ey, Ey) and summing up over all edges in y, we can
derive the following bound on b3,

by < ly||(1 = O[Ag. — K™K L1 — [Ap, + K3e ™K L]|. (5.69)

This is also a bound on |)A» — |yl A g.« |, referring to our earlier lower and upper bounds
on ]P)Q(FP(E)).

Our bounds on b; and b are much simpler. By simple summation, we see that
ly|12K*& }32,( suffices as an upper bound for both ;. This merely uses that the probability

of excitation of a single minimal vortex is less than a)U (P (e)) and the probability of

excitation of two mmlmal vortices that do not intersect is less than d>U g(P(e)UP(e)) =
CDU g(P(e))?* < &} ﬁ . We can then perform the summation overalle € y ande’ € B (e).

Upon reaching here, the calculation of dry (Eg‘z (M,), Poisson(|y |A,3,K)) is the same
as it was in the previous Lemma 2.8. We use Theorem 5.3 to compute dry (L (M),

Poisson(i)) and apply dTV(Poisson(i), Poisson(|y |Aﬂ,,<) < |): — |y|Aﬂ,K |. We get the
desired comparison in (5.62) by the triangle inequality. O

By combining this error estimate with the error estimate from Theorem 5.2, we will
be able to prove the following main result. The proof is exactly the same as the short
proof of Theorem 2.3, and we will omit the proof.

Theorem 5.4. Assume that the conditions of Theorem 5.2 hold and Lemma 5.5 hold. Let
X be a Poisson random variable with parameter |y |Ag . Then, we have the following
estimate on the Wilson loop expectation,

[Eq[Wy ] — Al < 12y IKYag,
+2ly| |1 = O[Ap, — K2 KL — [Ap + K3e™K L]
+|y 126G LK e~ K explaf  |y|L] (5.70)
17168, [(1+e~K)Lle=¢'K
min -y, 4, Paryy v, o)

vE minimal vortex

expl|y 185, [(1+e < K)L]I.
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As a consequence, we also have that,
[EIW,]1 —EIA} 1| < 12ly|K*af, +P(QO)
20y |0 = O[Ag. — K2e ™KL — [Ag, + K3e K L]
+1y 26§ LK e K expla}  |y|L] (5.71)
y185 [(1+e < K)Lle='K

min Ny, Py ]P(AH)N (nva ¢v)

ve minimal vortex

expl|y &5, [(1+e < K)L]].

Remark 5.5. Just as in Remark 5.3, the main point of the introduction of K is that when
K is large enough, we can use e K to suppress factors of |y| even when |y | is large. In
terms that do not have e ~°X, we only have a polynomial power of K and can suppress this
polynomial power of K with exp[— ] for g relatively large. Just as in the aforementioned
remark, we will choose K = O (B).
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Appendix A. Details on Vertex Decompositions

In this section, we will describe assorted facts on Higgs boson vertex configurations that
would be useful for our decomposition theorem.

The following lemma details the behaviors of the Higgs boson charges on the complement
of the support of a configuration.

Lemma A.1. Let P be the support of a configuration C of Higgs boson and gauge fields.
As previously, we use V (P) and E(P) to denote the set of vertices and edges that are
associatedwith P. Let the complement of V (P) in Vi be divided into separate connected
components V(P)¢ = CC1UCCy U ---U CCy. Then the following statements hold,

e There is a single charge c; such that each vertex v; in CC; is assigned the same
Higgs boson charge c;, e.g. ¢, = c;,VYv; € CC;.

e If v is a vertex in V (P) that is connected by an edge in Ey to a vertex v; € CC;,
then ¢, = ci, where c; is the common color of each vertex in CC;.

Proof. We start with the proof of the first item.

If CC; is not monocharged, then there are two vertices v;, w; in C C; that are not the same
color as well as a path p; consisting entirely of vertices in C C; connecting v; and w;. At
least one of the edges, ¢;, on this path p must have opposite charges on its neighboring
vertices. This would imply that ¢; would be in supp(C); furthermore, it would imply that
the vertices of this edge would belong in V (P) rather than the complement. This is a
contradiction. This proves the first item.
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Now, we prove the second item. If v; is a vertex in CC; and w is a vertex in V (P)
adjacent to v that does not have the same charge c;, then the edge ¢ = (v;, w) w has the
same charge as v would be in supp(C). Thus, the vertex v must be in V(P). This is a
contradiction. O

The behavior of the Higgs boson configurations is much like the Ising model. One can
imagine regions of monocharged components containing regions of other monocharged
components recursively. It is important to understand the relationship between these
monocharged components and the support of the configuration. The following lemma
details these relationships.

Lemma A.2. Let (o, ¢) be a configuration C of Higgs boson and gauge fields. Let V
be a some connected monocharged set(i.e., all the vertices are assigned the same Higgs
boson charge) in Vy and define the set MC (V) as follows,

MC((V) :={w € Vy : Ipath p(v — w) s.t. Y verticesa € p, ¢, = dp}. (A.1)

Namely, M C (V) is the monocharged cluster of vertices in Vi (V') that can be connected
to V with vertices of the same Higgs boson charge as V.

We define EC (M C(V)), the ‘exterior connection’, as the set of edges connecting vertices
in MC (V) to its complement in Vy.

ECMC(V)):={e=(v,w) € Ex:veMC(V),we MC(V)}. (A2)

We finally define PB(MC(V)) , the ‘plaquette boundary’, to be the set of plaquettes in
Py that have one of the edges in EC(MC(V)) as a boundary edge. Namely,

PB(MC(V)):={pe Py:3ec EC(MC(V)) s.t. e € 6p}. (A.3)

Then, PB(MC(V)) is a subset of supp(C). As a shorthand, we can call PB(MC(V))
the boundary of MC (V).

Now assume further that there is no vertex in MC (V) that is a boundary vertex of
8 A N. We can make the following statements on the decomposition of PB(MC(V)) into
connected components.

There is a unique connected component, which we will call the external boundary of
MC(V); we will denote this by EB(MC(V)). It satisfies the following properties.

e EB(MC(V)) is connected.

e Embed the subset MC (V) into the full lattice 74 and split MC (V)€ in Z% into its
connected components MC (V)¢ = CC{UCCU---UCCy. Let CC| be the unique
non-compact component, so it extends to 0o. Define EC(CC1) to be the set of edges
connecting EC(CCy) to its complement and P B(CC1) to be the set of plaquettes
having at least one edge from EC(CCy) on its boundary. Then, EB(MC(V)) =
PB(CCy).

Remark A.1. The statement that P B(M C(V)), as we have defined it above, is in supp(C)
is by definition. The second part of the above lemma is to formally state the intuition
that a set that is monocharged but connected and compact is separated from the outside
vertices that do not share its charge by a single connected boundary. All other boundaries
of the set M C (V) are internal and separate it from the islands of charge that are internal
to MC(V).
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Appendix B. Notation

e G and H are used for group names, while g and % are used for group elements.
e o is used to represent the gauge field configuration while o8 represents field con-

figurations with a gauge fixing with respect to a tree. item p denotes a representation
of a group.

e ¢ is used to denote Higgs field configurations.

e 7 is used to denote an auxiliary field resulting from gauging.

e W, is used to denote the Wilson Loop Action.

e E is the notation used for generic sets of edges, with e for an individual edge. P is

used as the notation for generic sets of plaquettes with p for a given plaquette, and
V is notation for generic sets of vertices, with v used for individual vertices.

e V is used for vortices while I is used for knots.

e H and $H will be used to denote Hamiltonian values.

e f" and f“ is shorthand for our Higgs boson action in the Hamiltonian.

e Z and Z are used for the partition functions, the former with respect to an event,

and the latter used for plaquette sets in the support.

e There are many quantities that have analogous versions in Sects. 2, Sect. 4, and

Sect. 5. 7is used in Sect. 4, while * is used in Sect. 5. The vanilla version is used in 2.
Some examples of notation that behave this way are the constants ag ., Ag ., ¢ and
the functions ®.

e @ denotes our polymer counting function.

e 2 denotes events under consideration.

® ag . appears as a counting bound for our polymer counting function.

e Ag . is the constant that appears as the basis of the exponent in the main order term

of our Wilson loop expectation.

e cappears intermediately as a ratio of the probability of ‘bad’ events to ‘good; events.
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