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Wigner matrices
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Abstract

In this paper, we extend results of Eigenvector Thermalization to the case of gen-
eralized Wigner matrices. Analytically, the central quantity of interest here are
multiresolvent traces, such as A4 := %Tr GAGA. In the case of Wigner matrices, as
in [14], one can form a self-consistent equation for a single A 4. There are multiple
difficulties extending this logic to the case of general covariances. The correlation
structure does not naturally lead to deriving a closed equation for A 4; this is due to
the introduction of new terms that are quite distinct from the form of A 4. We find a
way around this by carefully splitting these new terms and writing them as sums of
A g, for matrices B obtained by modifying A using the covariance matrix. The result is
a system of inequalities relating families of deterministic matrices. Our main effort in

this work is to derive this system of inequalities.
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1 Introduction

1.1 Background and history

Ever since Wigner proposed the study of random matrices in 1960 [36] in order to
understand the energy spectra of heavy atoms, there has been significant effort in trying
to understand the behavior of the eigenvalue fluctuations of random matrices. Wigner’s
celebrated conjecture states that the statistics of the eigenvalue differences should only
depend on the symmetry class of the model, not on the details of the randomness that
generated the model. There have been multiple works in recent years that shed light on

this phenomenon, [23, 35].
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ETH for generalized Wigner

Even though the eigenvalues of random matrices are relatively well understood, the
eigenvector statistics of random matrices remain largely mysterious. In contrast to the
statistics of eigenvalue distributions where there are many powerful tools such as the
Dyson-Brownian motion [23, 26, 28, 22, 25, 6, 7, 27, 30, 21, 20], the four moment method
[35], and direct computation via the Brezin-Hikami formula [10, 11], the equations
determining the behavior of the eigenvector are less amenable to analysis.

There are multiple conjectures regarding the behavior of the eigenvectors of random
matrices inspired by conjectures derived from studying the quantum analogues of
dynamical systems. The BGS conjecture [5] proposed that the eigenvalue behavior of the
quantum analogues of classically chaotic dynamical systems should follow appropriate
random matrix statistics; this conjecture, and various others, suggested a deep link
between dynamical systems and random matrix theory. The study of eigenstates of these
quantum dynamical operators led to very rich behavior; such as the celebrated Quantum
Unique Ergodicity conjecture by Rudnik and Sarnak [33]. This suggests that, as i — oo,
all eigenstates ¢;(x) of the Laplace-Beltrami operator on a surface with ergodic geodesic
flow have an associated measure |¢;(z)|?dz that becomes flat as i — oo, except for an
exceptional sequence. The Eigenstate Thermalization Hypothesis [18, 19, 34] is implied
by similar claims regarding the value of the related observable (¢;, A¢;) i,j — oo, for
appropriate operators A. For further discussion of these results and references, refer to
[14].

There has recently been significant work in the random matrix community, to try to
find analogs of these eigenvector behaviors in random matrix theory. Estimates from
Green'’s functions [4, 24, 28, 31] showed delocalization of eigenvectors; namely, that
the maximum entry of the eigenvector is of order close to % These results have been
strengthened in [8] to show Gaussian fluctuation for individual eigenvector entries; this
is the appropriate analog of QUE for random matrices. The paper [8] shows

VN (u;, q) — N(0,1), (1.1)

i.e., the inner product of an eigenvector with a fixed vector approaches a standard normal
random variable. Other results regarding proving QUE results include [3, 1, 8, 9, 37].
The paper [32] studied the correlation of a small number of eigenvector entries (O(N°¢)),
and showed joint Gaussian behavior on these small windows. These works used was
the eigenvector moment flow equations derived from Dyson Brownian motion. However,
these equations are very difficult to analyze and do not yet give a complete description
of the eigenvector statistics.

The random matrix analog of eigenstate thermalization was studied in [14] by G.
Cipolloni, L. Erdés, and D. Schroder. In this paper, the authors tried to establish more
global results on the distribution of the eigenvector. Namely, they were able to show, for
a Wigner matrix, that, with overwhelming probability,

N€
max [{u;, Au;) — 0 (AY < , (1.2)

i |< J> J < >| \/N
where the error in the right hand side is optimal. In what follows, we use the notation (, -)
to denote inner product in vector computations or the normalized trace (A) := 3 Tr[A]

as appropriate in context. Some of these results were extended to prove the normality of
the terms (u;, Au;) in [17, 29] and multi-resolvent local laws in [15].

Rather than using the eigenvector moment flow, they directly studied more global
quantities like A := (GAGB), where G = (H — z)~! is the Green’s function of the Wigner
random matrix H, while A and B are arbitrary matrices. These quantities reveal more
information about the correlation of eigenvectors on larger scales and, furthermore, are
easier to manipulate analytically. The method of this work involved using the cumulant
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expansion to form a self-consistent equation for A. The details of the cumulant expansion
procedure meant that the results of [14] were restricted to random matrices of Wigner
type.

In the paper [15], multi-resolvent local laws for Wigner matrices were considered.
They derived a hierarchy of equations to get more detailed estimates for traces of high
powers of the form (G A)* which can also accommodate different traceless observables
and handle them uniformly in all choices of observables. These results were expanded in
the recent works [16, 13, 12, 2]: In [16], general local law for Wigner matrices which
optimally handles observables of arbitrary rank were shown; thus, the paper unifies
the averaged and isotropic local laws. [12] establishes the Eigenstate Thermalisation
Hypothesis and Gaussian fluctuations for Wigner matrices with an arbitrary deformation.
In [13], the authors prove an optimal lower bound on the diagonal overlaps of the
corresponding non-Hermitian eigenvectors. [2] derives Gaussian fluctuations and gives
a analog of the Berry conjecture for random matrices.

1.2 Difficulties in the case of generalized Wigner matrices

A Wigner matrix is a generalization of the the GUE or appropriate Gaussian ensemble.
All of the entries are independent and identically distributed (i.i.d.) up to the appropriate
symmetry constraints. Due to this nice symmetric structure, one might believe on an
intuitive level, that all of the relevant eigenvalue and eigenvector statistics would match
that of the corresponding Gaussian ensemble. Namely, the eigenvalues are distributed
according to the sine kernel and, more relevant to our case, the eigenvectors are Haar
distributed.

In the context of Eigenstate Thermalization, one can prove the following claim,

<GA1GA2> ~ m2 <A1A2> . (13)
Here, m is the solution to the semicircle equation
m? —zm+1=0,

and one has the approximation G;; ~ m, for all diagonal entries G;; of the resolvent
matrix. Thus, to leading order, one can derive the approximation in Eigenstate Ther-
malization by replacing the resolvent matrices G by the approximation m/. In this way,
there is seemingly little contribution from the off-diagonal entries of GG. As such, this
statistic is further evidence for the approximate Haar distribution of the eigenvector
entries in a Wigner matrix.

A generalized Wigner matrix is an ensemble of random matrices where every entry
has an independent entry, up to symmetry conditions, but each entry has a different value
of the variance; thus, the entries are not i.i.d. If W is our generalized Wigner matrix, then
E[|W;;|?] = S,;, for some number S;;. To ensure that the empirical spectral distribution
scales to the semicircle law, we impose the following normalization constraint

> 8i;=1.Vi.
J

Even with this constraint in place, one still has the following leading order behavior of
the entries of the resolvent,
1

Gii ~1m, |G2]| ~ m = 0(1)
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However, in the context of generalized Wigner matrices, we obtain an entirely
different result. We have instead,

<G(21)A1G(22)A2> =~ m(Zl)m(Zg) <A1A2>

Fm(z)m(z2) - 3 (Anaa [SUT = m(z)m(z)0) ], (A)ss, (4

a,p

where C,,, = S, — & for any p,v € [N].

To get the above expression, it is no longer possible to replace G(z) by the most
obvious approximation G(z) ~ m(z)I, even though the leading behavior entry of each of
the entries in the resolvent G is the same as that of the Wigner random matrices. The
implication of this fact is that there are detailed correlations present in the distribution
of the eigenvectors of the generalized Wigner ensemble that are not present in the
Wigner ensemble. In particular, the distribution of the eigenvectors of the generalized
Wigner ensemble is far from Haar-distributed. Furthermore, the covariances of the
terms (u;, Au;) would depend on the eigenvector indices ¢ and j, while for the pure
Wigner matrix, the covariance structure would be homogeneous in ¢ and j. We also
remark here that this is only an effect you see in full rank matrices A; in the context of
QUE with finite rank matrices (or even N€ rank matrices for ¢ < 1), there is no difference
in the covariance structure of eigenvectors for pure Wigner matrices and generalized
Wigner matrices.

When coming to the proof of equation (1.4), the main difficult is a presence of a more
complicated term during the derivation of the self-consistent equation for the quantity A.
Namely, if we consider the case of computing (GA;GAs) and A;, A; are both traceless
matrices, we have to deal with a term of the following form,

NZ% (21) A1G(22))1(G(z2) A2 (1.5)

In the Wigner case, we have that S;; = % for all < and j. Thus, the above quantity
can be simplified as,

NZS” (21)A1G(22));(G(22) Az)ii = (G(21)A1G(22)) (G(22) A2) . (1.6)

Now, since we have the heuristic that (G(22)A2) = m(22) (A2) = 0 and m is the
Stieltjes transform for the semicircle distribution, we can believe that the term above is
merely a lower order term that should not complicate the analysis.

However, when S5;; # % uniformly, there is no longer any way to write it as a product
of traces. As such, it seems like using the fact that A; and A, are both traceless do not
seem to give any cancellations. Indeed, if we take the approximation G(z;) ~ m(z;)I, we
might guess that the term in (1.5) is at least as large as,

m2ZSZJ(A1)JJ(A2)” (17)
4,J
We cannot hope for the quantity above to be of smaller order.

The fact that the contribution of the term (1.6) presents us with two problems. The
first issue is to actually determine the value to leading order. The second is to actually
present this term in such a way that we get a closed equation. As we have mentioned
earlier, in the Wigner case, these terms can be presented as products of traces; this
means that we can derive closed equations just involving these products of traces.
Without a closed equation, we cannot hope to analyze the resulting self-consistent
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equation; thus, it is of paramount importance to rewrite this term in a manner that is
amenable to analysis. Our first main step is to write such terms as a product of traces by
carefully decomposing the covariance matrix S;;. By taking the square root, we have

that,
Sij =Y SinSuj-
n
With this decomposition in hand, we can rewrite,

% Z Sij(G(21)A1G(22)) (G (22) A2)s

_ > SiuSiu(G(21) A1G(22));(G(22) Az)ii (1.8)

Here, diagS‘,L is the diagonal matrix whose ith entry is given by 5'1-#. The above
expression looks like a more closed expression, due to the fact that we have written the
above as a product of traces; however, we still need to consider traceless matrices if we
actually want to consider eigenstate thermalization.

An immediate solution here is to consider the traceless parts of the matrices A, NdiagsS,
and NV diagS’H, but this is still not closed since we keep introducing new traceless matrices
of the form Ay N diagS#. The result of this procedure is to generate a chain of equations
relating the A of certain matrices A to A of other matrices B. At each step of this
procedure, the hierarchy of matrices considered grows rapidly, and it is not clear that
this chain would lead to an effective bound. For instance, the matrices at level & + 1
consists of any product of two matrices at level k. If one did not have precise control
of appropriate prefactors when deriving the inequalities, then it would be impossible
to derive useful information. For example, if one were to try to prove the case for non-
diagonal matrices at the very beginning, one would have to deal with a cubic term that
cannot be controlled via iteration. We circumvent this issue by first proving estimates
for diagonal matrices, in which one can apply improved local law estimates, in order to
have optimal estimates for the diagonal As. These estimates are key inputs for deriving
bounds on A for the general case of non-diagonal matrices. The main achievement of
Sections 3 and 4 of this manuscript is to derive this system of inequalities.

1.3 Conventions and notation

We use the notation < to indicate stochastic domination (see also e.g. [14]) indicating
a bound with very high probability up to a factor N¢ for any small ¢ > 0. If

X = (X(N)(u) INeN,uc U<N>) and Y = (Y<N>(u) INeN,uc U<N>) (1.9)

are families of non-negative random variables indexed by N, and possibly some pa-
rameter u, then we say that X is stochastically dominated by Y, if for all ¢, D > 0 we
have
sup P (XM(w) = NY V() < NP
ueU W)
for large enough N > Ny(e, D). In this case we use the notation X <Y or X = OL(Y).
For any N x N matrix M we use the following notation for the normalized trace:
1

<M>:NtrM. (1.10)
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2 Main results

In this paper, we consider strictly-complex generalized Wigner matrices. Namely,
these are Hermitian matrices, where each entry is independent, but they are allowed to
have different variances. Our normalization condition on the variances is that j Sij =
1,Vi, where S;; is the variance of the (4, j)th entry. We let S = [S;;] denote the full
covariance matrix of our generalized Wigner matrix. For a more formal definition, see
Section 2 of [28]. We assume the following condition on S.

Assumption 2.1. Let S be the square root of S. We assume that there is a constant
C > 0 such that for all i, j, we have,

. 1
[Sii] < Cﬁ. (2.1)

One can check that this condition holds if S were the matrix whose entries were all
%. To simplify computations in this paper, we also assume that the second cumulant of
each matrix entry wg, (which will be denoted by Kz,bo ) will be equal to 0. Note that this
implies that E[(Rwap)?] = E[(Swap)?].

We remark here that by assuming S has a square root, we can write many of the
quantities that are obtained by performing a cumulant expansion by a normalized product
of traces of matrices. By contrast, if we did not make such an assumption, we would have
obtained a large hierarchy of terms of different forms that would be more complicated
to control.

From the paper [28], we have the following a-priori estimate on the behavior of the
Green’s function of our generalized Wigner matrices. These will be used multiple times
in the proof.

Theorem 2.2 ([28, Theorems 2.1, 2.2]). Let W be a generalized Wigner matrix. We as-
sume that the probability distributions of each entry of W have a uniform sub-exponential
decay. Then the following estimates hold:

Sm(z) 1

— forall |E| < > N~1te, 2.2
N +N77 orall |E| <b5,n> (2.2)

|Ai =il < min(i, N —i+1)"Y3N"2/3 forall1 <i < N. (2.3)

||G(Z) - mI”maX <

With these preliminaries in hand, we can state our main result. Given a Hermitian
matrix H, we can order its eigenvalues as A\ > Ay > ... > Ay and write its corresponding
eigenvectors as ui, ..., Uy.

Theorem 2.3. Let A be a Hermitian matrix with trace 0 and bounded norm ||A|| < 1.
Let W be our random generalized Wigner matrix as we have previously constructed.
With overwhelming probability for any £ > 0, we can derive the following estimates:

N¢
i Aug At < —. 2.4
max |{us, Aug)| +max |us, A%;)| < Z (2.4)
We study the entrywise maximum through the following intermediate quantity =y,
as in [14]. 25, computes averaged versions of the quantity in interest in Theorem 2.3.

Definition 2.4. Let A be a matrix and J € IN. We define Z4,Z 4 as,

Eal) = mmax S S (s, Aug)

(2J)2 t0,Jo . < =
li—io|<J |j—jo|<J
(2.5)
Za(J) = (uy, Awy)
D g ¥ [ an)
li—io|<J |j—jo|<J
We will omit the dependence of =4 on J when the context is clear.
EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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In contrast to the paper [14], in which the authors could derive a self-consistent
equation consisting of only one matrix, we have the relate the quantities =;; of dif-
ferent families of matrices to each other. We now introduce the following classes of
deterministic matrices of interest.

My = {Ndiaggﬂ}lg,ugN, M, :={I,A} UM, (2.6)
M = {B— (B): B € M), (2.7)
Mk, = {BlBg : Bl,BQ S Mk—l U Mz—l’ 1< %) < N} for k > 2, (28)
Ay = &%E:B—i_é%%}{i:fg_'—l' (2.9)

We remark that our control on £ comes from the fact that we are assuming that
we are dealing with strictly complex generalized Wigner matrices with IE|w;; |2 # IEWf7
Furthermore, since the identity matrix is always found in MM, one can check that
M;_1 € My and thus, Ay < Ay... < A

The bound in the following lemma is a simple consequence of our definitions.

k
Lemma 2.5. supgeng, o | Blliz—iz < (Suppent, une | Blliz—2)*
Our main result Theorem 2.3 is an easy corollary of the following result on the size of
the control parameters =,; and =,,.

Theorem 2.6. Fix1 > ¢ > 0 and J > N¢. Let W be our generalized Wigner matrix as
before and let A be a trace-less Hermitian matrix with bounded norm ||A|| < 1. Then, we
have the following estimates

Ea(J),Za(J) < 1. (2.10)

Proof of Theorem 2.3. From Theorem 2.6, we know that =4 < 1. From this fact then
necessarily, for any i, j, we must have that |{u;, Au;)|* < % By taking square roots of
both sides, we are done. O

Furthermore, the function Z4 can be related to more standard functions of the
resolvent of our Wigner matrix; G(z) := (W — 2z)~1. In what appears later, recall from
equation (1.10) the notion of a normalized trace.

For example, consider the following expression with z; = E; + in;:

. A2
(SG(21) ASG (29) A7) = ~ (s, Aug) [P

|
= . 2.11
N ZXJ: (N = E1)2 +0)((Aj — Ba2)? +13) ( :

The following lemma explicitly writes out the relations between = 4 and the quantity
presented in equation (2.11). Recall, the notion of a classical eigenvalue location ~;
defined implicitly as

7 Vi
— = psc(z)dz.
N /_0O sc
Lemma 2.7. Fix £y = v;,, E2 = v, and J > N°, where the 7|s represent the classical

eigenvalue locations of the ith eigenvalue. Choose 1, and 7ns so that the following
equation holds J = Nn,p;, where p; = Sm(E; + in;). Then, we have the following claim,

NS Y, Augp < SCEASCEIA) N g2,

(27)% li—io|<J p1p2 (27)2 li—io|<J
li—gol<J li—gol<J 2.12)
N 2 (SG(21)ASG(z)A*) N P
ug, Au)|” < < ug, Au;)|” .
(2J)2 Ii_lzo:<J |< 7 J>| p1p2 (2J)2 i_§<J |< ]>‘
li—jol<J li—jol<J
EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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Proof. This is a consequence of eigenvalue rigidity (2.3) for generalized Wigner matrices.
See [14, Lemma 3.2]. O

Our basic tool for deriving a self consistent equation for quantities of the form
appearing in equation (2.11) is integration by parts. One of our main error terms
produced by this integration by parts procedure is the following renormalized term.

Definition 2.8 (Renormalized Matrix Products). Given a matrix product of the from
Ff(W)Wg(W), we can define the renormalized matrix product f(W)Wg(W) as,

FWV)Wg(W) := f(W)Wg(W) — Egg, (95 /) (W)W g(W) = B f (W)W (9y9) (W). (2.13)

The derivative Oy, f = Ei,j Wijaijf, wh?re 0i; f is the standard partial derivative of f
with respect to the ijth matrix entry and W is an independent copy of W.

Remark 2.9. The terms subtracted in (2.13) are the first order terms in the integration
by parts of f(W)Wg(W) with respect to the middle W in the product.

Our final main lemma computes the size of the renormalized term for our relevant
quantities of interest. The proof of this lemma can be found in section 5.

Lemma 2.10. Let W be a generalized Wigner matrix satisfying the conditions lined out
in Assumption 2.1. Suppose fori € {1,2} z; € C\R, n; = |Sz;|, pi = Sm;, L = min |[Nn;p;
7. = min(ny,7n2). Then, we have the following estimates.

For GZ € {G(Zl), G*(Zz)7 Gt(zi), %G(Zl)} and A € Mz

7

(WA < 28k (2.14)
For G; € {G(Zl),G*(ZZ),Gt(ZZ)} and A € M%
Ay N P2l
’<WG1G2A>‘ =< L\/vﬁ’ ’<WG1\SG2A>‘ =< L\/ﬂ) .15
& p1iA PR p1p2Ak ’
|<W\9G1G2A>‘ =< L\/TT*, |<W\9G1\$G2A>‘ =< L\/m .
For G; € {G(z),G*(z),G"(z:)}, A1 € M and Ay € MY
ALA AL A
[(WG1A GaAy) | < ZE2L | (WG4, SGA,) | < 2222
\/E \/E (2.16)
p1AEA p1p2ALA '

| <WC\\SG1A1G2A2> ‘ < | <WC\}G1A1(\}G2A2> ‘ =<

VL VL

3 Proof of Theorem 2.6 for M/ diagonal

To prove Theorem 2.6, we need the bounds on expressions of the form (SGAJIGA*)
and (JGASG? A*) in terms of Ax. To do this, we first have to study simpler expressions
like (GA), (GGA), (GAGA), etc.

Throughout Sections 3 and 4 we use the following notation. Let z; € C\ R, G; €
{Gi(2), G} (2)}, ni = Sz, pi = Smy, L = min|Nn;p;|, n. = minn,. In the case that the
studied expression has a single resolvent, we omit the index 1.

In this section we assume that A is diagonal and, thus, all matrices in the families
M;, and M7 are diagonal.

EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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3.1 Bounds on (GA)
Lemma 3.1. Let A € M}. Then, we have that,

VPN pAy
GA)| < = , 3.1
G =Y = Ry
and, therefore N
VPN pAy
IGA)Y| < = . 3.2
w6 < Yok = oL (3.2

Proof. First, we start with the following identity,
G =ml —mWG —m?*G. (3.3)
Multiplying this by the matrix A, we get,
GA =mA - mWGA — m?GA. (3.4)
We replace the term WG A by the renormalization from Definition 2.8 and derive,

(GA)ir = mAig — m(WGA)y +m Y _ Si(Gij — m)(GA). (3.5)
j

Taking the trace of this expression, we have, for traceless matrices A, that

(GAY = —m(WGA) + m% S 845(Gys — m) (GA (3.6)
4,

We introduce the splitting SU =2 S‘WS‘W- on the last term and we further introduce

the traceless part S’w = SZ"M

% Z Sij(Gj5 —m)(GA)y = % Z Z Sin(GA)iiS,(Gyj —m)
3
=N ZZSW (GA)is HJ(G —m)
+ W %: Z Sui(GA)ii(Gy5 —m)
2,7
_ % S (GANdiags, ) (GNdiagSs) + (GA) (G — mI)
m
_ %m > (ANdiagS, ) (GNdiagS;)
7
+ % >~ {(G ~ mI)ANdiag5,, ) (GNdiagS; ) + (GA) (G — mI).
p

(3.7)
We will specialize A = NdiagS}, to get a certain system of equations. First, we have

—ZS” i — m)(GNdiagS2); ZCW GNdiagS), (3.8)

where the coefficients C,,, are

~ N 1 ~ .
Cyp = % <NdiagS§NdiagSﬂ> + 5 <(G - mI)NdiagSl‘deiagSH> + (G —ml) 6y,
(3.9)
1 1 1
=[S0 7] + 0 () w0 (7

EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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In the line above, we used the local law to bound the diagonal entries of G — mI by \/%n

Furthermore, N diagSij diagS, is a diagonal matrix with entries being O(1). Thus, we
see that,

1 - ~
N((G — ml)NdiagS; Ndiags5,,)

LW ) ) . (3.10)
= W ;(G — m[)ii[NdlagSSNdlagSM]ii = O.< (]\/W) .

Placing ~all of these estimates back into the equation (3.6) for specialized values of
A = NdiagS;, we have,

(I-0) <GNdiagS°> — —m <WGNdiagSO> . (3.11)

Here, (GdiagS°) and (W GdiagS°®) is a shorthand for the column vector constructed using
these terms for the matrix diagS'Z for each p. We are abusing notation slightly here and

treat <BN diag§°> (where the term S° does not have a subscript) as a vector whose

entries are <BN diagﬁz>
This finally gives us,

<GNdiag§°> — —m(I - )} <WGNdiag§°> . (3.12)

Lemma 3.2. Assume that we have S;; > & for all values i, j. The largest eigenvalue of
S — %1T1 in absolute value is bounded from above by 1 — c. Here, 1 is the vector of all 1
s.

Proof. The matrix S — %lTl can be decomposed as follows,

c—1

1

S——1T1=28,+ 171, (3.13)

N
All of the entries of S; are positive; furthermore, the sum over each row and each
column is bounded by 1 — ¢. This shows that the I — [, operator norm of the matrix
S5 is less than 1 — ¢. If we look at the orthogonal space to the vector 1, we see that
SUP (), 1y=0 [V [S—+1T1] 07| <1—c

Furthermore, the vector 1 is an eigenvector of the matrix S — +-17'1 with eigenvalue
¢ — 1. Thus, the largest eigenvalue of S is bounded by,

1
max [ |c— 1], sup v {S—lTl} oI | <1—¢,
(v,1)=0 N

as desired. O

Because of the above lemma, along with the fact that |m| < 1 (as the Stieltjes
transform of the semicircle distribution), we know that the largest eigenvalue of q is
bounded from above in absolute value by 1 — c. Thus, the inverse (I — C)~ (W NGdiagS°®)

is well-defined and bounded in I, vector norm by v N *\/f’;\;\é.
Placing this estimate back into the equation for an individual row in (3.11), we find

that,

<GNdiag§;;> - <c,“ <GNdiag§°>> —m <WGNdiag§M> . (3.14)

C,, is the puth row of the matrix C. Now, C,, is bounded in /; norm by O (i) By the

VN
Cauchy-Schwartz inequality (C,,, (GN diagS")} can be bounded by < *\/f’%.
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This shows that the entries,

- A
(GNdiagS,)| < %. (3.15)

At this point, we can return to an analysis for general matrices A. From the equa-
tion (3.7), we see that,

(GA1 = (G —mD)] = —m(WGA) + m > (A(Ndiag(5")))(GNdiag(Sy))

N
+ % %}(G — mI)A(NdiagS,))(GNdiag(S5)) (3.16)
< VoA

VNL

Our earlier estimates on (GN diagS'E) as well as on (WGA) ensure that the right hand

we can write,

N
<(G—mI)ANdiag§u> Z (G —mlI)y ”[NdlagS Jas-

All the terms A;; and (NdiagS,,);; are O(1). i =0 (ﬁ) Thus,
the normalized trace considered above is O(1).

We can easily divide by 1 — (G — mI) =1 — o(1) to derive the same error estimate for
(GA). O

3.2 Bounds on (GGA)
Lemma 3.3. Let A € M;. Then

Ay
GG A 3.17
[ (G1G2 >|<L\/777*’ ( )
N p2 A
[{G13G2A) | < £ = (3.18)
p1p2Ay
IG1SGL A . 1
‘<\SG1\SG2 >|-< L\/Uj (3 9)

Proof. First, we use identity (3.3) on (G; and replace W1 by its renormalization from
Definition 2.8 as follows.

N N
G1G2 Z mi0; — ml(WGl)il +ma Z Sij((Gl)jj - ml)(Gl)il (GQA)lk

=1 j=1

N
= ml(GZA)ik - ml(WG1G2A)ik + my Z Sij((Gl)jj - ml)(G1G2A)ik~

(3.20)
From Definition 2.8, we can see that
N
(WGlGQA)ik = (WGlGQA)lk =+ Z Sij (GlGQ)jj(GQA)ik. (3.21)
j=1
EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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Thus,

N
1
<G1G2A> =mq <G2A> — ma <WG1G2A> + le Z Sij(GlGQ)jj(GQA)ii

ij=1

(3.22)
1

N
+ ”2;1 Sii((G1)j; — m1)(G1G2A)4;.
In the last two terms, we split S as follows.

<G1G2A> = mi <G2A> — mi <WG1G2A>

N
+ %ml 3 <01G2Ndiagé;;> <G2ANdiag5'#> + 1y (G1Ga) (GaA)
p=1

N
1  ze -
Y <G1Nd1agSM> <G1G2ANd1agSu> iy (Gr — ) (G1GaA) .
p=1

(3.23)
To bound the first term we use Lemma 3.1 and get

P2y
GLA) < . 3.24
|mq (G2 A)] N ( )

Suppose B = ANdiagS”M or B = I. We apply Cauchy-Schwarz to bound (G1G>B).

! w2 A/P1p2 Npips
G1G9B)| < (G1G7)2 (GaBB*G3)?2 < =< . (3.25)
(G1G2B)| < (G1G7)? (G2 5) i T

This gives us

Av Npips | pipas
Ny L Ly

|(GiVaingS; ) (G1GaANdiag$, )| < (3.26)

and

A Npips - p1p2Ay
N . /7 L L./n.
_1

Using this estimate, the estimate for (GA) from above and (G; — mq) < N We get

[(G1G2) (G2A)] < (3.27)

1
(1 +0 ()) <G1G2A> = —mi <WG1G2A>
Nm
- . .
+ ; (G1GaNdingS; ) (G2 ANdiagS, ) (3.28)
Ak,01,02>
L/7.

We can bound (WG G2 A) < L/\\/I;T* via Lemma 2.10.

Now we plugin A =N diag§§ to get the system of equations

o (

(I-0C) <G1G2Ndiag§°> =0 (L%) , (3.29)
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where C'is a matrix with

1
N
1

. ot & 1 1
= le <(G2 - mg)NdlagSuNdlagSu> + mime (SW — N> + 0% <N77> Oup

1 1 1
o (S”“ - N) O (Nn) P+ O <N3/2771/2> ' (3.30)

To get the above estimates, we used the fact that A = NdiagSS has the better error
bounds from (3.15).

. . 1
Cuu mi <G2Ndiag5ijdiagS#> + O (N77> Ovp

Similarly to the proof of Lemma 3.1 we use Lemma 3.2 to invert matrix / — C in (3.29)
and get

Ay

L\

’<G1G2Ndiag§°>

< (3.31)

Now, we can plug these estimates into equation (3.28). In general, we see that we
have,

N
1 1 & & Ay
|:1 — O_< <]V1’}>:| |<G1G2A>‘ =< ’N Z<G1G2Ndlag5’“><G2ANd1agSH> + L\/%
pn=1
1 & ~ ~ ~ A
< ’N S (G1GaNdiagS,) [((Ga — ma) ANdiagS,) + ma(ANdiagS,)| ‘ + < \/]jT
pn=1 *
Ay
<k
Ly/n«
(3.32)
The fact that A is diagonal allows us to use the local law in order to bound
~ 1
Gs — ANdiagS . 3.33
(G2 = ma) ANdiagS,)| < —x— (3.33)

Additionally, (ANdiagS,) is O(1), while |(G1G>Ndiags,,)| < LI\\/];T All these estimates
together complete the proof of (3.17).

Other bounds in Lemma 3.3 are proved similarly. For example, to bound (G;SG»A)
we use the identity

<G1%G2A> =m <%G2A> — m <WG1%G2A>

2=
M=

+my Sij(G13G2);(G3A) i

7 1

<
Il

(3.34)

+ ma Sij(GlGQ)jj(SGQA)ii

2=
™M=

1

,J

2

1
g Y Si((Gh); —m)(Gr1SGaA);

ij=1
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After splitting S, we get
<G1%G2A> = m IG A> mq <WG1SG2A>
N

G13G,NdiagS® ) ( G5 ANdiagS, ) + my (G13Gy) (G A)
I /

2% 0

<G GgNdlagS°> <%G2ANdiag§H> 1y (G1Ga) (SG2A)

2\'*

+mq

Il MZ I MZ Il

GlNdlagS G1SG2ANdiagS, ) + mq (G1 — m1) (G1SGLA
H

==

(3.35)
We use (3.17) to get

‘ <G1G2Ndiag5*;> <%G2ANdiag§u> ‘
- Ay Agp2
L/ L/

Using the bounds (3.24), (3.26), (3.27) and Lemma 2.10 we get the same self-consistent

equation for (G13G2A) as (3.29) with error term O (fi/[\ni) on the right. By inverting

(3.36)

: ‘<(%G2 - Smg)ANdiag§M> + S <AN diagS’,L> <

I — C the same way we get

. Go pay
G %GgNdlag‘SL> ~< . (3.37)
‘< ! ' L1+
By plugging this into (3.35), we get (3.18).
The bound (3.19) is proved similarly. O

Remark 3.4. As one can see from the proof above, the computation of the traces
involving imaginary parts of one the Green’s functions matrices involve more terms, but
these terms can be analyzed in a manner that is very similar to those traces that do not
involves the imaginary part. The most important point to realize is that the inclusion
of the imaginary part causes the appearance of an extra factor of p. In most cases, this
either uses the fact that (3G) = O(p) or that Nin = £.

3.3 Bounds on (GAGA)
Lemma 3.5. For A;, A» € M} we have

A? A ARAg

G1A1G2AS) | <1+ =k 4 — 220 (3.38)
G MGA | <1+ T+ =
A2 AjALA
| (G1A418G242) | < p2 {1 + 7% + 1\/];\7—2“] , (3.39)
and
A2 AjALA
| (SG1A1SG242) | < p1p2 [1 + 7’% + 1\/%“] : (3.40)

Proof. We prove the first inequality here. The other two are proved similarly. See
Remark 3.4 for details.
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First, we use the identity
<G1A1G2A2> = MmMi1M2 <A1A2> + mi <A1(G2 — mQI)A2> — mi <WG1A1G2A2>

1
+ —=m Si'(Gl *m1I)"(G1A1G2A2)n‘
N Z; ’ “ (3.41)

1
+ le lzj: Sij (GlAle)jj(GgAg)ii.
By splitting the terms on the last two lines, we get,

<G1A1G2A2> = mimsy <A1A2> + miq <A1(G2 - TTLQI)A2> — ma <WG1A1G2A2>
+ % Z <Nd1ag§;’G1> <G1A1G2A2Ndiag5””> + m1 <Gl — m1> <G1A1G2A2>
n

m . Go s
+ Wl Z <G1A1G2NdlagSu> <G2A2NdlagS,,,> =+ m <G1A1G2> <G2A2> .
I

(3.42)
Now we plug in A, = N diaggs into the identity above and get a system of equations.

<G1A1G2Ndiag5’l‘,’> = mims <A1Ndiag§,‘j> +my <A1(G2 — mQI)NdiagSl‘,’>

—my <WG1A1G2Nd1agS;> + % %: <Ndiag§;c;1> <G1A1G2Ndiag§§Ndiag§#>

+my (G1ALGa) (Gads) + Y Cu <GlA1c;2Ndiag§;> ,
W

(3.43)
where

1 ~ -
Cupu = mi1 (G1 = ma) b+~ (G2 NdiagS; NdiagS), )

1 1 1 (3.44)
= mimsa <Sl’lt - N> +0 W + 0O <Nn*> 6”#'

To bound the error terms in (3.43) we need the following lemma.
Lemma 3.6. If A € M;, and B € M, then

Ay
AG2B)| < AgA
(G1AG2B)| < Ay, H—Ln*’
A
|<%G1AGQB>|-<p1AkAl+pL1 k (3.45)

*

A
(SC1ASG2B)| < prpahih; + %;‘“.

Proof. Let us divide the matrix B = B° + (B)I, where B° € M} by the definition. Then,
we have that

(G1AG2B) = (G1AG2B°) + (B)(G2G1 A) . (3.46)
The desired result follows from [14, (5.34)] and Lemma 3.3. O
Then
‘<Ndiag5“jG1> <G1A1G2A2Ndiag(§#)>' <A <AkAk+1 4 A ) : (3.47)
’ VLN L.
and
A Aj
EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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From Lemma 2.10, we have

- A2
‘<WG1A1G2NdiagS°> < Bk (3.49)
v \/Z
Then by using the local law for G5 — ms, we have in general for diagonal A; and A,
1 1
A1(Gy —mol)As)| < < —. 3.50
Im1 (A1(Ga — mal)Az)| NN (3.50)

This crucially used the fact that A; and A, are diagonal to get a simpler estimate. We
specialize this estimate in the case that A, = Ndiag(S°). Recall that we use diag(S°) to
denote the vector constructed by considering each diag(g;j).

Substituting all of these estimates in (3.43), we get

(I-0C) <GlA1G2Ndiag§o> = mims <A1Ndiag5’°>

+o (1 AL L MAeA AlAk> (3.51)
VL VL VNL 72 :

By inverting matrix I — C using a similar argument to the proof of Lemma 3.1, we get

~ A2 A1 As Ay
G1 A, Gy Ndiags® ‘<1+—’€+ .
‘ < 11102 g > \/Z \/]W
Now we bound <G1A1G2A2>. To bound <G2A2Ndiag§u> we write Gy = (Gg—mg)-l-mg.
Then since A, is diagonal, we have

(3.52)

(G245 NdiagS, )| < 1+ ﬁ <1 (3.53)

Then by using (3.52), we get

m1 .G .G A7 AiAoA
o g <G1A1G2Nd1ag5‘“> <G2A2Ndlag5’H> <1+ b = (3.54)

Finally, by plugging in (3.54), (3.47), (3.48) and Lemma 2.10 into (3.42) and moving
(Gy — ma) (G1A1G2A5) term to the left, we get

A? A ARAR

G1A1GoAR)| <1+ —E + (3.55)
‘< 141%2 2>| \/f \/ﬁ
O
3.4 Bounds on (SGASG'A)
Lemma 3.7. If A, A, € M, then
A A2 A2
[(SG1A1SGEAR)| < p1p2 (1 + ﬁ + ’fL“) : (3.56)

Proof. The imaginary part of the Green'’s function can be written as S[G] = % Recall

that we can write,
G =mWG —m?*G+mlI

. v o (3.57)
G =mWG* —m*G* +ml.
By subtraction, we get,
G -G~ G-G* m-m m—Tm G-G* m?2-m?
= * I—m? — *. (3.58
5 mW 5 + 5 WG* + 3 m 5 5 G*. ( )
EJP 29 (2024), paper 141. https://www.imstat.org/ejp
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Thus, we have,
3G = mWSG + ImWG* 4+ SmI — m?*IG — Sm(m +m)G*. (3.59)

To derive an equation for (3G A;SGE As), we substitute this expression for $[G];. First,
we get,
<%G1A1%G§A2> =m <W9§G1A2%G§A2> + Smy <WG>{A2%G§A2> + Smyg <A1%G§A2>

From this expression, one does two things. The first is to write
<A1%G3A2> = %m2<A1A2) + <A1(C\\9G; — mg)A2>.

The second is to perform the cumulant expansion for the two terms involving W. This
will introduce the terms m; (WS3G1A13G5A2) and Smy (WGiSGLAs). To perform the
integration by parts, we write SG = (GG*)Sz

For example, we have that,

<W%G1A1%G§A2> <W\$G1A1\$G2A2 ZSU G1 Jj(\leGlG Al\SGQAQ)
1,J
1
= 5 2 85 (80G1G) 5 (GTA1SGE Ay )i
1]
1
— 5 2 Sii(SG1A(G))")i(322(G3) Gh )
.3
1 ~ o~ N t
— N Z Sij(\SGlAl\SZQ(Gz) GQ)ji(GzAQ)ji. (361)

4]

Here, now we split S;; = >_, SYWS’M» for the last two terms. For the second term on
the first line as well as the term on the second line, we instead use the decomposition,

Sij = 3 SiuS°ui + =
Doing this, we see that,

<W%GlA1%GtA2> = (WSG1 A1 SGLAy)

Z (G1);;8in(S21G1GT A1SG Ay)ii
a ﬁ Z G1)j5(S21G1GTAISG Ar)ii

ZZ \SZlGl )]JS”L(GTAlg)“GéAQ)“

1

T N2 (321G1G7);(GTA1SG; Ar)is

%,
1 -~
— 5 2D SuSiu(SCAL(GE)")5i(322(G3) G Aa) (3.62)
Booi,g
1 -~
N DD 8iuSiu(SCG1AIS22(G5) Gh) 1i(Gh As)
nooi,g
1 - ~
= (WSG1A1SGhAz) — 3 <Ndiagsgc:1> <%G1A1%G§A2Ndiag(5ﬂ)>

m
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1 ~ -
—(G1)(SGIAISGEAr) — = <NdiagSZ%G1> <G1‘A1%G§A2Ndiag(su)>
“w

1 . i
— (SC){GTASCA) ~ 555 ) <SG1A1G§Ndiag(SM)A§%G2Ndiag(Su)>
o

1

- <%G1A1SGéNdiag(SM)AEGSNdiag(S’M)>
o

Combining all of these steps together we get the expression:
<%G1A1%G§A2> = %m1%m2 <A1A2> + %ml <A1(%G§ - SmQI)A2>
—m <W%G1A1%G§A2> —Smy <WG“{A1%G§A2>

<
)

+ m <Ndiag5’;G1>

o %GlAlgGgAsziag(S’u)>
I

+ 203 (NdiagSis G

- <G;A1%GgAsziag(§,,,)>
n

< ~ ~
+ Jzﬂvh <Ndiags;jG;> <G’{A1%G§A2Ndiag(8“)>
+ my <G1 — m1> <%G1A1%G§A2> (363)

+my (SGy — Smy) (G AL SGhA,)
+ Qmy (G — ) (G A1SGLAg)

+ 25 S (SG1AIGE Nding(5,) A5G Ndliag(5,.) )
[
+ % <3G1A1%G§Ndiag(5’“)z4§ ;Ndiag(gu)>
[
+ % <G’1‘A1G§Ndiag(gu)A;%Gsziag(gu)>
i
4 C\jvnzl <G’1‘A1%G§Ndiag(gu)z4§ ;Ndiag(gu)> -

To get the right error terms, we can estimate each of these terms individually. Many
of the bounds that we use, especially on terms involving the normalized traces of long
sequences of products follow from estimates found in the paper [14] and one can find
proofs and further estimates in said paper. Using Lemma 3.1, [14, (5.34), (5.35)],
and (2.2), we get

. qo t . & \//TIAI 2 0102/\11\%“
’<NdlagSHG1> <%G1A1%G2A2Nd1ag(5’“)>‘ < N At < S
= . A V ApArir pipeAiy,
3G, A, GLNdiag(5,) AL 3G Ndiag (S >’ < VP < 1
’< 141065 g(Su)A53Go g(Su) NonD I
Other terms are estimated similarly. Substituting these bounds into (3.63) gives the
desired result. O

3.5 Continuity argument for bounding A,

For each value of E and J there is a unique value of 5 such that Nnp(F + in) = J. We
let F(E,J) be the unique 7 so that this is true.
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We can now define the functions
GalJ) = A (SG(E7 + iF.(El, J))ASG(E> +.iF(E2, J))
Ei,E2€{v4:1<a<N} Pl(El + IF(El, J))pQ(EQ + IF‘(E‘Q7 J))
(SG(Ey +iF(Eq, J))ASG(Eq + iF(Es, J))

G4 (J) := ma. : ; *>
A= B p1(Ey +iF(Ey, J))p2(Es +1F (Es, J))

)

A*)
‘4 (3.64)

Lemma 3.8. Fix some parameter ¢ > 0 and let J > N€. Uniformly in F1, F», there exists
a constant C' such that,

SG(Ey + iF(Ey, J)ASG(Es + iF (Es, J))A*)

( c
0 . . < N¥,
’ 7 p1(E1 +1F(E1,J))p2(E2+1F(E2,J)) 3 65)
0, (SG(Ey + iF(Ey, J))ASG(Ey + iF (E, J))tA*) < NC. ’
pl(El +1F(E1,J))p2(E2+1F(E2,J)) -
Proof. First, let us find 0,7 at E. We have,
1= Non(p+ndyp),
1 (3.66)

an = .
N(p+n0yp)

Now, if J > N¥¢, using the fact that p < 1 impliesn > N —1l+¢ Furthermore, we would
also know that |p| = n for £ € [-2,2].

We have the following integral expression for p.

2

p(E +in) = [ LGBt jpE)(zxi 7247

2 2)(x — E)2 —n?
(e +in) = [ PR

% Mpse(z)(z — E)?
Opp = 5¢ dx > n.
P NCp / (@B +mp2)z o~

dz, (3.67)

Thus, |0, < N~-.
The above expression should also allow us to assert that |0, p| < 7%4 < N4,

o (50 ) welimati

By applying the product rule, this would imply equation (3.65). O

< N3, (3.68)

max |09, Gij| = max
3 2,3

Corollary 3.9. For any matrix A with ||A|| < 1 and for any value of N < J < N, we

have that

GA(J—N7072)§GA(J)+N72, (3.69)
GL(J-N“2)<G4(J)+ N2 '

Taking the union over M € M;, which is a O(N) family of matrices, and applying
Lemma 2.7, we also have,

A(J-=N"9 < A(J)+ N2 (3.70)

Proof of Theorem 2.6 for Diagonal Matrices. By using Lemmas 2.7, 3.7, and 3.5, we
would be able to derive the following relation:

AI(J)A%H(J) .

2
A(J) <1+ 77
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That is, for any §, D > 0, there exists Ny(d, D) > 0 such that for all N > N,

P(Ai(J) < N? (H1\1(=f)\/%+1(=7)>) >1-NP, (3.71)

for all M € M,,.
Let Q5 be the event that

W) , Ai(J = N797%) < N°(A(J) + N72)

holds for k = 1,..., [4/€], J = N—IN-“*2,1 € {0,..., [N 2 - N“"2*¢|} and all M € M;.
Then there exists Ny(d, D) > 0 such that for all N > Ny, P(Qs) >1 - N-D.
This identity can be iterated to show that for 7' = [4/¢],

A2(J) < N° (1 +

T
J l A2(J))T+1
1+Z Jl/2 (J1<(T+)1)>/2 AQTH(J)]. (3.72)

M) < N7

on .
Ary1 can be given the trivial bound 7, !, so this ultimately gives us,

T 2 l 2 T+1
1oy W) (AR 1] | (3.73)
=1

2 6T
Af(J) <N Jl/2 J(T+D/2 p2

Since J > N°¢, if we choose T = [8/¢], this implies that either A?(J) < (T 4 2)N°T or
A2(J) > N—</*\/J > N</*. Now we choose § < %. In more plain terms, the inequality
established in equation (3.73) shows either that A%(JJ) is small or that it is relatively
large.

Our ultimate goal is to show that A%(J) is small for J in some compact domain. On
a high level, our argument is as follows. It is fairly straightforward to show that A%(.J)
is small when J is relatively small. Furthermore, on the event ()5, we have a sort of
continuity estimate on A?(.J), which shows that if A%(J) is small, then A?(J — N=¢~2) is
not that much bigger. This piece of information is now combined with the dichotomy.
The continuity estimate shows that A?(J — N~¢~2) will not be bigger than the possible
‘relatively large’ lower bound in the dichotomy. Thus, A?(J — N~°~2) must be small as
well. We write our argument more formally in what follows.

Our base case is to check that A;(N) < (T 4 2)NT with T = [8/¢] and 6§ = f;%‘ By
direct computation from Definition 2.4, we see that Z),(N) = 5%tr[M M*], which will be
O(1) when || M|| is bounded. Thus, we see also that A;(N) is O(1) and the base case is
established.

Assume by induction for some I/, we know that A; (N — I'N~¢+2) < (T + 2)N°T,

On the event ()5, we can assert that

A%(N— (ZI+ 1)N—C+2) S NJ((T—FQ)N‘;T—FN_Q) S (T+3)N5(T+1) < N€/4.

Hence, we must have A?(N — (I’ + 1)N~¢+2) < (T +2)N°T as well, due to the dichotomy
that we have shown earlier. By induction, on {25 we have

AL (N) < (T +2)N°T. O
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4 Proof of Theorem 2.6 for general M/

4.1 Bounds on (GA)
Lemma 4.1. Let A € M;. Then, we have that,

(4.1)

(GAY < p( e ) A’”S) .

VNL NL

Proof. At this point, we can return to an analysis for general matrices A. From the
equation (3.7), we see that,

(GA)[1 — (G — mI)] = —m(WGA) + % 3 (GB,.){(GNdiag(52)), 4.2)

with B, := A(NdiagS,,). Using

(GBy) = m(By) + (Byu) (G —m) <GBO>

and
. Qo P pAk
GNdiag(S < —, (B,) =<1, G—-m)|<—, [(WGA ,
(GNdag(S) < —hes (B <1, (G =m) | < gy (WGA) < DL
we get
|<GA>| < \/% (Ak +m3X <GBE>> . (43)
By iterating this bound, we get
T p t+1 0 T+1
su GA)| < —_— A + | —— A . (4.4)
RIACEIEDY (£2) Mot (SBs) A
If we take T' = 3 and use the trivial bounds Ay 741 < % A > 1, we get
prt Ay A3
HGA)| < Mewer T, +piid (4.5)
%3 VNIt UVNL TN
O
4.2 Bounds on (GGA)
Lemma 4.2. Let A € Mj. Then
Ay, Akt
G1G2 A
[ {(G1 2>|<L\/»+ T2
A
[(3C1G24) | < pr 7 \F Py (4.6)
A
| {SG13G2A) | < p1p2 Lf + p1p k+4

Proof. We prove the first inequality here. The other two are proved similarly. See
Remark 3.4 for details.
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From (3.23) we get
(G1G2A) [1 = my (G1 — my)] = my (G2A) — mq (WG1G2A)
+ %ml ZN: <GngNdiag§Z> <G2ANdiag§M>
=1
+mq (G1G2) (G2 A)

4 %ml i (GiNdiagS; ) (G1 G2 ANding$,, )

p=1

Suppose B = ANdiagS‘H or B = I. We apply Cauchy-Schwarz to bound (G;G>B).

1 1 1/
|<G1GQB>| < <G1GI>2 <G2BB*G§>2 < . 4.7)
Using this estimate, the estimate for (GA) from above and (G; — my) < ﬁ we get

(1 +0 (Nl)) (G1GaA) = —my (WG GoA)

m

n %ml i <G1G2Ndiagég> <G2ANdiag5’H> 4.8)

p=1
Ay, Apy3
@) .
+ (L,/n* + L2
By Lemma 4.1,
G Apa Agta Agya
G2 ANdiag$S, 1 1 . 4.9
’< 2 lag;>< +p2m+paNL< +p2m (4.9)
Hence we get
Ay 1 Agya Apis Ay Agya
A 1 . O
|<G1G2 >‘-<LT]*+L ’I]*<+ NI 12 .<L’l7*+ 72

4.3 Bounds on (GAGA)

Lemma 4.3. Suppose M is a traceless matrix with | M| < 1. For A,, Ay € M, we have

A2
G1A1GaAs) | < 1+ —ktd
[ (G1A1G2Ay) | Nis

| <%G1A1G2A2> ‘ < p1 (1 +

A2
\%4> , (4.10)
Afga

| <%G1A1<\\9G2A2> ‘ =< p1pP2 (1 +

i)

Proof. We prove the first inequality here. The other two are proved similarly. See
Remark 3.4 for details.

The proof is similar to the proof of Lemma 3.5. The only difference is the size of the
error terms.
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Similarly to (3.42), we have
(G1A1G2A2) = mima (A1 Ag) +my (A1(Ga — mal)Az) —my <M>
+ S5 Y (VdiagSiGh ) (G141 G Ax Ndiag$, )

N "
+m <G1 — m1) <G1A1G2A2> (4.11)
n F <G1A1G2Ndiag§;> <G2A2Ndiaggu>

“+ mq <G1A1G2> <G2A2> .
Now we plug in A; = N diaggl‘j into the identity above and get a system of equations.

<G1A1G2Ndiag5’§> = mamg <A1Ndiag§§> +m <A1(Gg _ mQI)NdiagS’§>

—my <WGlA1G2Ndiag§,‘j> +my (G1A,Gs) <G2N diag5‘§>

- % %: <NdiagS;G1> <G1A1G2Ndiag5‘§Ndiag§”> (4.12)

+ Z Cop <G1A1G2Ndiag§2> )
m

where 1
Copu = ma (G = 1m1) by + i~ (G3NdiagSg NdiagS,, )

1 1 1 (4.13)
= mime (SW - N> + O (W) + 0O <N771> Oup-
To bound the error terms in (4.12) we need the following lemma.
Lemma 4.4. If A € M, and B € IM;, then
(G1AG:B)| < Aply L/\\ﬁ Az;47
[(SGLAG2B)| < piAAs s + p1 = L\F + 1Aj’.j§4, (4.14)
[(SG1ASG2B)| < p1p2AiAi + prpa——= L\ﬁ %
Furthermore, for B= N diaggij diagS,,,
(G1AGLE)] < A+ e+ S
(SG1AG2B)| < p1Ay, + p1 L\/k» + Az;r47 (4.15)
[(SG1ASG2B)| < p1p2Ai + p1p27—— L\F + p1p2 Az;4'

Proof. Let us divide the matrix B = B° + (B)I, where B° € My by the definition. Then,
we have that
<G1AG2B> = <G1AG2BO> + <B> <G2G1A> . (4.16)

Now, (4.14) follows from [14, (5.34)], Lemma 4.2. Equation (4.15) follows from noting
that Ay < 1 for diagonal matrices like B, from the previous section. O
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Then
‘<Nd Qo . qo . o P1 A Ak:+4
1agSHG1><G1A1G2NdlagSVNd1agSM>‘< N Ak—i-L 7 + . 4.17)
and A A
. &o k k+4 P2
’<G1A1G2> (G>NdiagS )| < (L =+ )m (4.18)

Using Lemma 4.1, we get

’<A1(G2 _ mQI)NdiagS‘l‘j>

_ ‘<G2 — ma) <A1Ndiag§3> n <(G2 - mg)(Ndiag55A1)°>

- 1 +p2/\k+1 P2Ak+4_<@+PZAk+4
Nny  /NL NL L  NL°

(4.19)
From Lemma 2.10, we have
S Ay
‘<WGlAngNd1agSV> < (4.20)
Then from (4.12), we get
@\ . Zo 1 Ar Ay
(I-0C) <G1A1G2Nd1ag8 > = mams <A1Nd1agSV> oy <L SV R
A Ak+4) )
— A+ + (4.21)
vz (M o
. = Ak+4>
= A1 NdiagS; )+ O .
mimsa < 1 lag > < ( \/Z

By inverting matrix I — C via a similar argument found in the proof of Lemma 3.1, we
get

‘<G1A1G2Ndiag§°>‘ <14 A\;%‘* (4.22)

We now return to our bound of (G;A1G2As). At this point, we can substitute our

bounds in equation (4.22) into equation (4.11).
We have some other error terms to deal with in (4.11). By using Lemma 4.4, we have,

S . = Ak+4
‘<NdlagS’HG1> <G1A1G2A2Nd1agSu>‘ < \/ﬁ (AkAkH 4ok L\ﬁ +
(4.23)
A2
k+4
VL
We use (4.22) and Lemma 4.1 to get
‘ <G1A1G2Nd1ag§#> <G2A2Nd1ag5’#> ‘
< ‘<G1A1G2Ndiag5’u>’ (<G2> ’<A2Ndiag§,b> + ‘<G2 (AQNdiagSM) > )
Ak+4> < Akyq Ak+4> ( Ak+4> ( Apya > (4.24)
<1+ 1+ + < |1+ 1+
< VL VNL NL VL VNL
Ay
<14 k2
VL
Using Lemma 4.2 and Lemma 4.1, we get
Ay Aptsa Ay Agqs A7y
. 4.25
(61 (Goa)] < (o= + 21 ) (g + 2 ) < 4.25)
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Using Lemma 4.1, we get

[(A1(Ge — mal)A2)| < (G2 — ma) (A1 A2)| + [{(G2 — m2)(A241)°)|
1T Agg1r | Apga

1 Aﬁ+4 (4.26)
< —+ + <-4 =
L /LN NL L /NL
From Lemma 2.10, we have
A2
|<WG1A1G2A2>| =< 7% (4.27)
Now we use bounds (4.23), (4.24), (4.25), (4.26), (4.27) in (4.11), we have
1—o. (-2 \(GAGA>|<1+A%+4 (4.28)
< N 1A41G2A42 VI .
We can divide by 1 — O (ﬁ) on both sides to derive our result. O

4.4 Bounds on (SGASG!A)

Lemma 4.5. Suppose M is a diagonal traceless matrix with |M|| < 1. If A1, As € My,
then

A2
‘<%G1A1%G§A2>‘ =< p1pP2 (1 + \;%3> . (4.29)

Proof. The proof is almost identical to the proof of Lemma 3.7. We start by using the
identity (3.63) to express the normalized trace (3G A4;3G5A,) in terms of renormalized
terms and traces of products of normalized traces involving a fairly small number of
matrices. We then estimate each of the terms on the right hand side of (3.63) individually.
As before, most of these estimates will be quoted from [14] and one could find full proofs
of some of these technical estimates in said paper.

Like in the proof of Lemma 3.7 we use [14, (5.34), (5.35)] to get

2
. * A oyt (G VPL ] 2 p1P2Af 14
)<Nd1agSM\fG1><G1A16G2A2Nd1ag(su)>‘ = N pahi g < TUNL
AT i (&N AL VK AT i ( prpahi A ppaAiL
‘<SG1A1SGQNdlag(SH)AQGQNdlag(SH)>‘ < PP R,
NP

The second term of (3.63) is estimated differently from the diagonal case:

|%m1 <A1(%Gg - %mQI)A2> | S p1| <%G§ - %m2I> <A2A1> | + p1| <%G§(A2A1)O> |

A A (4.30)
< P1P2 + p1pe k + k+3 )
L vV/NL NL
The bounds for the other terms in (3.63) can be obtained similarly. O

4.5 Proof of Main result

We now have enough results to prove our main Theorem 2.6.

Proof of Theorem 2.6. The result of Lemma 4.3 combined with Lemma 2.7 shows that,

A2 <1+ Aya (4.31)
k \/j
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Starting from £ = 1 and iterating this bound shows that,

A2
P - (4.32)
' (V)

The important fact in this bound is that as ! increases, the factor of v/.J : that appears in
the denominator can become as large as one desires. Furthermore, we also know that
A114 can be trivially bounded by % Thus, by setting [/ sufficiently large, we would be
able to show A; < 1.

Our argument can be stated formally in the following way. We can choose | = [8/¢]|
and apply the trivial bound A;4 < }] as well as J > N°¢ to show that A? < 1. O

5 Proof of Lemma 2.10

5.1 Cumulant expansion

In this section we use cumulant expansion to estimate the moments

E[(WG1B1G2Bs ...GB)|*. (5.1)

Parts of this section were adapted from the paper [14].

For simplicity we assume that B; € My, for all ¢ € [N]. It is easy to see from our proof
that if B; are from different families My, each B provides the corresponding A in the
bound.

For any m,n € Z, define a N x N matrix ™", such that its entries x|, are the joint
cumulants of m copies of wy, and n copies of wp,. Note that k' = S and x>° = 0.

We use the following cumulant expansion:

R
Ewan f(W) =Y > s P B0 f(W) + Qr, (5.2)
k=1m+n=~k

where 0, = Oy, -

Applying the expansion (5.2) to (5.1) 2p times with respect to each W allows us to
express the moments (5.1) in terms of Feynman diagrams (Lemma 5.5). We understand
that the following definition is quite long, but we will soon give an example that will
make these concepts more concrete.

Definition 5.1. Define the class of diagrams G as follows. Each diagram I' is a graph
with two types of vertices V = V,, UV, that are called k-vertices and internal vertices
and two types of edges ¥ = E,, U E,; called x-edges and G-edges. For any vertexv € V
its G-degree d,(v) is defined as its degree in the graph (V, E,). Internal vertices v € V;
satisfy d,(v) = 2 and k-vertices can be partitioned V,, = |J,-, V¥ according to their
degree, i.e. dy(v) =k forv € V. r-edges can be partitioned e, = |J,~, E¥ so that any
e € E¥ connects two vertices from V,F.

Each r-edge e = (v,w) carries labels r(e), s(e) and the value of k5.*'“). Each edge
e € E? carries an additional label h(e) € {mat, res}, which will record whether the edge
comes from the derivative 0, hitting a matrix W or a resolvent G,. Each G-edge ¢ has
labels i(e), t(e), *(e) € {0,1} recording the type of the resolvent e represents (imaginary
part, transpose and adjoint respectively). Label z(e) records the parameter of the
resolvent. Labels L(e) and R(e) record deterministic matrices that resolvent is multiplied
by.
Remark 5.2. In this paper L(e) and R(e) will be products of matrices B and diag(gﬁ)
defined in Assumption 2.1.
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Go B>
a—=4——c¢
B;G3 R} J L= B’f,R =Il,z=2x )
mat G1B; Z—O,t—O,*:l
d > b
BiGY

Figure 1: Diagram on the left corresponds to the first term of (5.4). On the right we
show all labels of the edge {d, b} with value BiGj.

In addition to the definition of diagrams, we also need to introduce the notion of
values associated to each diagram. On an intuitive level, a diagram represents some
product of matrix quantities organized in a particular way. The following definition
formalizes the exact quantity associated to each diagram.

Definition 5.3. For each I" € G and each e € V; define the value G° of the edge ¢ as the
resolvent L(e)G(z(e))R(e) with imaginary part, transpose and * applied according to the
labels i(e), t(e), *(e). For each e € E,; define its value G® as x"(¢):(¢),

Define the value of the diagram T" as follows.

Vall) = > 1T gi=y (5.3)

ay, E[N)WEV {z,y}EE

Here, we construct a few examples of the diagrams that appear after applying the
cumulant expansion. Let us the consider the following terms,

|<WGlBlGQBQ> =E Z ab GlBl)bc(G2B2)ca(BQG2)ad(B G*)
a,b,c,d
+E Y ryykea(GrBiG2)ua(G2B2)ea (B3G5 Bi G ab (G e
a,b,c,d (54)
+E Y k2ke(G1)a(GrB1G2)ca(G2Ba)ba (B3 G3)an(G3 B G ac
a,b,c,d

+...

Figure 1 shows the diagram corresponding to the first term of (5.4). Each edge has
its value written next to it. On the right of Figure 1 we show the edge labels in more
detail. Figure 2 shows the diagrams corresponding to the other two terms of (5.4).

The following definition is similar to the properties (P1)-(P8) in Proposition 5.3 of
[14]. The main purpose of the definition is to encompass the properties of the graphs
produced by cumulant expansion that are most important for our later counting bound.
We remark that most of these properties are mechanical consequences of considering
the algorithm of cumulant expansion.

Definition 5.4. A diagram is said to be (I, p, 1, a,t)-regular if there exist a subset V,, of
orthogonality vertices such that the following condition holds:

1. The graph (V,,, E,;) is a perfect matching.

2. The internal vertices satisfies |V;| = 2(I — 1)p. The edges satisfy 1 < |E;| < 2p,
#le€ By :i(e) =1} = 2ip, and |Eg| = ) cp dg(e) +2(1 = 1)p > 2p.
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Ga

Figure 2: The diagrams corresponding to the second and third terms of (5.4).

3. For any r edge (uv) € EF, the G-degrees of u,v € V, satisfy di"(u) = d3"*(v),
dit(v) = d3**(u), and dy(u) = dy(v) > 2. We can define the G-degree of (uv) as
dg(uv) :=dg(u) = dy(v) = k.

4. Every E,-cycle on V.2 U'V; contains at least two vertices in V,2.

5. Denoting the number of isolated cycles in (V,, UV;, E,) with at most k vertices in 'V,
by ng ¥, we have 2n2.0 + n2! < 2|EZ — |V, N V2|

6. [VinV,|=2pla+t—1{l € aUt}).

Ifl € aUt, then 2|E?| + |EZ3| — 2p < |V, N V2| < 2p, otherwise V, N V.2 is empty.

8. For any %! edge e, the number of its endpoint in V, is either 0 if h(e) = mat, or at
most 1 if h(e) = res.

N

With the notion of diagrams in hand, we can now describe the graph produced by
cumulant expansion, which reduces the computations of moments of our renormalization
terms to quantities defined on our (I, p, i, a,t) regular graphs.

Lemma 5.5 (Cumulant expansion). For any p € N, there is a collection of graphs G;*
such that

E|(WG1By..GiB) | = > EVal(T') + O(N~?). (5.5)
reggv

Furthermore, for all diagrams in G, are “(I,p,i,a,t)-regular” in the sense of Defini-
tion 5.4.

Proof. This is the result of Proposition 5.3 in [14]. The only modification we make is
the additional property 8 from Definition 5.4. This property holds because the vertices
from V2 can only be selected as orthogonality vertices if they appear as a result of the
derivative acting on a GG (see (orth-2) in the proof of Proposition 5.3 in [14]). O

In our proof we need to emphasize another property of the diagrams appearing in
equation (5.5).

Lemma 5.6. For any I' € G}” and any x"'-edge e with h(e) = res, one of its endpoint
has one outgoing G-edge ¢’ with L(e') = I and one incoming edge ¢’ with R(e") = I.

Proof. Suppose e = (ab) comes from the cumulant expansion with respect to wg
in we(A®G By ...GiB;). Since h(e) = res, Oy, hits a resolvent G, which becomes
G1LAYGy. Then vertex b has an outgoing edge ¢’ with resolvent GG; and L(e’) = I and an
incoming edge with resolvent G, and R(e) = I. O
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Our final lemma computes the values of regular graphs along with the extra condition
that k1,1 = % This lemma is from [14]. The reason we cannot apply this directly to
our cumulant expansion is that the value of ! we use is not uniform; our work in the
next section is to modify the graphs so that we can reduce the computation of our graph
values to those that appear in the following lemma.

Lemma 5.7. If, ¢ is (I, p, i, a,t)-regular, sy, =
My U M}, for all G-edges e, then

. k2| < CN~@+9/2 and L(e), R(e) €

p2(b+1)pN2pr72bp’ b=1 ,

Ai(ath)pr’ip\/Q(b-‘rl)pNp(a+t+2b)L_p(1+2b)’ b, (5.6)

Val(ch) =< {

whereb:=1—a —t.

5.2 The graph splitting procedure

We remark that there is only one difference between the case that we are considering
here and the diagrams from [14]: they use the fact that the lowest order cumulants kL1
are all uniformly % This allows them to re-express some of the quantities related to the
diagrams in terms of traces of matrix products. This is the key step that allows them to
apply Proposition 5.6 to bound the value of the graph. In the absence of this important
condition, what we must do is find a way to take our graphs into an expression that
would be useful.

We find a procedure that takes any diagram I" and re-expresses it as a sum of other
diagrams. Namely,

Val(T') = )~ Val(I™"). (5.7)
14

The details of our transformation will show that the diagrams I'* are (I,p,1,a,t)-regular
diagrams along with the property that the new ‘s’ edges have value % Formally,
we find another way to write the covariance matrices x'! and incorporate these terms
into one of the L or R matrices that multiply the G. The end result of this procedure is
to formally treat the old x''! edges as having value % We now begin to describe this
procedure more formally.

For every x''! edge, we will decompose the diagram I' into NV + 1 further diagrams.
Thus, if we let F» be the set of all x''! edges, we will decompose I into (N + 1)‘E2| edges.
The graph splitting procedure essentially treats every edge independently, so to describe
the construction, it is best to consider the case that there is only a single ! edge.

First, consider a x!'! edge e = (,%). In case h(e) = res, we know from Lemma 5.6
that one of = or y has the property that it has a single incoming edge with R(e) = I and
a single outgoing edge with L(e) = I. Assume that this vertex is z. When we split x!+!
later, then this property allow us to introduce a trace 0 matrix in a location that is useful
for cancellations. We remark that by Definition 5.4 (1) if there were more Kbt edges,
this vertex 2 would not be shared with the other x!'! edges. In case h(e) = mat, = can be
chosen arbitrarily among the two vertices adjacent to the x"! edge.

We have the following matrix decomposition of S, := Iii’é.

Sey = SepSuy. (5.8)
n

Though this procedure formally introduces the vertex u, these vertices will not be
introduced into our diagram. Instead, the first N of N + 1 diagrams will be indexed by
this vertex u; we call these diagrams I't,...,TN. The remaining graph we will call rext,
and will be derived via a more complicated resummation procedure.
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After fixing a value of u, we still have to perform more manipulation in order to derive
the diagrams I'#. This procedure is quite similar to those performed in Sections 3 and 4;
namely, we further split Szu and interpret this as a trace 0 matrix. Recall the traceless
part as follows:

- 1
S; L Smp, NG
' ) N ] o (5.9)
diagS2 = diagS,, — <diagSu> = diagS,, — -

We define the diagram I'* as follows. We take the diagram I' and redefine labels so
that for the incoming edge to vertex z, we multiply R on the right by N diaggﬁ. At y,
we change the label so that at the incoming edge to y, we multiply R on the right by
NdiagS,,. Finally, we change the value of x"! formally to + on the edge {z,y}.

In case h(e) = res, the main benefit is that even though we remove the orthogonality
at vertex y, vertex x becomes a trace zero orthogonality vertex. Thus, there is no net
loss in the number of orthogonality vertices in all of the diagrams I'* for 1 between 1 and
N. Moreover, the traceless matrix involved in this new orthogonality vertex is in IMg.

In case h(e) = mat, neither z nor y are orthogonality vertices of I', so our procedure
doesn’t affect V.

Finally, we define our final diagram [ext by taking the diagram I' and changing the
label k1! to + at the edge {,y}. It is easy to check that

N
Val(T') = % > Val(T#) 4 Val(T™) . (5.10)
pn=1

Here is an example of the graph splitting procedure. We only draw the vertices and
edges that connect to the x'! edge.

\\ Cj/
~ 1
redeﬁrg label i Z GA(NdlagSu) a N

N < G(NdiagSs)
//G \\

Lemma 5.8. The diagrams I'* or <" that have been constructed are (l,p,i,a,t)-regular
diagrams.

Proof. Let e = (a,b) be the single x''! edge in the original diagram T'.
The only modifications that we have to the diagrams I'* from the original diagram
I' are in the labels of the edges which are adjacent to the vertices (a,b). Of these two
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vertices, let b be the one that is multiplied by two pure G matrices on either side. In
addition, vertices a and b are our only possible changes for V,. From this property,
it is clear to see that properties 1-4 of Definition 5.4 still hold after the modification.
Furthermore, property 5 of Definition 5.4 is a consequence of property 4 regardless of
the choice of V,,. This is a simple counting argument.

With regards to the sets of vertices V,, we describe a bit more elaborately what
changes are made. Due to property 8 of Definition 5.4, we know that at most one of z
and y is in the set V,. Recall that we have earlier chosen the vertex b to lie between
the product of two pure G matrices without any intermittent matrix product. Once we
multiply in between the two pure G matrices at b by the matrix diag(S’ °)u, we see that b
can be an orthogonality matrix due to the multiplication of the additional trace 0 matrix.
Regardless of whether a € V,, or b € V, in the graph I', we put the vertex b into V, for I,
Thus, the cardinality of any the sets V, and V,, N V2 do not change. Thus, properties 6-8
of Definition 5.4 still hold. O

The previous discussion has established the following lemma.

Lemma 5.9. Every I' € G, can be split into a set of diagrams, [(1smm) for Wi €
[n] U {0},1 < i < m with m being the number of k™! edges in T, in the sense that

Val(DUi ), (5.11)

K

Val(FK’G) = Z (%)#{i:#z‘#cxt}

pi€[n]U{ext},1<i<m

there g = + and £'"* = kP for (p,q) # (1,1). Furthermore, all of the diagrams
I‘f{l’f}é"’“m are (I, p,1, a, t)-regular.

Proof of Lemma 2.10. The high probability estimates on <WG1A1G2A2> and other simi-
lar quantities are readily derived by computing high moments and applying Markov’s
inequality. The cumulant expansion Lemma 5.5 gives an expression of the moments in
terms of values of graphs. The values of these graphs are determined by the splitting
procedure in Lemma 5.9 and the evaluation of graph values in appropriate conditions as
in Lemma 5.7. The combinatorics of the sum over graphs is exactly the same as that of
[14] and we can derive the exact same estimates. O
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