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Abstract: Optical coherence tomography (OCT) is an interferometric technique for micron-level
imaging in biological and non-biological contexts. As a non-invasive, non-ionizing, and video-
rate imaging modality, OCT is widely used in biomedical and clinical applications, especially
ophthalmology, where it functions in many roles, including tissue mapping, disease diagnosis,
and intrasurgical visualization. In recent years, the rapid growth of medical robotics has led to
new applications for OCT, primarily for 3D free-space scanning, volumetric perception, and
novel optical designs for specialized medical applications. This review paper surveys these recent
developments at the intersection of OCT and robotics and organizes them by degree of integration
and application, with a focus on biomedical and clinical topics. We conclude with perspectives
on how these recent innovations may lead to further advances in imaging and medical technology.

© 2025 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

OCT is a well-established non-invasive, high-resolution volumetric optical imaging technique that
enables near real-time visualization of biological tissue microstructures [1,2]. Since the first OCT
cross-sectional in vivo imaging of the eye [3,4], OCT research has yielded improvements in data
acquisition rate and quality, image interpretation, and diagnostic capability in numerous disease
states [5-8]. These capabilities have led to growing interest in OCT as a high-resolution vision or
perception system for robots, especially in clinical or biomedical domains. For example, recent
combinations of robotics and OCT include large-area tissue scanning [9,10], object tracking
[11], or image-guided robotic surgery [12—14]. In space-constrained environments, such as
robotic endoscopic surgery [15,16], researchers have co-developed novel optical designs and
robot control algorithms to enable new or less invasive procedures [15,17]. These works and
others have produced efficient algorithms for guiding robotic OCT systems, novel hardware
architectures or integrations, and unique optical designs for next-generation instruments.
Conventional robot 3D perception systems rely on camera-based technologies, including stereo
cameras [ 18], microscope cameras [19], and structured light illumination [20], which can produce
“2.5D” topographic data (depth of a single surface) instead of 3D volumetric data. For medical
robots, diagnostic and intraoperative tomographic imaging (e.g. magnetic resonance imaging
[MRI] and computed tomography [CT] [21]) have a role for real-time imaging and assisting in
surgical navigation but add considerable complexity and bulk. In contrast to these techniques,
OCT exhibits fast, high-fidelity volumetric scanning in a compact form factor that facilitates direct
system integration [22,23]. Working synergistically, robotic OCT systems can further expand
the workspace of traditional tabletop OCT systems and allow for multiple views and positions
of dynamic samples. These advantages of OCT render it suitable for integration into existing
medical robotics systems to enable a broad range of applications, including diagnostics, robotic
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surgery, tissue manipulation, and exploration of fundamental research problems in micro-level
biological systems [24-26]. Moreover, the rate of such integrations is accelerating, as evidenced
by many recent publications on this topic [22,23,27].

In this paper, we therefore review recent advances and innovations in robotic OCT. Previous
reviews have focused on the fundamentals of OCT [28], OCT for intraoperative visualization
with applications in open surgery [23], OCT applications in oncology [22], and ophthalmology
applications for the diagnosis of retinal diseases [29,30]. Instead, we review the novel ways in
which researchers have blended robotics and OCT. As the majority of robot-OCT systems are
targeted for biomedical applications, we focus our review on the development of medical robots
and the associated applications in translational medicine and clinics. We first briefly present
the core background for OCT and robotics separately and then consider existing robotic OCT
systems organized by their degree of integration. We next discuss enabling technologies that
facilitate OCT use in robotics and conclude with future directions for robotic OCT research.

2. Background

2.1. Optical coherence tomography

Optical coherence tomography (OCT) is a non-invasive volumetric imaging technique that
applies low coherence interferometry to light from multiple reflectors to produce depth-resolved
images beneath the surface of objects [31]. This capability is particularly valuable in biomedical
applications since OCT can penetrate biological tissue and produce images from within the
tissue surface. Conventional OCT utilizes an interferometer (typically either Michelson or
Mach-Zehnder topology) with a coherent source, reference arm, sample arm, and detector. For a
point-scan OCT sample arm, scanning optics move the focused beam laterally across the tissue
surface [32]. At each lateral beam position, the light from the sample interferes with the light
from the reference arm to produce a one-dimensional signal that represents the positions of the
reflective tissue layers in axial depth (“A-scan”). As the beam is scanned across the entire sample,
a series of A-scans are collected to formulate cross-sectional (“B-scans’) and 3D volumetric
images (“C-scans”). By this means, OCT provides non-invasive, high-resolution images at high
speed, producing sample or tissue measurements suitable for use with robot systems. For robotics
applications that require a high signal-to-noise ratio and high measurement speed (A-scan rate of
25 kHz to beyond 1 MHz), Fourier-domain OCT (FD-OCT) and swept-source OCT (SS-OCT)
are the most suitable [33,34]. In summary, the effective implementation of the robotic OCT
system relies on the overall design of the OCT engine and the configuration of the robot system.

The OCT scanner’s field of view (FOV) determines the area over which the beam can be
scanned and is chosen for the particular application, such as large-area retinal imaging for
surgical planning or small-area imaging for precise manipulation of robotic instruments [35-38].
Common OCT systems are designed with limited field of view in the lateral direction (e.g., 10 to
20 millimeters) and the axial direction (e.g., 2 to 5 millimeters) depending on the specialized
design of the OCT engine [23,38]. Thus, a tabletop OCT can capture a small tissue object
with high-resolution cross-sectional images or 3D volume within the scanning regions. For
example, the cornea would normally have a diameter of approximately 11.5 to 11.7 mm [39] and
a thickness of approximately 0.5 mm in the central region [40]. The diameters of typical tools in
ophthalmic microsurgery can range from 0.26 to 0.41 mm depending on surgical applications
and types of microsurgery [41,42]. Small targets such as these can fit within a fixed OCT
scanning region; however, larger tissues, such as the kidney [10] and the human arm [43], pose
challenges with a small field of view. This motivates the development of robotic OCT systems
and advanced algorithms to expand scanning capability and register multiple OCT measurements
for high-fidelity image reconstruction.
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2.2. Robotics

A robot system consists of the robot’s mechanical assembly (e.g., robot arm) for positioning its
end-effector, the control units for its joints, and a mathematical description of how the robot
moves in 3D space (kinematics) [44,45]. When connected to the robot’s controller, sensors
allow the robot to detect objects within its environments and form the basis of a perception
system. In addition, the sensors can provide real-time imaging feedback to update the control
output and planning strategy. Using OCT to monitor the dynamics of tissue samples enables
the development of high-level control and motion planning methods that can be deployed to
robotic systems, which can be used to achieve dexterous manipulation of surgical tools or execute
complex actions commanded by surgeons through remote control [45]. With fast data acquisition
and sufficient sub-surface depth information, OCT can be combined with medical robotics for the
development of advanced methods that can be used in the evaluation of previously inaccessible
tissues, automatic tool detection using machine learning models and robotic surgery [46].

For common robotic OCT configurations, OCT (either the sample arm or entire system) can be
mounted to the robot end-effector to formulate a unified system for free-space scanning [43,47-49]
or serve as a tabletop sensor module to work with robot-controlled instruments [S0-53]. For the
former configuration, the hardware setup for the OCT module can be independently optimized
to achieve improved imaging performance without affecting the sensing or robot systems. The
design of the integrated OCT system should account for the robot’s payload limit and repeatability
and for mechanical mounting constraints to optimize the robot workspace [37]. Conversely, for the
latter configuration, OCT serves as a sensing system to evaluate tissue during the robot-controlled
tool-tissue interaction. This physical interaction is a function of the design of surgical tools,
including the needle or probe [52,54,55], tissue properties, and the robot planning and control
algorithms used with OCT B-scan and C-scan imaging feedback [14,56]. Additionally, there
are unique cases where non-integrated OCT systems cannot be directly applied to the medical
procedures such as scanning of internal organs under constrained environments [25,26]. Given
these special requirements, system development requires novel optical designs as well as careful
consideration of robot systems and OCT sensors for integration. Depending upon the diversity of
medical applications, robotic OCT systems have specialized designs of software, hardware, and
optics to jointly optimize the OCT scanning performance.

3. Integration approaches

Robotic OCT systems can be classified mainly as four different configurations based on geometric
relations between robots and sensors: robot-adjacent OCT, robot-mounted OCT, robot-guided
OCT sensing tools, and endoscopic OCT. The robot-adjacent OCT and robot-mounted OCT
approaches give rise to “OCT-guided robot systems” that differ in the physical location of the
sensor relative to the robot end-effector. For special medical needs in endoscopy and eye surgery,
robot-guided OCT sensing tools and endoscopic OCT give rise to “Robot-guided OCT systems”
where the robot functions to deliver novel optics to the target location in specialized medical
scenarios. In this section, we discuss the system designs and medical applications associated
with these four robotic-OCT configurations, as shown in Fig. 1.

3.1. Robot-adjacent OCT

A robot-adjacent OCT system is comprised of a tabletop OCT system to provide imaging feedback
and a robot system to execute high-level control algorithms for robot manipulations [50,52,59,60].
In common setups, the OCT sensor is at a fixed location viewing the objects and the robot
controls a medical instrument for accurate and dexterous manipulation. In this section, we
introduce different robot-instrument combinations that have been widely used in robot-adjacent
OCT systems and discuss their applications in robotic surgery and surgical guidance.
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Fig. 1. Overview of the four Robot-OCT configurations. (A) Robot-adjacent OCT setup
with a 1060 nm SS-OCT sample arm in the microscope and an adjacent robot-controlled
needle system with a 6-axis robot arm. Adapted from [14]. (B) Seven-axis robot manipulator
with an OCT-guided optical system mounted to its end-effector. Adapted from [57]. (C)
An OCT-forceps probe integrated with and controlled by a 6-DOF parallel robot system.
Adapted from [58]. (D) An endoscopic robot with an OCT probe for optimization-based
visual servoing control. Adapted from [15].

3.1.1. OCT image feedback for robotic tool control

Robot-adjacent OCT configurations normally consist of a robot manipulator holding a medical
instrument guided by a tabletop OCT system. Common types of medical tools are needles
[12,14,51,53], probes [55,61-63], and specialized instruments, such as laser scalpels [64]. In
particular, needle tools have been widely applied in OCT-guided robotic ophthalmic microsurgery
[51-53,56,65]. In these studies, high-level controllers are used to guide the needles toward the
surgical target using segmentation results from B-scan or C-scan data [50,52,66]. Based on the
micrometer-scale accuracy and the fast data acquisition of the OCT sensor, OCT-guided needle
insertion systems have been developed primarily for eye surgery, including deep anterior lamellar
keratoplasty (DALK) [12,14], retinal vein cannulation [67-69], and subretinal injections [51,70].
In the case of probes, which can apply external force to tissues, previous work has focused on the
development of computer vision methods and machine learning models to estimate applied force
by using swept-source OCT for volumetric data collection [55,62,63].

Tabletop robotic OCT systems have also been applied to provide imaging feedback to guide
instrument movements in various types of robot systems. For example, Zhu et al. proposed
a laser-based surgical system that can provide global structural information for murine tumor
scanning [64]. In this study, laser-based autofluorescence spectroscopy and an OCT sensor
were integrated with a X'Y-translational robot stage for intraoperative diagnosis. Giudice et al.
proposed another work for the development of an OCT-guided visual servo control platform with
a continuum robot, where the OCT was fixed facing the continuum robot to provide imaging
feedback [71]. Baran et al. reported preliminary results on the use of a fixed OCT probe for the
position control of a concentric tube robot [72]. Moreover, a tabletop OCT system can also be
used to estimate tissue motion through a 6 degree-of-freedom (DOF) robot controlled surgical
field where the OCT scanner can collect imaging data while the tissue object is moving [60].
With a fixed OCT setup, the surgical site can be manipulated by a 6 DOF parallel robot while the
tissue is moved to arbitrary positions scanned by the OCT sensor [73].
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A summary of different surgical tools with the adjacent OCT configuration is shown in Fig. 2.
This figure introduces the existing works with different instrument-OCT combinations in the
robot-adjacent OCT systems category.

3.1.2. Solving robotic tool-tissue perception problems with OCT

Tool-tissue interaction encompasses many research problems associated with robot-adjacent OCT
systems that aim to study how tissue structure changes during robotic manipulations. OCT has
demonstrated excellent capability in measuring spatial relationships between the attached tool
and tissue based on its functions of visualizing micrometer-scale tissue structures and capturing
volumetric imaging feedback to solve perception problems. In this section, we review applications
related to tool-tissue interaction with a focus on computer vision algorithms and force sensing
problems for OCT-based perception.

In the context of robotics, OCT sensors function as 3D perception systems to provide
micrometer resolution volumetric scanning to study or monitor tissue-tool interactions. Specific
perception problems that benefit from OCT image guidance include tool tracking, localization,
and segmentation. For example, Keller et al. proposed a surgical tool tracking algorithm and a
corneal boundary segmentation algorithm for intraoperative OCT data [75]. The tool tracking
algorithm is based on the connected component algorithm and the principal component analysis
(PCA) to estimate the position of the needle tip. The corneal segmentation algorithms are based on
OCT B-scan gradients and graph search algorithms. Weiss et al. developed a fast 5-DOF needle
tracking system for intraoperative cross-sectional OCT images using an application-specific
Kalman filter [76]. In addition to using conventional image processing methods, deep learning
models, such as U-net architectures, have shown great potential in OCT for tool tracking and
tissue segmentation [42,65,77,78]. To provide fast inferences and real-time performance for
needle tip detection, Park et al. utilized a convolutional neural network to segment the needle
and cornea in OCT volumes [65]. Xu et al. implemented a U-net deep learning framework to
segment the tool and the retina in images from a spiral scan pattern for fast needle tracking [79].
In addition, research has been conducted on the estimation of tool-to-layer distance by using
intraoperative 4D OCT and a convolutional neural network [80]. In summary, deep learning
algorithms have enabled significant advancements in OCT-guided medical imaging analysis
including segmentation, detection, and classification.

In addition to tool manipulation inside tissue samples, probe-tissue interaction is a recently
explored problem in the robot-OCT domain. Previous research has explored solutions for
robust force control to ensure safety and estimate forces using OCT B-scan or C-scan images
[53,55,61,81]. In these studies, the OCT data was directly supplied to feature extractors and
encoders for force value predictions, and some research works have switched to the use of deep
learning methods for force classification using the OCT data [62,63].

3.1.3. OCT-guided robotic surgery

With an adjacent OCT setup, robotic surgery requires intelligent control and advanced perception
algorithms to accomplish the sub-tasks of tool tracking, segmentation, and localization during
robotic soft-tissue manipulation procedures. Although OCT can provide high-resolution images
during surgery, motion tracking and surgical tool manipulation remain challenging problems due
to OCT’s small field of view (FOV) and the surgeon’s hand tremor, where the development of
advanced robot control algorithms and visualization methods is needed. This section reviews the
research studies of OCT-guided robot controllers and planners, as well as system development
strategies for robotic surgery.

In applications of ophthalmic surgery, the robotic-adjacent OCT is a common design and
features in multiple applications, including subretinal needle injections [51,70], DALK [14,65,66],
automated suturing [82], and automated retinal vein cannulation [69]. For anterior surgery,
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Fig. 2. Overview of robot-adjacent configurations for robot-guided medical applications.
(A) A tabletop OCT system with the intraocular robotic interventional surgical system
(IRISS) in cataract surgery. Adapted from [74]. The objective lens exhibits a focal length of
54 mm and a 10 x 10 mm field of view. (B) B-1 shows the dual-modality system with a
tabletop OCT for robotic laser surgery with applications for tumor resection in neurosurgery.
The tumor was imaged in a 5 mm X 5 mm region of interest with an imaging depth of
approximately 2 mm. B-2 depicts an OCT image of the tumor upper surface. B-1 and B-2
are adapted from [64]. (C) Tabletop OCT system to collect data from a deformable phantom
for a surgical pushing task performed by a Hexapod robot. Adapted from [62]. The OCT
volume covers a field of view of 3 mm X 3 mm X 3.5 mm. (D) D-1 shows the tabletop
OCT system platform for robot-controlled automated suturing. D-2 and D-3 depict OCT
B-scan images before and after the wound edge closure from OCT-guided suturing. Adapted
from [50]. (E) E-1 shows the tabletop OCT system to estimate tissue motion produced by
a 6-DOF robot arm (OCT volume with a field of view of 5 mm X 5 mm X 3.5 mm). E-2
depicts the sequence of OCT images for motion estimation. E-1 and E-2 are adapted from
[60]. (F) F-1 shows a 3D printed handle holding the surgical needle to an artificial anterior
chamber based on a robot-OCT system with an IRB 120 industrial robot arm manipulator
(ABB, Zurich, Switzerland). F-2 depicts an en face OCT view of a needle in cornea. F-3
describes the OCT B-scan image of the cross-sectional view along the needle’s axis. (The
scalebar is adjusted for F-2 and F-3. F-1, F-2 and F-3 are adapted from [56]).
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Draelos et al. showed a cooperative mode OCT-guided robot needle insertion system for
partial-thickness cornea transplant surgery [83]. In this scheme, the surgeon holds the robot end
effector and guides the arm to insert the needle into the cornea while the needle insertion depth
is reported in real-time. To enable real-time and fast tracking of surgical tools towards targets,
Zhou et al. proposed a marker-free robot-OCT hand-eye calibration technique for robot-assisted
vitreoretinal surgery [42,84]. They installed the needle on the end-effector of a custom robot arm
and acquired OCT volumes to identify the needle tip position. A hand-eye calibration algorithm
was implemented to optimize the position between the needle tip and the OCT with micron-level
errors. Their proposed calibration method was also extended to 6-DOF using the iterative closest
point (ICP) algorithm and was capable of achieving micro-level calibration errors [85]. Instead
of a serial robot arm, Charreyron et al. used a magnetically-driven continuum robot to perform
OCT-guided sub-retinal injections in ex vivo porcine eyes [86]. Some research topics have also
focused on the development of advanced algorithms for fully-automated surgery. Shin et al.
demonstrated an automatic corneal suturing robot by designing a vacuum-based corneal holding
device [82]. They verified the final suturing path through OCT B-scans. In addition to the
straight needle insertion, Tian et al. proposed automatic curved suturing needle insertion under
OCT guidance [50]. Using the iterative closest point (ICP) algorithm, the system calibrated the
robot-needle frame and the robot-OCT frame at the same time. After identifying the shape and
depth of the wound, a suturing path was generated to guide the needle insertion procedure.

With advances in machine learning for robot control, researchers have developed reinforcement
learning frameworks for automated eye surgery [56]. For OCT-guided applications, the data-
driven model can interpret OCT volumes to produce appropriate robot needle trajectories in a
fully-automated manner through learning from demonstration [56]. Additionally, Edwards et al.
proposed a data-driven method to use an auto-regressive model to update tool positions based on
the tracked surgical tool and segmented biological tissue boundary [66]. This method aimed to
leverage the tool tracking from B-scan images to design controllers for eye surgery. A system
with a data-driven autoregressive dynamics model and a model predictive controller has been
successfully implemented to improve needle placement accuracy.

OCT can also be used as an advanced visualization tool to assist surgeons in surgical
teleoperation. For example, Edwards et al. conducted the first-in-human study for remote control
of intraocular robotic surgery and used intraoperative OCT to visualize the surgical field [87].
This work demonstrated the superior capability of OCT for robotic surgery and intraoperative
visualization. However, the high resolution and small scan region of OCT-based volumetric
reconstruction can pose challenges for surgeons to guide their maneuvers using real-time OCT
data. Virtual reality (VR) and augmented reality (AR) offer an alternative display scheme that
can improve surgeons’ user experience [88]. VR and AR systems can be integrated with robot
systems to help surgeons reliably perform surgical maneuvers with teleoperated systems [89,90].
Additionally, Tang et al. proposed a microscope-integrated OCT system for AR applications
with the vision of helping surgeons align 3D OCT data with 2D data by using a novel registration
method and robot arm manipulation [91].

3.2. Robot-mounted OCT

A second robotic OCT configuration involves mounting an OCT sensor to the end-effector of
the robot system. The OCT sensor can be controlled by the robot to move to arbitrary positions
and orientations in 3D space, which allows for the extended scanning capabilities of multi-view
and large-area scanning [35,47,89]. This configuration has been widely used with 6-DOF and
7-DOF robot systems with integrated OCT modules attached to the end-effector [43,48,49,92,93],
as well as with the 5-DOF robot system [94]. In this section, we review robot-mounted OCT
systems with different combinations of OCT sensor designs and robot mechanisms.
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3.2.1. System and hardware configurations

Robot-mounted OCT is normally formulated with an integrated OCT sensor and a robot
manipulator with arbitrary degrees of freedom (Fig. 3). A common example is the robot
arm manipulator that has been widely used with built-in OCT scanners to achieve open-space
scanning. Draelos and Ortiz et al. have proposed a generalized platform that uses a robotic
OCT system for free-space arbitrary-viewpoint scanning of the cornea and retina [37,95]. This
system incorporated complementary sensors including RGB-D cameras for face tracking and
pupil cameras for eye position and gaze tracking. For 1.2 kg anterior and 2.3 kg retinal scan heads,
the commercial UR3 robot arm (Universal Robots) had appropriate 3 kg payload and 0.1 mm
repeatability. Furthermore, they demonstrated multiple in vivo applications of eye imaging [47]
and eye tracking under subject motion [96,97]. Using a similar robot end-effector configuration,
He et al. proposed a 6-DOF robotic OCT system for large field of view scanning for continuous
scanning of monolithic storage devices by using a robot arm with a payload of 3 kg [35]. This
system offers an adjustable field of view OCT scanning capability with a lateral resolution of
about 7 um and an axial resolution of about 4 pm. Their study also demonstrated high-fidelity
volumetric scanning of storage devices for the identification of abnormal electrical connections,
device inspection, and microsurgery with laser ablations with + 10 um precision. Furthermore,
Huang et al. proposed another solution to solve the limited field of view problem by using a
7-DOF robot-OCT system based on a stop-and-scan strategy [38]. The single 3D OCT FOV
is reported as 4.1 mm X 4.1 mm X 3.6 mm for volumetric measurement and the 7-DOF robot
arm system can achieve a positioning accuracy of approximately 0.1 mm. Li et al. developed
a sensor fusion system using the structured 3D light system to create a pre-defined trajectory
for OCT-guided large-region scanning [20]. Lotz et al. proposed a calibration-free robot-OCT
system for large-area scanning by using a custom-built swept-source OCT system [43]. This
system does not rely on complete system calibration and registration between the OCT and
other machine vision systems. Moreover, robot-mounted OCT systems also include those with
fiber-based OCT sensors. For example, Jivraj et al. developed an integrated OCT system for
dynamic refocusing of the surgical laser by using a 7-DOF robot arm [57].

In summary, these systems focus mainly on combinations of integrated OCT systems, com-
mercialized robot manipulators, and complementary sensors to provide sufficient scanning
capabilities for large-area free-space scanning. Engineering solutions, including cable manage-
ment to minimize potential collisions between systems and target tissue [37,43], sensor suite
designs for the robot arm end-effector based on the accuracy and precision requirements, and fast
OCT data acquisitions for efficient large-area scanning, are also proposed in the literature. These
innovations and technologies in robot-OCT systems can motivate the development of advanced
robot control and planning algorithms for the improvement of scanning efficiency.

3.2.2. Application for large-area scanning

Although OCT is effective for micron-resolution imaging of small regions of interest, there are
many clinical scenarios in which a much larger field of view is needed. To address this problem,
multiple groups have mounted OCT systems on robotic arms to enable large area field of view
imaging by moving the robot and mosaicking the resulting images together [20,38,43,48]. This
enables OCT imaging of targets that occupy a large range in space, including organ, limb, and even
whole-body imaging. Robotic platforms for OCT scanners have demonstrated promise in this
area, enabling the repositioning of the imaging head to tile a space far larger than its optical field
of view and depth falloff. In this way, an image of far greater dimensions can be reconstructed
using motion data sensed from the robotic component [20,38]. These technologies have great
potential in fields where high resolution depth sensitive imaging is required for diagnostics but
must be performed over a very large surface area, including clinical scenarios within neurology
[49,98,99], ophthalmology [100,101], dermatology [43], and organ transplant monitoring [10].
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Fig. 3. Overview of robot-mounted OCT systems with OCT scanner attached to 6-DOF or
7-DOF robot manipulator. (A) An integrated galvanometer-based OCT system attached to a
6-DOF robot arm with complementary sensors for face and pupil tracking. Adapted from
[37]. (B) A 6-DOF robotic OCT system for inspection of monolithic storage devices and
laser-based microsurgery tasks. Adapted from [35]. (C) A large-area robotically assisted
optical coherence tomography (LARA-OCT) system with a 7-DOF robot arm and a 3.3MHz
swept-source OCT sensor. Adapted from [43]. (D) Large field of view scanning with
robot-mounted OCT system. Adapted from [38]. (E) An integrated OCT system with 6-DOF
manipulator for large-area kidney scanning. Adapted from [10]. (F) A 6-DOF robot system
equipped with a portable OCT sensor and a structured light camera for automated large-field
scanning. Adapted from [20].

For example, Finke et al. used an OCT system integrated into a motorized microscope with the
goal of imaging the resection cavity in procedures such as glioblastoma resection to ensure that
there are no residual tumor cells [99]. The authors developed custom algorithms for automatic
positioning of the imaging system followed by 3D stitching of the resulting scans to obtain a
large area field of view. Similarly, He et al. used a custom OCT system attached to a 6-DOF
robotic arm to generate a large field of view, high resolution OCT angiogram of the whole mouse
brain [98]. As robotic OCT systems become more common outside the intraoperative space, we
anticipate more studies analyzing the data acquired by these systems.

3.2.3. Application for ophthalmic imaging

OCT has already been proven to be an excellent diagnostic tool in fields like ophthalmology
where high-resolution volumetric imaging of micron-scale features is required. By integrating
OCT into a robotic system, there is potential to expand access to this technology to populations
that are unable to use traditional tabletop systems. Patients such as infants, children, and injured
people may not be able to use a chinrest to prevent head movement during the OCT imaging
session. To overcome these challenges, Draelos et al. proposed a robotically aligned OCT
(RAOCT) system by attaching the OCT scanner to a 6-DOF robot arm end effector with RGB-D
cameras and pupil cameras for motion estimation and object tracking [37,47]. This technology
has the promise of improving access to eye care to areas without an available specialist physician
and to patients unable to participate in tabletop systems. By moving the robot end effector, it can
increase OCT imaging FOV through montaging [100] and compensate patient’s head movement
and even eyeball movement without a chinrest. Further work by Draelos et al. demonstrated the
ability of this system to image individuals in multiple head orientations, as would be necessary
with unconscious or bedbound patients [95]. The robotically-aligned OCT has been used to
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image a large cohort of patients in a remote clinical setting distanced from the provider, which
would open the door for fully remote teleoperation [102]. There has also been work showing that
these systems can image in non-specialist settings such as the emergency room and that those
images can be used to triage eye conditions [103]. One recent study used robotically aligned OCT
images to classify emergency room patients for referral to ophthalmology with high accuracy
[104].

In other ophthalmology applications, research studies have focused on the combination of
advanced robotic algorithms deployed on robot-mounted systems for efficient object scanning.
Some research works have also been conducted to explore the use of precise lateral and axial
positioning of robotically aligned OCT to image directionally reflective surfaces or perform
angiography in the retina [105-107]. Fang et al. developed a robotically aligned system that can
be used to image non-planar surfaces such as the anterior segment of the eye, offering a method
to visualize the aqueous humor outflow pathway and Schlemm’s canal to support glaucoma
diagnostics [9]. Ahronovich et al. recently developed a handheld OCT system attached to a
mechanical arm with 5 degrees-of-freedom control to compensate for hand tremor and subject
motion when imaging pediatric retinas [94].

3.3. Roboticized OCT tools

Roboticized OCT tools are general OCT sensing systems integrated into instruments that augment
surgical maneuvers. These tools frequently exhibit highly compact and customized design to meet
application requirements. For example, in vitreoretinal and endoscopic surgery, conventional
galvanometer-based OCT sensors cannot fit in the limited available space. Re-designing the OCT
end-effector sensor suite is thus required, and novel optical designs have been proposed to tackle
these geometric constraints [23]. We review research dedicated to OCT-guided robotic systems
for micro-surgery and restricted environments, and group such systems into those where OCT
sensing is primarily used for surgeon augmentation or robot feedback.

3.3.1. Surgeon-controlled tools

Microsurgical procedures require high dexterity and precision from surgeons. Even experienced
and highly trained surgeons are susceptible to issues such as hand tremor. This motivated the
development of advanced OCT sensor tools integrated with reliable robot control systems for safe
surgical guidance. Previous research by the Kang group had proposed a handheld needle based
system that utilized a piezoelectric linear motor driven by processed A-scans from a common-path
swept-source OCT (CP-SSOCT) at the needle tip to compensate hand tremor for depth targeting
on a bovine retina [108—110]. To account for the temporal delay between measurement and motor
compensation, a Kalman filter was applied as a predictor to the position data. More recently, the
group improved the design by using a real-time convolutional neural network to segment retinal
boundaries before applying the Kalman filter [111]. Additionally, a linearly actuated CP-SSOCT
probe has been developed to obtain angle measurements and perform tool depth correction for
oblique injections [112]. This system, however, used two separate fiber outputs on either side of
the needle at different heights along the shaft of the needle. Obtaining two distance measurements
from separate fibers allowed for the oblique angle to be measured, which is useful information
for subretinal injection applications. Koo et al. proposed a micro-surgical system to demonstrate
the axial tremor compensation of two tools simultaneously during bimanual tasks [113]. In this
study, surgical scissor blades and forceps were affixed with ball-lens CP-SSOCT fiber to directly
measure tool height and compensated tremor with a piezoelectric linear motor. Furthermore,
Yuan et al. developed an OCT micro-needle system to enable the integrated functions of therapy
and diagnosis and demonstrated the feasibility by the in vivo mouse brain [24]. This work has
reported an in vivo resolution of 1.7 um axial and 5.7 pm transverse for fast volumetric imaging
and demonstrated the feasibility of using OCT alongside with the laser scalpel for efficient cancer
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visualization and tissue removal. While most of these robot-OCT designs address axial tremor
by utilizing a linear motor that controlled axial tremor, which is important in micro-surgical
applications, they do not handle other degrees of freedom within surgeon movement.

3.3.2. Robot-controlled tools

Integrating the OCT fiber with a more dexterous robot can improve the tracking and compensation
of surgeon movements (Fig. 4). This requires the miniaturization of complex robot systems
and the computing power to process and potentially respond to larger amounts of OCT data.
In early work, Balicki et al. integrated a common path OCT system into a microsurgical pick
instrument to perform A-mode imaging for depth perception [117]. The experiments carried
out with this device demonstrated the potential for the enforcement of safety barriers, distance
tracking, and target tracking. This OCT system was coupled with a remote center of motion
(RCM) to perform surgeon-in-the-loop co-manipulation functions. Additionally, Yang et al.
demonstrated the coupling of a 6-DOF parallel robot for OCT image capture [115]. They
designed a 6-DOF handheld micromanipulator instrument robot based off the Stewart-Gough
configuration that performed active tremor compensation by tracking the probe’s position and
orientation with frequency-domain-multiplexed position-sensitive diodes [114,115,118]. This
6-DOF micromanipulator was then equipped with a common-path spectral domain OCT system
and demonstrated automated volume capture using a spiral and pseudo-raster scan [115]. Yu et
al. also utilized a Stewart-Gough based robot for micro-surgical instrument manipulation [116]
and used it to demonstrate teleoperation of a 6-DOF Stewart-Gough based robot-OCT system
that had a 7th-DOF to actuate the surgical forceps [58]. The OCT fiber was placed in between the
graspers of the forceps and the OCT fiber was actuated within the probe tip to sweep and create
B-scans for visualization. A surgeon manipulated a 7-DOF parallel robot that translated scaled
surgeon movements to the instrument, where the 7th-DOF would open and close the forceps. The
large DOF design allowed for a constraint on the RCM to prohibit unwanted tool translation at a
pivot point as is preferred in sclerotomies [119]. Schoovaerts et al. proposed a novel design of a
rotational OCT probe with an encoded fiber and distal half-ball lens [120]. This system has been
targeted for intra-cochlear imaging in a tiny scanning space, and a system calibration method was
proposed to capture the surface point cloud within the small cochlear structures. Similarly, Wang
et al. added a common path OCT A-mode system to their autonomous robotic system designed to
perform laparoscopic intestinal anastomosis [121]. Here, the OCT was used in conjunction with
a machine learning network to detect missed or incorrect stitches in the anastomosis in real time.
By transitioning handheld tools to robotically controlled ones, surgical actions can be performed
without complex tremor. The speed and resolution of OCT are important considerations to design
the robot controllers, and additional care must be taken into calibrating between the two systems
and any parallel robots that may be used for tele-operation.

3.4. Robot endoscopic OCT

Endoscopic techniques have become more complex and mechanically demanding for endoscopists
and surgeons. Therefore, there has been ample research and investment in robotic endoscopic
systems that improve tool manipulation and stability [122] (Fig. 5). Many groups have found
success in developing endoscopic OCT systems to offer a label-free alternative to existing
endoscopic methods [16]. More recently, there has been research into streamlining this process
by roboticizing the endoscope to allow for both manual and automated control with multiple
degrees of freedom. Flexible robotic OCT endoscopes have been developed to allow for greater
freedom of movement and control when using OCT to scan tissue in minimally invasive surgery
or endoscopy [123,124]. These devices give the operating physician more opportunities to adjust
their scanning path and utilize OCT image feedback without having to manually shift or remove
the catheter or endoscope.
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Fig. 4. Roboticized OCT sensing tools and associated robotic systems. (A) A handheld
6-DOF micromanipulator with an integrated OCT scanner [114,115]. Adapted from [115].
(B) A Stewart-Gough robot-OCT platform for precise oblique injection. Adapted from [116].
(C) An 800 nm OCT microneedle for ultrahigh-resolution deep-brain imaging and laser
ablation. Adapted from [24]. (D) Linearly actuated bi-manual surgical tools with OCT
guided depth correction. Adapted from [113].

3.4.1. Endoscope sensing and control

Robot endoscopic OCT offers expanded scanning capability in constrained environments, but
poses challenges in the design of compact OCT optics systems and development of reliable
guidance algorithms. For endoscope motion, Del Giudice et al. has developed an OCT-guided
visual servoing framework for a continuum robot by using the volumetric OCT data [71]. This
group developed an experimental approach to kinematic modeling as it directly determined the
micro-motion Jacobian. Points from the OCT images gathered from the probe were selected
to guide a needle fed through the endoscope into phantom tissue with closed-loop OCT visual
servoing. Additionally, Zhang et al. developed a visual servoing control framework to obtain
automatic scanning of a robotic endoscope with an OCT probe [15]. This proposed robotic
endoscope was equipped with a monocular endoscopic camera and an OCT probe to perform
automated tracking and object detection tasks. Endoscope movement was controlled by using an
optimization based visual control strategy. The desired path of the endoscope is user-defined
on the endoscopic image plane, and the authors solved a quadratic programming problem to
drive automated movement to the desired position. In addition, endoscopic OCT designs have
been incorporated with different robot control mechanisms and systems to target unique medical
applications. For example, Yuan et al. proposed a telerobotic-OCT endoscope that uses rotatable
diametrically magnetized cylinder permanent magnet to manipulate the endoscopic OCT probe
for high-resolution imaging in complex lumens [17]. In summary, the innovations of endoscopic
sensing and control methods have enabled the development of advanced system designs and
robot control algorithms for target tissue diagnosis and imaging.
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Fig. 5. Endoscopic robotic-OCT systems and scanners. (A) The distal end of an OCT
neuroendoscope continuum robot. Adapted from [125]. (B) An endoscopic probe controlled
by a quartered piezoelectric tube and Lissajous scans generated from sinusoidal voltage
control. Adapted from [54]. (C) A motor-free telerobotic OCT endoscope for high-resolution
intraluminal imaging (Figure and annotation size adapted from [17]). (D) A pneumatic
OCT endoscope for tortuous and narrow internal lumens. Adapted from [26]. (E) The distal
end of a robot steerable OCT-guided catheter. Adapted from [126]. (F) System design of
endoscopic OCT system and high resolution imaging of a bioresorbable vascular scaffold
implanted in swine coronary artery. Adapted from [25].

3.4.2. Multi-modality OCT endoscopes

OCT integrated into endoscopes can also support other imaging modalities or provide guidance
for therapy. To guide the probe movement and surface scanning for malignant tissue detection in
real time with probe confocal laser endomicroscopy (pCLE), Xu et al. developed an OCT-guided
visual servoing endoscope to obtain and register clear pCLE images [127]. OCT images provided
the depth information necessary to automatically maintain the proper probe distance to obtain
sharp pCLE data as the probe moved forward. OCT can also be combined with laser scalpel
techniques for endoscopic diagnosis and surgery [128]. For example, the Joos group coupled an
OCT probe to a real-time laser ablation device that could potentially be enhanced with robotic
capabilities [129]. This work demonstrated the feasibility of using real-time B-scan OCT imaging
feedback for laser incisions during surgery. The advancement of both robotics and OCT over
recent years has led to many opportunities to apply coupled systems to increasingly difficult
biomedical tasks.
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3.4.3. Minimally-invasive endoscopic surgery

Robotic OCT endoscopes provide a means to deliver imaging systems and instruments to surgical
sites through minimally-invasive means, especially in ophthalmology and neurosurgery. Ourak
et al. proposed a unified system that combines an OCT A-scan fiber and a fiber Bragg grating
(FBG) force sensor to perform retinal vein cannulation with a needle for in vivo animal studies
[67]. Hu et al. proposed a novel design for obtaining intraocular endoscopic OCT scans of retina
by using a piezoelectric tube to drive Lissajous scanning at the end of the fiber [54]. The tube
was comprised of a hollow piezoelectric cylinder, where the OCT fiber was inserted, and the
electrodes on the outer layer could be driven with equal but inverted voltages to cause it to bend
in the direction of the electrodes.

In the interest of performing lesion assessments in the brain, Yan et al. developed a flexible
OCT robotic neuroendoscope [125]. This cable-driven continuum manipulator included four
actuation cables, the OCT fiber, a work channel for the insertion of surgical instruments, and a
multi-core fiber Bragg grating for shape sensing. Xu et al. proposed a novel development of a
patient-mounted neuro OCT system and demonstrated the feasibility with tumor imaging in a
brain phantom as well as a mouse brain model [130]. This system incorporated a novel design of
high-resolution OCT neuroendoscope and a patient-mounted skull-mounted robot into a unified
system for minimally invasive neuroimaging.

3.4.4. Endoscopic diagnosis and intervention

OCT has developed a role for advanced sensing in gastroenterology, pulmonology, and cardiology
where endoscopic and catheter-based interventions are already commonplace. Although not all
of these approaches employ robotics to the degree of other integration strategies, we include
them here for completeness as closely related technologies. An automatic scanning OCT catheter
was developed by Caravaca et al. with the intention of improving imaging performance for
gastroenterology applications [126]. The optical fiber was routed through the catheter and exited
through a ball lens. For automatic scanning, the endoscope followed a pre-planned trajectory
and proved more accurate and better spaced than manual scanning. Moreover, an endoscopic
micro-OCT system was developed to image healthy and scaffolded swine coronary arteries with
high resolution [25]. The spectral domain OCT output fiber was outfitted with a gradient-index
(GRIN) lens and binary phase spatial filter to help improve resolution and depth-of-field. The fiber
was fed into a laboratory-built optical rotary joint for 360 degrees of scanning and a motorized
stage was used to feed the fiber forward. Zhang et al. introduced pneumatic OCT endoscopy
to perform flexible scanning for internal luminal organs within the complex environment [26].
With a compact form factor with 2.8 mm diameter, this system combines a steerable catheter to
achieve a bending angle of up to 237° for surgical navigation within a bronchial phantom.

4. Enabling technologies for robotic OCT systems

While conventional OCT imaging has demonstrated powerful synergies with robotic systems,
there are several specific branches of OCT image augmentation which are specially relevant
to OCT robotic guidance. In this section, we detail such augmentation and motivate them as
features of importance in an OCT-guided robotic system.

4.1. Scan optimization

As a point-scanned modality, OCT is bound by fundamental trade-offs among resolution, field
of view, and frame rate that can hinder its practical use in certain applications. For example,
in real-time guidance applications such as ophthalmic surgery, there is simultaneous demand
for high resolution, low latency, and high frame rate. Based on current surgical microscope
standards, steep requirements are placed on all fronts, with resolutions on the order of 10s
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of microns, < 100 ms latency, 60 Hz display rate, and a field of view of several millimeters
[131,132]. These demanding criteria make it difficult to optimize the overall OCT scanning
speed. The development of efficient scanning algorithms can help overcome some of these
limitations inherent in OCT imaging. As a depth-resolved modality, OCT requires another order
of measurements at each lateral position that quickly make data bandwidths unmanageable when
scaling to meet surgical microscope performance requirements. This motivates efficient scan
pattern generation not only in the form of time-optimal fixed paths [133], but also in leveraging
the positioning capabilities of galvanometer scanning mirrors. In addition, these methods can
enable online adaptation of the scan pattern for more efficient use of limited bandwidths [134]
and demonstrate potential in other applications requiring dense sampling of small objects that are
distributed throughout a larger field [135]. This can be applied to resolve small surgical targets
such as 100 um subretinal injection needles with high resolution and frame rate.

For unique medical applications such as minimally invasive surgery or retinal imaging, the full
field of view of the OCT scanner is not always required [136]. A smaller and more focused view
can provide sufficient information for surgical guidance in certain circumstances. Therefore,
improvement in OCT visualization becomes a joint optimization related to real-time OCT
data processing and fast volumetric rendering [137,138], galvanometer scanning performance
[139,140], and importance-based partial scene sampling [134]. By modeling galvanometer
scanners as 2-DOF robots, existing robotics algorithms can provide novel insights into solving
scan optimization problems.

Furthermore, a key problem with robotic OCT systems is the large volume of high-fidelity and
detailed imaging data capture during scanning and real-time applications [43,141]. Onboard
storage can quickly reach capacity, especially during long-duration robot scanning at high
resolutions. Common solutions for efficient data management include data compression or image
downsampling [62], selective data recording, and the development of efficient robot scanning
algorithms to minimize unnecessary data recording. Other options include adjustments of OCT
scan patterns to minimize the number of A-scans per B-scan image when detailed information
about the image is not necessary. However, collection of a large volume of data storage can be
inevitable in biomedical applications for detailed measurements of tissue structures, and thus
data storage becomes a joint optimization with the robot planning algorithm, the total scan time
of images, and the data compression strategy.

4.2. Refraction correction

Correction of image distortion due to light refraction is critical for ensuring physically accurate
image data for use in the guidance of robotic systems. Without OCT light refraction and path
length distortion correction, it is difficult to measure important geometries in scenes imaged
through refractive structures, such as the cornea or even air-water interfaces [75]. In these
cases, surgical tool or target localization is non-trivial, and distortion-correction techniques are
required. For example, Westphal et al. proposed a 2D OCT light refraction correction algorithm
based on Fermat’s principle [142]. They reconstructed light distortion free OCT B-scans on the
human eye’s anterior chamber. Zhao et al. extended the 2D OCT light refraction correction to
3D through ray tracing [143]. They compared OCT refraction corrected corneal anterior and
posterior curvatures with topography and a Scheimpflug camera. Ortiz et al. proposed a similar
3D OCT light refraction correction and also verified it through comparing corneal curvatures
with Scheimpflug imaging [144]. Additionally, Tian et al. extended 3D OCT light refraction
correction to corneal surgeries, in which the cornea is deformed due to tool tissue interaction,
and quantitatively evaluated refraction correction residual errors [145]. These solutions to light
refraction and correction challenges in OCT sensors play important roles in medical robotics to
guarantee the correctness of sensor-to-tool system calibration and tissue deformation predictions.
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Fig. 6. Machine learning models for fundamental robotics problems with robotic OCT
systems. (A) The flow diagram of the reinforcement learning framework for robotic needle
insertion system (ex vivo human cornea target). Adapted from [56]. (B) An example
of the OCT B-scan image segmentation by using the U-net deep learning architecture.
Adapted from [65]. (C) A hexapod robot for pose estimation using deep learning models and
volumetric OCT data. Adapted from [146]. (D) A multi-input deep learning framework for
force estimation by using the shear wave elastography and volumetric OCT data. Adapted
from [63]. (E) OCT image motion estimation with a deep learning architecture adjusted
from the convolutional neural network modules via the temporal OCT volumes. Adapted
from [60].

4.3.  Machine learning

Robotic OCT systems must solve complex computer vision and motion planning problems that
are well-suited for machine learning approaches (Fig. 6). A prevalent application for machine
learning in robotic OCT platforms is surgical instrument localization. Deep learning image
processing models have been readily applied to robotic sub-retinal injection systems to localize
the needle tip and orientation, and were developed for use with OCT B-scan and volume data
[51,65,77,78]. Additionally, deep learning has shown suitability for learning complex patterns
from the large-size OCT volumetric data. Gessert et al. used a hexapod robot to generate a
ground-truth dataset of OCT volumes of miniature fiducial markers in numerous orientations.
These OCT volumes were used to train a deep learning model to predict marker orientation from
the OCT volume [146]. Moreover, deep learning models have also been applied for 4D OCT
data. Bengs et al. proposed a convolutional neural network (CNN) based model architecture to
estimate the motion of a tissue model using spatial-temporal OCT data [60]. Unique network
architectures, such as the combinations of multilayer perceptron (MLP) and CNN models, have
also been incorporated into the tissue sensing system for abdominal tissue detection in automated
suturing procedures [121]. The CNN model has also been used in the rupture detection of needle
placement under soft-tissue deformation [147], where A-scan data is post-processed to formulate
the complex OCT data configuration represented as images for deep learning models. For
segmentation and classification of critical structures in OCT B-scan images, Shin et al. proposed
a CNN-based segmentation method for lens fragments and demonstrated it in pig eye models
[148]. Wang et al. have recently used OCT to automatically classify tissues to verify the quality
of automated intestinal suturing [121]. Force estimation has been shown to be possible using OCT
imaging through simulation-trained neural networks [149]. Another valuable use of machine
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learning for robotic OCT is the design of control schemes using learning from demonstration
and reinforcement learning [150,151]. For example, Keller et al. applied these techniques to
teach an OCT-guided robot how to perform a precise corneal needle insertion procedure [56].
These techniques can help train the robotic system to perform complex tasks without explicit
programming of each step and an ability to improve over time. In summary, adaptations of deep
learning models for B-scan and C-scan data have become the main trend in solving conventional
OCT perception problems including segmentation, registration, and classification, as well as
the robot control and planning problems. This can show greater generalization capability with
large-scale medical datasets for medical applications.

5. Future directions

Despite extensive works that combine robotics and OCT to date, there are many opportunities to
expand the intersection of these fields. We outline several avenues of future work in this section.

5.1.  New hardware integrations

All robot-mounted OCT systems we review here are based on robot arms, which are serial
manipulators with single kinematic chains (Fig. 3). Unless themselves mounted on mobile
platforms, these systems have rigidly fixed bases, which restricts their operating environments and
opportunities for deployment beyond the research lab. These devices therefore effectively function
as static instruments to which specimens are brought for investigation. There is, therefore, an
opportunity to consider other mounting strategies, such as developing robotic OCT systems based
on drones, wheeled, legged, or humanoid robots. These mobile robotic platforms would enable
the deployment of OCT in additional environments and increase the flexibility of large area OCT
scanning. For example, a humanoid robotic OCT system could generalize large-area scanning
to a full skin exam in dermatology settings. Such integrations would also bring the imaging
capabilities of OCT to the point of care (e.g., ophthalmic) or point of application (e.g., storage
device inspection), expanding access and versatility. With the recent accelerated development in
soft robotics, researchers are also looking for solutions that integrate small sensors in soft robot
systems for biomedical applications [152], where OCT can provide benefits over conventional
sensor solutions in constrained and tiny environments (e.g., endoscopic OCT). Whether the OCT
system should be integrated into the robot or a tool used temporarily by the robot is an important
consideration, however, as robots become more general purpose.

Notably, many robotic OCT systems to-date employ a conventional point-scanning scheme,
which necessitates scanning a single spot across the sample to assemble a full image or volume.
From a practical standpoint, this often results from the design decision to separate the mass
of the OCT scanner at the end-effector from the OCT engine (including the source, reference
arm, interferometer, and detector) near the robot base while utilizing an optical fiber to connect
the two. When this paradigm is used for real-time feedback and control, the time required to
refresh the volume imposes limits on the system update rate. Parallel detection schemes, such as
full-field OCT, provide an opportunity to avoid these limits [29,153]. Realizing this capability
would likely require moving the entire OCT system to the robot end-effector or using free-space
optical relay systems that are customized to the robot’s kinematics. Both of these strategies
would likely add considerable bulk and complexity to the robotic system in their current forms
but would enable an update rate limited only by the detection/digitization scheme.

5.2. Image space alignment

Integrated robotics and OCT systems invariably require an accurate mapping between the robotic
kinematic space and the OCT imaging space. System developers face two main challenges
in this domain: calibration and refraction correction (Section 4.2). Calibration is commonly
accomplished with a custom procedure that relies upon specialized fixtures/rigs and is unique to
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the individual combined robot and the OCT system. The creation of a new robotic OCT platform
thus requires the design, implementation, and validation of a new calibration procedure, which
may add considerable complexity to the system. Researchers in robotics and OCT would benefit
from a collection of standard techniques and well-tested algorithms that would simplify the
development of new integrated robotic and OCT systems. For example, the OpenCV library [154]
and its optimized algorithms streamline the calibration of 2D cameras. A similar well-designed
and rigorously-tested library for OCT systems would accelerate research progress. Such a library
would require support for varying and application-specific scan patterns, anisotropic image
resolution, and image distortions introduced by scanner optics.

The overwhelming majority of surgical or procedural robotic OCT assumes or requires a
homogeneous index of refraction at the site of tool tissue interaction. As systems become more
advanced and target areas with greater tissue complexity or operate beneath the tissue surface,
index changes within the surgical scene will refract OCT light. These index changes are encoded
within the OCT image and warp image derived data processed for the robot’s perception system
affecting the ability to generate accurate real-world coordinates for motion planning within
tissue. Although many works have already addressed this issue (Section 4.2), these algorithms
are computationally intensive and easily become the rate-limiting step for a real-time OCT
perception system. Research in this area would benefit from real-time algorithms to produce
geometrically-accurate surgical scene reconstructions not only for robotic guidance but also for
real-time visualization. Opportunities exist for leveraging parallel computation devices (e.g.,
graphics processing units), sometimes equipped with dedicated ray tracing hardware, to achieve
this reconstruction on demand.

5.3. Interdisciplinary collaboration

The robotics community, especially those working in medical technology development or clinical
applications, would benefit from increased collaboration with the OCT community. Whereas
cameras are a well-understood and characterized means for providing image feedback for robots,
OCT is less well understood by the robotics community. However, the benefit of OCT over the
better understood camera technologies is the ability to provide micrometer scale cross-sectional
information within optically accessible tissues. In the context of surgery, we can consider this to
be a better matching of the precision of a robot with a 3D vision system at the same scale. As
an example, consider a thin surface pathology on top of normal tissue. A human hand may not
have the precision or dexterity needed to accomplish the surgical task without damaging adjacent
tissue, and a camera-based vision system would not have the depth resolution and contrast needed
to visually distinguish thin pathology from underlying normal tissue. Robotics enables the
precision needed to remove only that thin surface pathology without disturbing the underlying
normal tissue, and OCT provides the cross-sectional vision needed to see and distinguish the thin
surface layer from the underlying normal tissue. Additional examples include laser ablations
where precise amounts of tissue are removed: robotics helps the laser access the tissue with
precision while OCT has the depth resolution needed to monitor the tissue change as it is ablated
by the laser.

6. Conclusion

Robotic OCT is a fast-growing field addressing important challenges and necessitating the
interdisciplinary collaborations between researchers in robotics, optics, biomedical engineering,
and medicine. These challenges center around the integration of the strength of OCT for
visualization and the capabilities of robotics for manipulation to create systems that increase the
utility of both for biomedical applications. OCT brings an optical sensor capable of near real-time,
micro-scale cross-sectional visualizations, and robotics brings the capability for controlled micro-
scale movements in multiple axes. In this article, we reviewed different strategies that have been
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reported for performing this integration — robot-adjacent OCT, robot-mounted OCT, roboticized
OCT tools, and robot endoscopic OCT — and their applications for large area scanning, medical
diagnostics, surgical visualization and guidance, surgical end-effector assistance, and endoscopy.
Machine learning also plays a role in the integration of OCT and robotics with the ability to
analyze the sensed image content and create motion plans based on the image information and
goals of the action. Research thus far has demonstrated the feasibility and potential of robotic
OCT, and continued development and growth in this field are expected to impact biomedical
applications, particularly in medicine, ranging from automated robot-based OCT diagnostics to
robot-assisted procedural interventions utilizing OCT feedback.
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