Temporal Tensor Factorization: A Framework for
Low-Rank Multilinear Time Series Forecasting

Jackson Cates”, Randy C. Hoover*, Kyle Caudle’, David Marchette*, Karissa Schipke*

*Department of Electrical Engineering and Computer Science, South Dakota Mines, Rapid City, South Dakota, USA
TDepartment of Mathematics, South Dakota Mines, Rapid City, South Dakota, USA
*Naval Surface Warfare Center, Dahlgren Division, Dahlgren, Virginia, USA

Abstract—In the era of big data, there are increasing demands
to forecast incomplete, sparse, and nonstationary data. The
current research aims to solve these problems for multilinear
time series through a combination of tensor autoregression and
low-rank tensor factorization. We propose an expansion of TMF
to second-order data: temporal tensor factorization (TTF). The
current research aims to interpolate missing values via low-rank
tensor factorization, which produces a latent time series. We
perform forecasting in the latent space with a transform-based
tensor autoregression (Z—TAR) process. We present experimental
results of the proposed method with other state-of-the-art meth-
ods on the benchmark datasets which include video imaging,
dynamic networks, and energy usage.

I. INTRODUCTION

Time series forecasting is a well-studied task in the area
of machine learning. Many time series problems involve
extrapolation: forecasting future observations based on present
and past observations. Historically, numerous methods have
been created to meet the challenges of forecasting, including
exponential smoothing and neural networks [1]-[6]. A famous
classical method is the Box-Jenkins Vector Autoregressive
(VAR) model, where the forecast is made with a linear
combination of recent historical values, also known as lags [4].
An important selection for this model is the “order”, which
dictates the number of lags to be used. For example, given
a time series matrix Y e R with ¢ variables and T
observations, the p‘h order VAR model can be written as

Yi=A1yi + o+ Apyiop + €, (D

where y; € R? is the multivariate observation at time £, and
also the t™ column of Y. The goal is to estimate the model
parameters @ = {A;, As,...,A,}, where A; € R is a
collection of learnable parameter matrices for ¢ = 1,2,...,p.
Additionally, it is generally assumed that p < T, the errors
are independent and identically distributed, i.e., €; ~ N (0, %),
and the observations y; are stationary.

In many applications, observations can be expressed in more
complex natural structures, such as dynamic networks, video
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sequencing, correlated image sets, and geospatial data [7]-
[11]. In these cases, observations are no longer vectors but
viewed as a lateral slice of a tensor ); € REIxm yWhile possi-
ble to employ VAR methods in these applications by flattening
the observations }); into a vector, performing this operation
destroys the spatial representation of the observations, which
can lead to poor forecasts. Therefore, many researchers focus
on developing methods that perform forecasting while keeping
the natural representation of the observations [[12]-[14]]. The
authors in [|14]] focus on extending the VAR model into a tensor
autoregressive problem. They achieve this by dividing the
tensor autoregressive problem into multiple independent VAR
problems via a tensor-transform. Because they utilize a tensor-
transform, they refer to their method as the transform-based
tensor autoregressive model, or L-TAR. Given a multilinear
time series tensor ) € R*T*™ the p™ order £L-TAR model
would be written as,

Vi=Aiep Vi +"'+Ap oL Vip+ & 2

where ); is the multilinear observation at time ¢, and also
the t™ lateral slice of ). e, indicates the tensor—produc
as outlined in Section Similar to the VAR model, the
goal is to estimate the model parameters © = {A;,...,A,}
where A; is a collection of learnable parameter tensors for
¢ = 1,...,p. Additionally, it is assumed that p <« T, the
errors are independent and identically distributed, and the
observations are stationary. Stationary can be addressed with
lagged differencing, as outlined by the authors in [[14]], [[15].
In many real-world problems, data is often messy
and incomplete. Additionally, observations are often high-
dimensional which may lead to the curse of dimensionality.
To address these issues researchers focused on integrating the
VAR model with low-rank matrix factorization techniques,
called Temporal Matrix Factorization (TMF) [16]—[18]. The
goal is to factorize the time series matrix Y ¢ R™T into
two latent factor matrices W € R®" X ¢ R™” with rank r.
The main idea is that X will contain the low-rank dynamics
of the time series. Forecasts are made in the latent time
series X, which is typically approximated by a VAR process.
TMF has shown promise in forecasting time series with

IFor brevity, we will drop £ for the tensor-product e for the remainder of
the paper.



missing observations, and there are many extensions of this
framework [[16]]—[|18]]. In [17], the authors designed a temporal
regularizer to apply temporal structure into the standard matrix
factorization formulation, aptly named Temporal Regularized
Matrix Factorization (TRMF). Additionally, the authors in [[18§]]
focus on forecasting nonstationary time series by differencing
the latent time series, aptly named the Nonstationary Tempo-
ral Matrix Factorization (NoTMF). The general optimization
problem of TMF can be summarized as

1 A& 4
pin, o [Pa(WX - VlE+3 t:;l e - ; Axe-illz 3)

where W, X are the rank r factor matrices and A; € R™" are
the coefficient matrices for the latent time series X. x; is the
latent time series observation at time ¢, and also the ™ column
of X. X\ is a weight parameter for regularization, and Pgq is
a linear mapping on the observed index set {2, where entries
that are not in €2 are set to 0. This linear mapping Pg ensures
that missing entries are not included during gradient descent
by setting them to O.

Multilinear time series may have similar data quality issues
to their multivariate counterparts. However as mentioned,
applying multivariate methods to multilinear observations de-
stroys their natural representation. In previous research tensor
completion methods have been used to approximate the miss-
ing observations within a tensor. Typically these methods use
the tensor nuclear-norm to promote low-rank structures [19],
[20]. While these authors show promise in tensor completion,
they do not focus on forecasting or incorporating temporal
structure. The authors in [21] extend matrix factorization
techniques into a tensor format, which is called low-rank
tensor factorization. Given a data tensor ) € R&*T*™  the goal
of low-rank tensor factorization is to factorize the tensor into
two latent factor tensors W € R&™™ X ¢ R™T*™ with rank
r such that Y ~ W e X.

In the following paper, we propose Temporal Tensor Fac-
torization (TTF) to model multilinear, incomplete, and nonsta-
tionary time series. Building on the work in [[14]] and [21], we
integrate the L—TAR model with low-rank tensor factorization
to perform tensor completion. TTF is a natural extension
of TMF for multilinear observations. Similar to multivariate
counterparts, we factorize the time series ) to capture the low-
rank temporal dynamics by a latent time series X'. We perform
forecasting by applying the L-TAR process to the latent time
series. The main contributions of this paper are:

1) Development of the TTF model which is obtained by
integrating £-TAR with low rank tensor factorization.

2) Presentation of a novel minimization framework to learn
the parameter tensors W, X', and A;,..., A,.

3) Outline a differencing process that allows the TTF model
to be applied to nonstationary observations.

The remainder of the paper is organized as follows: In
Section we provide some mathematical background for
the tensor linear algebra we use throughout the paper. In

Section we present our TTF framework, and derive an
effective and efficient training procedure to find the latent fac-
tor tensors W, X and coefficient tensors Ay, ...,.A,. We also
introduce a rolling forecast mechanism and demonstrate how
our framework can be extended for nonstationary observations.
In Section we present some experimental results with the
proposed method and compare/contrast with the state-of-the-
art. Section [V] contains our conclusions and future directions.

II. MATHEMATICAL PRELIMINARIES

To keep this paper self-contained, we will outline some
of the mathematical foundations of the tensor notation and
operations presented in [22]-[30].

A. Notation

In the context of this paper, the term tensor refers to a multi-
dimensional array of numbers, sometimes called an n-way or
n-mode array. If, for example, A € R**™*" then we say A is a
third-order tensor where order is the number of ways or modes
of the tensor. Thus, matrices and vectors are second-order and
first-order tensors, respectively. It will be convenient to divide
a tensor A € R™ ™ into various slices and tubal elements.
The i lateral slice will be denoted .A; whereas the j frontal
slice will be denoted AY). The ith, jth frontal tube will be
denoted a;;. The i, j™, k™ element will be denoted a;jy.
In terms of Python slicing, this means A; = A[:,1,:], AU =
Al 7], ai = Al4,7,:], and ai;, = A[i, j, k]. Additionally,
we will need to define a “zero” tensor (tensor containing only
zeros), which will be denoted as Oyx,xn Where £, m,n are the
dimensions of the tensor.

B. Tensor Definitions and Operations

An important operation is the transform of a tensor via any
invertible discrete transform £ : C™* — C™ [31]. As such, we
have the following definition:

Definition 1. The L-transform of the tensor .4, given by
:4: »C(.A) c (Céxmxn’

is computed by applying the discrete transforrrﬂ L of your
choice along the frontal tubes a;; of A.

Using this formulation, we define the product of two third-
order tensors which results in a third-order tensor. This oper-
ation, referred to as the tensor-product, is defined as follows:

Definition 2. Given two third-order tensors A € C>™*" and
B e C™P*" the face-wise product AAB performs matrix
multiplication for each of the frontal slices of .4 and 5. This
results in a third-order tensor C € CP*™ and is defined as

c) = A6 . g6,

fori=1,...,n.

2Note: the current work focuses on the DWT and DCT. However, the DFT
framework also applies here.
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Fig. 1: Hlustration of the TTF framework. The original multilinear time series )/ contains some missing entries, and {2 would
be the set of all known entries (solid blue). ) is factored into a latent spatial tensor Y and a latent temporal tensor X. This

figure was adapted from its multivariate counterpart in [18].

Definition 3. Given two third-order tensors A € C&™*™ and
B e C™P*" the tensor-product e between A and B is defined
as:

A=L(A)
B=L(B)
AeB=LT(AAB)

Definition 4. The tensor norm | A|r € R for A € R™" s
given by

s

n o n

¢
[Alr =] 2 L7e
\ i=1 =1

=1k

For a given tensor A € R“*™*" there are two definitions to
describe its rank: multi-rank and tubular rank [24]. Tubular
rank is defined by the tensor singular value decomposition
(t-SVD).

Definition 5. The identity tensor Z € R““*" is the tensor
whose first frontal slice is the ¢ x ¢ identity matrix and the
other frontal slices are zeros in the transform domain.

Definition 6. If A € R then the tensor transpose A” e
R™*#" is computed by transposing the frontal slices of A in
the transform domain.

Definition 7. A tensor A € R”™*" is orthogonal if Ae AT =
AT e A=T.

Definition 8. (t-SVD [23]])) For A € R“*™*" then there exists
tensors U, S,V such that

A=UeSeVT

where U € R®“" is an orthogonal tensor of left-singular
matrices (analogous to left-singular vectors in second-order
tensors), ¥V € R™*™*™ is an orthogonal tensor of right-singular
matrices (analogous to right-singular vectors in second-order
tensors), and S € R™™*™ is a f-diagonal tensor (analogous to
singular values in second-order tensors). A f-diagonal tensor
is where the frontal tubes for the i row and j® column are
nonzero for ¢ = j and zero otherwise.

Definition 9. For A € R*™*"_its tubular rank is the number
of nonzero singular tubes of S. Its multi-rank is_a vector

defined as 7 = [rank(./zl(l)), . ,rank(.ll(n))] 23], [24].

III. PROPOSED APPROACH TO LOW-RANK MULTILINEAR
TIME-SERIES FORECASTING

In this section, we discuss the details of our proposed
method TTF. Namely, we give an overview of our framework,
derive the alternating minimization framework, and introduce
our forecasting mechanism.

A. Formulation of Temporal Tensor Factorization

Let Y € RT*™ be a partially observed multilinear time
series tensor with 7" observations for ¢ = 1,...,7. Also, let
V; be the t™ lateral slice of ), and the given observation at
time ¢. For this problem, ) contains all the observations ),
but may have some missing data. Therefore, let €2 be the set
of observed entries {a;; | (4,7, k) € Q}. This is illustrated in
Fig. |1l where ) contains missing data. The solid blue cells
indicates the observed entries ). Our goal is to factor the
observation ) into a spatial latent tensor W € R&™m and a
temporal latent tensor X € R™7*™ gsuch that » < min(¢,T)
and

YaWelX. “4)

This step is necessary in order to capture the spatial and
temporal correlations of the original time series ). In addition,
this operation allows us to perform tensor completion for the
missing entries in ).

After factoring the time series )/, the temporal latent tensor
X contains the low-rank temporal dynamics of ). In fact,
we define the lateral slices X7, A5, ..., X} as the latent time
series of ). Additionally, X contains no missing entries, so
a L-TAR process can be applied here. We apply a p™ order
L-TAR process as

P
Xy = Z Ao Xy %)

i=1
where A; € R™™™ is the coefficient tensor for lag i for ¢ =
1,...,p. Similar to the definition in Eqn. (2)), we assume that
the observations A} are stationary, i.i.d., and p < T'. After
a forecast is obtained, i.e. X € R™w*m for a forecast of w



steps, we map the latent forecast X back into the original
feature space by the latent spatial tensor WV as

P W ek e ROW M ©)

j) will now contain the forecast of our original time series in
its original feature space. Additionally, this forecast is made
for all entries in j2 due to our tensor factorization framework.
A visual illustration of this process is shown in Fig.

B. Optimization

In order to effectively learn the latent factors W, X and
the coefficient tensors A; for ¢ = 1,...,p, we define the
optimization problem for TTF as

min *IIPQ(V\“X y)llp+* Z (R ZA oXoillf (D
w,x 2 t=p+1

Similar to the multivariate counterparts, this objective function
balances the low-rank tensor factorization loss and the tempo-
ral loss with a regularization parameter A. This regularization
is crucial to maintain important temporal and spatial relation-
ships [[12]-[14]. Pq, is a linear mapping on the observed index
set €2 such that

if (i,5,k) €

if (i,5,k) ¢ . ®

Po(A) = {“”’“
Because ) may have missing entries, a L£-transform cannot be
directly computed. To solve this problem, in a similar fashion
to the standard tensor factorization framework in [21], we
introduce an auxiliary variable C to solve the problem (7)) more
conveniently:

Z X -C — X - Xioill7s
WIEH}‘ ||W ||F+2t;1” t Z-A° t— ||F

s.t. PQ(C - y) = 0pxTxm-
9)
Using the L-transform, we can transform TTF to a set of
m independent TMF problems [[12], [[14]], [21]]. Therefore, the
problem (9) is equivalent to

1 &1 (J)
W(J) Xgl) A(J) C(J E sz §||W X HF
T
(]) () 3,0) 2 (10)
Z Z‘A X ||F7
t=p+ i=1

s.t. PQ (C - y) = 0€><T><m7

for 7 =1,...,m. To simply the problem further, we define a
sequence of temporal operators that allow us to represent our
latent time series as the full tensor X as

(T-p)xT

Y

,p [18]. This allows us to further rewrite the

Wy = [O(Tfp)X(pfk) Ity O(Tfp)xk:] eR

for £k =0,1,...
problem (10) to

S W) _ 502
) O 2 5 ZfHW X 2
w' XV ,47 o9 m i3 2
12
10w - A e 2y,
S.t. PQ(C —y) = OZXTXm7
where ® denotes the Kronecker product, .Zl(j)
[Agj) A Z()J)] € RT‘XTP, and ¥ = [\I]l\I}p] € R(T—p)xpT.

Let f be the optimization problem outlined in Eqn. (I2). f
can be solved with an alternating minimization framework
for the parameters W, X', A, and, C. Additionally, since each
TMF problem is independent, each problem can be solved
efficiently in parallel.

1) Updating the Auxiliary Variable:
perform the update as follows:

C=WeX+Pq(Y-WeX).

2) Updating the Latent Spatial Tensor: To update W, we
can derive the update as follows:

To update C, we can

13)

b Ay (s
~sz) _ (W(J)X(J) (]))(X(J)) 0,
ow
W X(J)( (j))* (J)(X(J)) = Oy,

W j C(J)(X(J)) (X(J)(X(J)) )

3) Updating the Latent Time Series Tensor: To update X,
we can derive the update as follows:

(14)

?J;j) - Wy WV 20 )
ox (15)
+)\ Z(A(])) (ZA(J) z)\:[/z :0r><T.

Eqn. (I5) is a generalized Sylvester equation [18]], [32]]. This
equation can be converted to a system of linear equations

to solve for X (J), however, that would be computationally
expensive as solving Eqn. (15) would take O(73). The
authors in [[18] overcomes this challenge by approximating

the solution X ) with a conjugate gradient method. They
demonstrated that the conjugate gradient is an effective method
to approximate their latent time series matrix while requiring
a small number of iterations. More details on the specific
implementation can be found in [18].

4) Updating the Coefficient Tensors: To update A, we can
derive the update as follows:

L - A &V9r - A1, 0 XY ey w (1, @ X7
= 07‘><Tp7
4D - ¥y e #Pyury
(16)



Algorithm 1 TTF

Algorithm 2 TTF Rolling Forecast for Online Learning

Input: Multilinear time series ) € R&Txm p lags and rank
7.
Initialize X',), and A randomly

while not converged do _
Update C by and compute C = L(C)

for j=1,. m do
Update W D
Update X by 1) using conjugate gradient descent
Update A by
end for
epoch = epoch + 1
end while

return W, X, and A

C. Training Procedure

We formulate our training procedure based on the update
derivations in the previous section. Eqns. (I4), (I5), and (16)
are all in the transform domain, and as such the parameters
W, X, and A can be kept in the transform domain during
training. Eqn. (I3)) requires YV e X’ to be in the spatial domain

to compute Po()Y - W e X ). Therefore, the most efficient

method is to compute G W(])X ) =1,...,m and

then compute G = £~ 1(g) =WelX. After C is computed
we directly compute C = L£(C) and utilize C to update
Eqns. (T4), (I5), and (I6), which can be done in parallel.
Nevertheless, the overall training procedure is quite efficient
and has a runtime of O(T'). The overall training procedure is
shown in Algorithm

D. Handling Nonstationary Observations

The original formation of L£-TAR requires that the ob-
servations &, are stationary. However, in many applications
and domains, ) may not be necessarily stationary, as the
observations can contain seasonality or trends. It is generally
assumed that the latent time series X will carry the same
temporal characteristics as ), and the stationarity condition
for L—TAR may be violated [16], [18]]. As such, we extend
our formulation of TTF to handle nonstationary observations.
We use the differencing operations that were developed in [[14].

The temporal operator ¥ defined in Eqn. [TT]already handles
the p-lag temporal shifts in the £L-TAR process. To handle
nonstationary observations, we utilize the temporal operators
defined in [[18], which will apply a d™ lagged difference to
the latent time series X. The temporal operator ¥ with a d™
lagged difference is formulated as

Ui = [0 poaycpry —I-p-d  O(r—p-ayx(hsra)]
+[0r_p-dy(pra—t)y Ir-dp Or—p-ayx] (17)

c R(T—p—de) ]

Input: Multilinear time series )) € R&T>™ Wy ¢ REx>m
X eR™>T*m and AeR™™™ for i=1,...,p
t=T+1
while True do
Retrieve a new observation Y, and append to Y
Update C by and compute C = £(C)
forj=1,....m do

Update X 7O by using conjugate gradient descent

Update A by
Generate a forecast yt with Eqns. (4) and .
end for
t=t+1
end while
return W, X, and A

To apply d™ lagged difference to our original formation of
TTF, we simply apply the new temporal operator ¥ outlined

in Eqn. to the update Eqns. (I5) and (T6).

E. Rolling Forecast Mechanism

Unlike the work in [[14]], a rolling forecast mechanism is
nontrivial due to the latent time series X. That is, if &}
is learned for timesteps ¢ = 1,...,7T, A} is unknown for
t > T. As such, multivariate methods outlined in [33]] and
[18] employ a dictionary learning scheme to learn the latent
time series &; for ¢ > T. It is assumed that the spatial
information of the time series will remain static, while the
temporal dynamics may change [33]. Therefore, this dictionary
learning scheme will keep the latent spatial tensor WV static
while updating the temporal parameters X and .A. This results
in a similar procedure to Algorithm [T} without the update for

W in Eqn.
1V. EXPERIMENTAL RESULTS

In this section, we compare our proposed TTF model
with baseline models in the literature. We illustrate how
our framework can learn the underlying spatial and temporal
relationships with partially observed data.

A. Baseline Models and Experimental Methology

We compare our approach against the current state-of-
the-art TMF models. Namely, the original Temporal Matrix
Factorization TMF, the temporal regularizer version TRMF,
and the nonstationary version NoTMF [16]—[18]]. In addition
as a baseline, we will also compare against £-TAR [14]. An
overview of all baseline models:

o TMF: The standard Temporal Matrix Factorization. The
observations ); are flattened into vectors and treated as
a multivariate problem.

o« TRMF: Temporal Matrix Factorization with temporal
regularization. The observations ) are flattened into
vectors and treated as a multivariate problem.



Group 1 |

TABLE I: Hyperparameters for Each Method and Dataset

Group 2 |

Group 4 |

Group 5 |

| | l ‘ l ‘ Method Dataset p r d A P

TTF JERICHO-E 1 5 168 1 -

Group 3 | | | | | l ‘ TTF SST 1 3 24 1 -
TTF NYC Trip Record 2 20 7 2 -

L T ] TMF JERICHO-E 6 10 - 1 1

TMF SST 6 5 - 0.5 1

Fig. 2: Illustration of cross-validation for time series. The time TMF MovingMNIST 3 15 - 01 05
.. ., . . . . TMF NYC Trip Record 6 20 - 1 1.5

series is split into a train/test set, with the test set split further

into 5 groups. For each group, a model is trained using the ?;ME JERISC;O-E g }8 015 i
sections colored in blue. The model is then validated with the TRMF MovingMNIST 315 i 0:1 05
observations colored in orange. The gray-colored observations TRMF  NYC Trip Record 6 20 - 1 1
are omitted from testing. At the end, the error from each group NoTMF JERICHO-E 1 10 168 2 1
(orange) is averaged to give a cross-validated metric. NoTMF SST 2 5 24 1 1
NoTMF MovingMNIST 1 10 1 1 2
NoTMF  NYC Trip Record 3 20 7 1 0.5

e NoTMF: Temporal Matrix Factorization designed to I£¥2§ JERIS%I;O'E % ) gi . )
handle nonstationary observations by applying lagged L-TAR MovingMNIST 2 - 0 _ B
differencing in the latent time series. The observations L-TAR = NYC Trip Record 6 - 0 - .

Y, are flattened into vectors and treated as a multivariate
problem.

o L-TAR: A transform-based tensor autoregressive model.
Originally not designed to handle missing observations,
so entries that are not in the index set {2 are set to 0
before fitting.

We evaluate all baseline models by cross-validation. We
split each dataset into a train and test set. The test set is
divided into 5 equal groups. For each group, the training set is
all observations that accrued prior to the first observation that
forms the test set [34]. All of the group’s error is averaged
to give a cross-validated metric. This process is illustrated
graphically in Fig. |2l Similar to other multilinear models in
the literature, we utilize relative error as a performance metric

|V - Vilr
[Velle

where ), is the observed observation at time ¢, and j/t is the
forecast [[12]—[|14]. In addition to cross-validation, we compute
two types of forecast: 1) A single-step forecast, which uses the
rolling forecast mechanism as outlined in Section [[II-E] and 2)
a multi-step forecast, where all observations in a given group
are forecast at once. This is to evaluate each model’s ability to
perform both short-term and long-term forecasts. The single-
step forecast will be much more accurate due to the much
smaller forecasting horizon.

(18)

B. Datasets

We utilize a combination of baseline datasets from [14]
and [18]]. These datasets are designed for multilinear fore-
casting, where the observations have a natural representa-
tion as a tensor. The datasets include geospatial data, video
imaging, and dynamic graphs. Namely: (a) the JERICHO-E-
usage dataset of energy usage across different regions and
energy sectors in Germany [7]; (b) a grid of sea-surface
temperatures [8]]; (c) an adapted version of the MovingMNIST

dataset that contains a grid of bouncing MNIST digits [9],
[10]; (d) a dynamic traffic network of the taxicab trips in
the New York Manhattan area [[11]. To evaluate how well the
methods can handle missing observations, 20% of entries were
randomly removed from each dataset.

1) JERICHO-E-usage: The JERICHO-E-usage dataset
contains energy consumption usage across 38 regions of
Germany [7[]. The time series breaks down into 4 categories:
residential, industrial, commerce, and mobility. This dataset
records the hourly consumption for the whole year of 2019
(8,760 observations), giving a multilinear time series ) €
R38%8760x4 The last 2 months of data (1,488 observations) are
used for testing and the remaining data (7,272 observations)
are used for training. Additionally, the dataset has obvious
24-hour seasonality.

2) SST: The SST dataset is a 5 x 6 grid of sea-surface
temperatures, where the observations were recorded every
hour [8]. This dataset records hourly temperature readings
for T' = 2000 observations, giving a multilinear time series
Y € R5*2000x6 The Jast 2 weeks of data (336 observations) are
used for testing and the remaining data (1,664 observations)
are used for training. Additionally, the dataset has obvious
24-hour seasonality.

3) MovingMNIST: The MovingMNIST dataset is a video
of bouncing MNIST digits within a 50 x 50 grid [9], [10]. We
generated 2000 frames of the digits 1, 3, and 5 bouncing within
a 50x50 grid, giving a multilinear time series ) e R50*2000x50,
The last 400 frames are used for testing and the remaining data
(1,600 observations) are used for training.

4) NYC Trip Record: The NYC Trip Record dataset con-
tains taxicab pickup and dropoff locations for the New York
Manhattan area [[L1]. The original dataset splits the area into
263 pickup and dropoff zones. These zones can be represented
as nodes in a dynamic graph. While the dataset spans between



Fig. 3: Qualitative evaluation of our framework’s ability to cap-
ture underlying temporal/spatial patterns in the MovingMNIST
dataset. Top row: A sampling of 3 multilinear observations
for ¢ = 1600, 1610, 1620, which is part of the test set. Note the
20% missing entries (pixels) are set to O and colored as black.
Bottom row: A single-step forecast for the above samples. We
generate a forecast from the TTF model outlined in Table

January 2015 to the present (June 2024), we only use a subset
between January 2015 to December 2019 as COVID-19 caused
a dramatic decrease in the amount of trips. With daily taxicab
trips, this gives a multilinear time series ) € R203x1825x263
We use the last year (365 observations) for testing and the
remaining years (1,460 observations) are used for training.

C. Experimental Results

In this section, we report the experimental results of the
forecasting performance for all baseline models. To optimize
the performance of each model, we conducted hyperparam-
eter tuning using a grid search approach. Grid search was
chosen because it systematically explores a specified range
of hyperparameters, ensuring that each model is thoroughly
evaluated. The parameters selected for the grid search were
based on domain knowledge and previous experiments out-
lined in [14], [15], [18]. For factorization methods (TMF,
TRMF, NoTMF, & TTF), these parameters include the rank
r and various regularization parameters A. We evaluate the
models for ranks r = 3,5,10,15,20 and A =0.1,0.5,1,1.5,2.
For all methods, we also consider the order p and lagged
differencing d. In the grid search, we evaluate the models for
p=1,2,...,6 and d = 0, 1. The JERICHO-E-usage, SST, and
NYC Taxicab datasets may contain some seasonality, so we
include lagged differencing for various seasonality patterns.
For the JERICHO-E-usage and SST datasets, we include both
weekly and daily seasonality differencing (s = 24, 168), and
for the NYC Taxi Cab dataset, we include weekly and yearly
seasonality differencing (d = 7,365). All the final parameters
are listed in Table [

Fig. 3| demonstrates our framework’s ability to learn under-
lying temporal/spatial patterns for the MovingMNIST dataset.
As illustrated, our method can learn the underlying correlations
from partially observed data. Additionally, this illustrates
TTF’s predictive capability. While not perfect, post-processing
techniques can easily clean the image sequences. Since TTF

TABLE II: Experimental results for all baseline models. Errors
are reported by average relative error outlined in Eqn.

Dataset TTF TMF TRMF NoTMF L-TAR
Single-step Forecast

JERICHO-E 0.101 0.654  0.610 0.424 0.357

SST 0.128 0.253 0.206 0.187 0.144

MovingMNIST 0.107  0.221 0.157 0.198 0.216

NYC Trip Record  0.221  0.386  0.314 0.289 0.247
Multi-step Forecast

JERICHO-E 0.286  0.945 0.913 0.549 0.684

SST 0.194 0.291 0.292 0.207 0.291

MovingMNIST 0.170  0.376  0.360 0.312 0.235

NYC Trip Record  0.382 0.519  0.428 0.323 0.319

performs dimensionality reduction to represent the partially
observed data as a latent time series, the forecast appears
smoother and more generalized, which effectively captures the
essential features of the data while filtering out noise.

Table provides the summary results for each of the
forecasting methods. These results highlight the robustness and
effectiveness of the TTF framework in both single-step and
multi-step forecasting across all datasets. This also demon-
strates that our framework performs well within a wide range
of domains and applications. Our framework outperforms
the baseline methods in almost all datasets, except for the
multi-step forecasting in the NYC Trip Record dataset. Our
framework outperforms the multivariate counterparts because
we are able to represent observations ); as their natural tensor
representation. We also outperform the £L—TAR model due to
its inability to address missing entries. Additional, our method
performs well when the time series contains seasonality, as
shown in the JERICHO-E-usage, SST, and NYC Trip Record
datasets.

V. CONCLUSIONS AND FUTURE DIRECTIONS

We propose a novel temporal tensor factorization frame-
work to forecast a partially observed multilinear time series.
We factor the time series into two latent tensors in order
to learn the underlying spatial/temporal relationships. This
enables us to 1) maintain the natural tensor representation
of the time series and 2) provide a latent time series where
a forecast can be made by an L-TAR process. We derive
an alternating minimization framework that effectively and
efficiently learns the latent factor and coefficient tensors in
O(T). We also demonstrate how we enable our framework
to handle nonstationary observations and a rolling forecast
mechanism. Compared to multivariate factorization techniques
and L£-TAR, our framework outperforms the state of the art
in geospatial datasets, video sequences, and dynamic graphs.

Future work will include developing a rank estimation
scheme to learn the optimal rank r for the factor tensors W, X,
as the rank in Section [[V| was picked via grid search. Future
work will also investigate the advantages of running the update

equations (14), (I3), in parallel. Additionally, we would
like to explore how low-rank tensor factorization can extend



other multivariate frameworks, such as non-negative matrix
factorization which is commonly used for clustering [35]-[37]].
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