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Power capping is an important technique for high-density servers to safely oversubscribe the power infrastructure in a data
center. However, power capping is commonly accomplished by dynamically lowering the server processors’ frequency levels,
which can result in degraded application performance. For servers that run important machine learning (ML) applications
with Service-Level Objective (SLO) requirements, inference performance such as recognition accuracy must be optimized
within a certain latency constraint, which demands high server performance. In order to achieve the best inference accuracy
under the desired latency and server power constraints, this paper proposes OptimML, a multi-input-multi-output (MIMO)
control framework that jointly controls both inference latency and server power consumption, by flexibly adjusting the
machine learning model size (and so its required computing resources) when server frequency needs to be lowered for
power capping. Our results on a hardware testbed with widely adopted ML framework (including PyTorch, TensorFlow,
and MXNet) show that OptimML achieves higher inference accuracy compared with several well-designed baselines, while
respecting both latency and power constraints. Furthermore, an adaptive control scheme with online model switching and
estimation is designed to achieve analytic assurance of control accuracy and system stability, even in the face of significant
workload/hardware variations.

CCS Concepts: • Hardware → Enterprise level and data centers power issues; • Computing methodologies →
Computational control theory; Machine learning.

Additional Key Words and Phrases: Power capping, latency control, machine learning.

1 INTRODUCTION
Server power capping (i.e., capping the server power consumption within an allowed budget) has been deployed
in many data centers to enable safe oversubscription of the power facility, such that a data center can host more
servers without expensive upgrade of the power facility (which can range in hundreds of millions USD [14]).
Power capping is also an effective way to avoid system failures caused by power capacity overload or overheating
due to increasingly high server density. Furthermore, data centers are now facing a well-known power struggle
problem [40], which can significantly limit their computing capacity. As transistor density continues to increase,
a microprocessor chip is expected to soon have more transistors than can be sustainably powered up due to
thermal constraints, which is commonly known as dark silicon or the utilization wall [2, 12]. For example, it has
been predicted that over 50% of the computing resources may have to stay inactive in 2024 [12]. Hence, it can be
expected that most servers in data centers must run under stringent power constraints in the near future.

To date, power capping is accomplished mainly by dynamically adjusting the frequency (and voltage) levels of
major server components such as processor [29, 41, 48, 49] and memory [5, 10]. The key reason is that frequency
scaling has low overheads and can change the server power consumption promptly to avoid any overload that
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might cause a circuit breaker to trip in seconds [14]. However, lowering frequency to cap the server power
consumption can have significant negative impacts on the performance of the applications running on the servers.
While such performance degradation might be tolerable for best-effort workloads, such as scientific computing, it
can cause the violation of Service-Level Objective (SLO) for applications that have explicit latency requirements.

In recent years, an important application deployed in many data centers is machine learning (or deep learning),
which has made significant progress recently and generated new services for cloud computing, such as ML-as-a-
Service (MLaaS). For example, major cloud platforms (e.g., Microsoft Azure, Amazon Web Services (AWS), and
Google Cloud Platform (GCP)) are already providing a variety of MLaaS, like translation, chatbots, as well as
image, video, and text analytics. In such new cloud services, developers need to do two types of work: 1) Perform
offline model training that may take a long time to finish and normally has no latency requirements, though
on-demand retraining takes much shorter to be done online, and 2) process online inference requests that must
be completed in real time with stringent timeliness requirements (e.g., tens of milliseconds per request). Such
requirements are often referred to as the SLOs in terms of processing latency [17]. Violating SLOs can result in
undesired customer and financial loss and severely hurt the service provider’s reputation.

In order to provide SLO guarantees for machine learning (ML) inference requests on data center servers where
power capping needs to be strictly enforced, both the server power consumption and the inference latency must
be properly controlled. To that end, there can be several possible solutions. The first and immediate solution is to
adopt two separate control loops that cap power and reduce latency, respectively, in an independent manner.
For example, existing research has already proposed server power capping with dynamic voltage and frequency
scaling (DVFS) [41, 48, 49]. Likewise, some other research has tried to control ML inference latency by reducing the
required ML computation [4, 15, 27, 39]. Unfortunately, such a separate solution can cause undesired interference
between the two control loops, because DVFS can impact ML latency while reduced computation may result in
less energy consumption. Such mutual interference can result in system instability and thus power and/or latency
violations. The second solution is to carefully coordinate the two control loops by running one loop on a much
longer time scale than the other, such that the mutual interference can be minimized and treated as system noise
[50, 53]. Unfortunately, neither power nor latency can allow to be monitored and controlled on a long time scale,
because violating either constraint can be disastrous. Hence, it is nontrivial to jointly control both server power
consumption and ML latency, because it requires a cross-layer solution that can promptly handle both of them.

In this paper, we propose OptimML, a dynamic power and latency control framework that optimizes the
online inference performance of ML applications in a data center. To monitor and control both server power
consumption and ML inference latency in a timely manner without mutual interference, OptimML features
well-established multi-input-multi-output (MIMO) control theory as a design foundation. In sharp contrast to
commonly used ad hoc design methodologies, the advantage of such a control-theoretic design is the guaranteed
system stability and control accuracy. To our best knowledge, OptimML is the first work that applies advanced
MIMO control theory to jointly manage both server power capping and latency control for optimized inference
accuracy. Specifically, this paper makes several key contributions:

• We adopt a systematic methodology to model server power consumption and ML inference latency using
system identification and validate the models with experimental data.

• We design OptimML based on MIMO control theory for guaranteed system stability and control accuracy.
The design choices of each control component are discussed in detail.

• We extend OptimMLwith an adaptive control scheme that relies on online model switching and estimation
to ensure the desired control performance, such as small overshoots/oscillation, despite time-varying ML
workloads or different server/GPU hardware.
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• Weperform extensive experiments on a hardware testbedwith threemain streamML frameworks, PyTorch,
TensorFlow, and MXNet, to show that OptimML not only achieves the desired control performance, but
also outperforms several state-of-the-art solutions by having the best inference accuracy.

The rest of the paper is organized as follows: Section 2 discusses the related work. Section 3 introduces the
background on ML latency adaptation. Section 4 provides an overview of OptimML. Section 5 presents the design
details. Section 7 analyzes the experimental results. Finally, section 8 concludes the paper.

2 RELATED WORK
There are three categories of ML acceleration work, including structure level, algorithm level, and implementation
level [57]. We mainly discuss the structure and algorithm-level solutions because they are most related to our
work.

At the structure level, there are different ways to accelerate ML inference with minimized accuracy loss, such
as layer decomposition [9, 15, 28], weight pruning [27, 47, 51, 54, 55], channel pruning [39], and block-circulant
projection [6]. Most of those solutions are trying to reduce redundant weights that are over-parameterized in a
CNN, because a lot of weights are correlated and thus unnecessary. For example, layer decomposition tries to
reduce the weight matrix by replacing it with the product of lower-rank matrices in both convolution and fully
connected layers of a CNN. Similarly, weight and channel pruning tries to prune unnecessary weights and lowly
active channels. While those solutions can effectively accelerate ML inference, they need to change the CNN
model structure in an offline manner and thus cannot be directly used to dynamically trade off the latency and
accuracy of ML inference at runtime.

At the algorithm level, different algorithms have been proposed to speed up the inference computation, such
as Fast Fourier Transform (FFT) [27, 31], Winograd [27], and im2col [47]. For example, in FFT, parts of a neural
network are converted to the frequency domain for faster computation [31]. The Winograd algorithm can
also accelerate convolution by reducing multiplications and increasing additions [27]. Additionally, the im2col
algorithm can linearize a matrix into vectors for more efficient computation [47]. Those optimization algorithms
are not designed for online adaptation and are orthogonal to our work.

Our work differs from all the aforementioned studies mainly because we try to control the system power
consumption, along with inference latency. Although some work optimizes the system energy for ML applications
mainly by shortening their execution times [52, 54, 55], they are not designed to cap the power consumption
within a budget for safe oversubscription of the power facility.

Power capping has been previously studied for both data centers [29, 40, 48, 49] and chip multiprocessors
[21, 32]. For example, Lefurgy et al. [29] have proposed a feedback controller that controls the server power
consumption by adjusting the CPU frequency. Ma et al. [35] have proposed a holistic solution to achieve energy
efficiency on a GPU-CPU heterogeneous architecture. Wang et al. [53] have developed a solution that adopts
control theory to meet the SLO requirements of web services and optimize the power consumption of CPU
servers. Savasci et al. [43] have proposed a design of Proportional-Integral (PI) power controller to manage
power allocation of servers based on the SLO of web service workloads. Lo et al. [34] have proposed a solution
to cap power using an Ad-Hoc controller with respect to multiple SLO thresholds of online and data-intensive
workloads. However, those solutions are designed mainly for general best-effort workloads running on CPU
and they did not consider the online adaptation of workloads for more fine-grained SLO guarantees. Thus, they
cannot provide any explicit SLO guarantees for ML inference running on GPU. In contrast to existing work,
we design a MIMO controller for joint power capping and latency control specifically for servers running ML
inference services, based on advanced control theory. We also explore ML adaptation such that the SLO can be
guaranteed at the application level. In addition, OptimML can adapt to significantly different server hardware
and ML workloads by updating the system model online.
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Fig. 1. Model slicing with a slice rate of 0.5. Only the activated parameters and groups (highlighted in yellow or light color)
of the existing layer are required in memory and participate in computation.

3 BACKGROUND ON ML ADAPTATION
In this paper, we have investigated three methodologies for online ML inference adaptation: Compression,
ensemble, and slicing. First, model compression, such as pruning, layer decomposition, block-circulant projection,
mainly tries to reduce the model size and thus the storage space used for weights. However, they are not designed
to reduce inference time, because they require iterative fine-tuning and has little support for inference time
control [4]. Second, ensemble modeling tries to have many separately trained models, such that different inference
latency can be achieved by scheduling different models [23, 24, 44, 51]. However, ensemble modeling significantly
increases the requirement of storage. Also, the runtime overhead of scheduling these models can be considerable.
The third methodology, model slicing [4], can dynamically change the width of a CNN model (i.e. the number of
channels of a convolution layer, and the number of weights in other layers) at runtime, which allows flexible
adaptation and control. Specifically, a single parameter called slice rate (between 0 and 1) is used to adapt the
model width, and thus the inference time.

Figure 1 shows an example of applying model slicing to a CNN model. We assume that an image with a
dimension of 32 × 32 × 3 is the input for classification. The CNN model includes one convolution layer, which
expands the three RGB channels of the image into four channels to learn features (with an example filter of 1× 1).
Then, the group normalization layer normalizes the convolution result to stabilize the mean and variance during
inference (each group corresponds to one channel in this example). After normalization, all the features in the
four channels are flattened to a vector of 4096 (32 × 32 × 4) features, which are then downsampled into eight
features with an 8 × 4096 weight matrix in the first linear layer. Finally, the eight features are mapped into two
different classes with a 2 × 8 weight matrix in the second linear layer.

When the slice rate is 1, all the channels, weights, and features are involved in the ML inference computation.
If the slice rate is 0.5, in the convolution layer, only the first half of sorted channels (i.e., 2 instead of 4 channels)
participate in the computation and normalization. Consequently, only 2048 features are active in the flattening
layer. Then, only the first half of the sorted features in the two linear layers are used for ML inference. In Figure
1, those channels, features, and weights that are used in the computation are highlighted in yellow (lighter color).
Therefore, with model slicing, the inference time can be dynamically adapted because the amount of computation
can be adjusted at runtime.

Model slicing has several advantages for online ML inference adaptation. First, it offers a single knob (i.e., slice
rate) to adjust inference time based on a given latency set point, which makes our control design easier. Second,
it achieves low-cost inference using a single ML model that includes several subnets, instead of creating a large
number of different models. Third, its online adaptation has a small overhead, which does not affect much the
controlled latency and power consumption. In our experiment, the switching time between different sizes of
subnets is negligible (i.e., less than 2 ms) when the processor runs at full speed. Hence, we choose to use model
slicing for online ML inference adaptation in this work, but it is important to note that the proposed control
solution can be applied to other adaptation methods as well.
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4 SYSTEM ARCHITECTURE DESIGN
In this section, we provide a high-level description of the system architecture of OptimML. The design objective
is to control both the average ML inference latency and the system power consumption within their respective
limits. The purpose of power capping is to enable safe power oversubscription for reduced capital expenses and
prevent power capacity overload or overheating, while the goal of latency control is to provide SLO guarantees
for customers. As discussed in Section 1, two separate control loops would be the most intuitive solution, but
would result in undesired mutual interference and system instability. A coordinated solution that runs the two
loops at different scales would require one control loop to have a slow response. Thus, a multi-input-multi-output
(MIMO) control solution must be designed.

There are different system knobs that can be manipulated to control power consumption or/and latency. Those
knobs include voltage and frequency of CPU and GPU mentioned in Section 1, and ML model compression,
ensemble and slicing mentioned in Section 3. The first one we choose to use is the frequency of the GPU equipped
to process the ML computation, even though most prior power capping solutions rely mainly on CPU DVFS. The
reason is that ML workloads are processed mostly on the GPU after the data are transferred to GPU memory,
while the CPU utilization stays at a low level after the ML workload starts. To verify our hypothesis, we measure
the average CPU and GPU utilization for typical ML workloads. Our result shows that the average GPU utilization
is around 90%, while the average CPU utilization is only about 30%. Hence, scaling the CPU frequency does not
have much impact on the system power consumption. Also, we do not scale the GPU voltage because voltage
scaling is not available for most of today’s GPUs [22].

The second knob we choose to use is model slice rate, which is discussed in detail and compared with other
ML adaptation knobs in Section 3. Slice rate is an application-level knob that can have direct impact on the ML
inference latency.

As shown in Figure 2, OptimML features a MIMO control loop that uses two manipulated variables, i.e., GPU
frequency level and ML model slice rate, to control two controlled variables, i.e., system power consumption and
ML inference latency. Again, a MIMO controller is necessary because of the coupling among the manipulated and
controlled variables. Specifically, a lower GPU frequency can lead to a longer latency, while a smaller slice rate
can also affect power consumption. The control loop is invoked periodically and its period is selected such that
multiple ML inference requests can be received during a control period and the actuation overhead is acceptable.
The following steps are invoked at the end of every control period: 1) The inference latency monitor measures the
average response time in the last control period and sends the value to the controller. Meanwhile, OptimML also
reads the average system power consumption in the last control period from the power meter. 2) Based on the
differences between the sampled latency and power consumption and their respective limits (or set points), the
controller calculates the slice rate and GPU frequency to be used in the next control period. 3) Then, the slice
rate modulator enforces the new slice rate in the ML service, while the frequency modulator sets the new GPU
frequency using the toolkit provided by the GPU. 4) The online model estimator updates the system model used
by the controller based on the measured power, average response time, and the corresponding GPU frequency
and slice rate.

A unique advantage of OptimML is its theoretical foundation based on well-established multi-input-multi-
output (MIMO) control theory. While traditional performance/power adaptation solutions heavily rely on
heuristic-based design methodologies, the advantages of such a control-theoretic design include 1) guaranteed
system stability, 2) better control accuracy, and 3) faster convergence and smaller overshoot. In addition, with
control theory, we can also have standard approaches to choosing the right control parameters, such that
exhaustive iterations of manual tuning and testing can be avoided. Furthermore, even when workload variations
can result in modeling errors, quantitative analysis can be conducted to provide robust control. The controller
gain scheduler introduces an extra level of robustness control if the workload ML model varies. As shown in our
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Fig. 2. System architecture of OptimML.

experimental results in Section 7, oftentimes a commonly adopted ad hoc solution can only switch between two
discrete GPU frequency levels (e.g., 3 and 4), resulting in a GPU frequency of 3.5 on average. In contrast, OptimML
can precisely calculate the ideal GPU frequency (e.g., 3.2) and approximate it with a first-order delta-sigma
modulator (i.e., a sequence of 3, 3, 3, 3, 4) [29]. This more accurate control is one of the reasons that OptimML
can achieve better inference accuracy.

5 OPTIMML CONTROLLER DESIGN
In this section, we introduce the details of the OptimML controller design. Our control objective is: Whenever the
system power consumption or inference latency (i.e., the two controlled variables) deviates from their respective
set points, we dynamically adjust both the GPU frequency and slice rate (i.e., the two manipulated variables) in
each control period, such that power and latency can converge back to their set points within a finite settling
time.

5.1 Problem Formulation
The control of system power and inference latency can be formulated as a dynamic optimization problem. We first
define some notation. Let ? (:), ; (:), 5 (:), and B (:) be the power consumption, inference latency, GPU frequency,
and slice rate of the system in the :Cℎ control period. To facilitate the design, let ?̄ , ;̄ , 5̄ , and B̄ be their operating
points, i.e., their states at a specific time of the dynamic system. We choose 5̄ and B̄ such that ?̄ and ;̄ achieve
their average values using a typical workload. u(k) is the vector of the input (i.e., manipulated) variables, i.e.,
u(k) = [Δ5 (:) ΔB (:)]) , where Δ5 (:) = 5 (:) − 5 and ΔB (:) = B (:) − B . Note we use Δ5 (:) and ΔB (:) (instead
of 5 (:) and B (:) directly) as the control input in our design, such that the system can be linearized. Similarly,
y(k) is the vector of the output (i.e., controlled) variables, i.e., y(k) = [Δ? (:) Δ; (:)]) , where Δ? (:) = ? (:) − ?

and Δ; (:) = ; (:) − ; . r is the reference point vector of the closed-loop system, which captures the differences
between the operation points and the desired power and latency set points %B and !B , i.e., r = [%B − ? !B − ;]) ,
and they are constants that can be configured by the data center operator.

Given a reference vector r, the control goal in the :Cℎ period is to dynamically choose an input vector u(k)
that minimizes the difference between the output vector y(k + 1) and the reference vector r in the next control
period. We define this difference as the control error: e(k + 1) = r − y(k + 1) = [%B − ? (: + 1) !B − ; (: + 1)]) .
Specifically, the optimization problem can be formulated as:

min
u(k)

(%B − ? (: + 1))2 + (!B − ; (: + 1))2 (1)

ACM Trans. Autonom. Adapt. Syst.
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5.2 System Modeling
In order to have an effective controller design, we must model the dynamics of the controlled system, namely the
relationship between the two controlled variables y(k) (i.e., system power consumption and latency) and the
two manipulated variables u(k) (i.e., GPU frequency and slice rate). Unfortunately, a well-established physical
equation is usually unavailable for computer systems. Therefore, we use a standard approach to this problem
called system identification [13]. Specifically, we infer this relationship by collecting experimental data and
establishing a statistical model.

According to control theory [20], we use the following difference equation to model the controlled system:

y(k) =
m1∑
i=1

Aiy(k − i) +
m2∑
i=1

Biu(k − i), (2)

where<1 and<2 are the orders of the input and output, respectively. Ai and Bi are the control parameters to be
determined in the system identification.

In system identification, we need to first determine the orders of the system, i.e.,<1 and<2. Normally, for the
order values, there exists a trade-off between model simplicity and modeling accuracy. Hence, we test different
values of<1 and<2 (both from 1 to 3) to find the best combination. For each combination of order values, we
use sinusoidal sequences of the control input (i.e., u(k)) to stimulate the system and then measure the control
output (i.e., y(k)) in each control period. Our experiments are conducted on the testbed introduced in detail in
Section 7. Based on the collected data, we apply Least Squares Method (LSM) to estimate parameters Ai and Bi.
Then, we estimate the accuracy of the model in the tested order combination, in terms of Root Mean Squared
Error (RMSE), and the results are shown in Table 1. Our results show that the order combination of<1 = 1 and
<2 = 1 has a small modeling error while keeping the orders (and thus complexity) low. We then use a step-like
signal to validate the results of system identification. Figure 3 shows that the estimated output of the selected
model is sufficiently close to that of the actual system. Hence, the system model used in our control design is:

y(k) = A1y(k − 1) + B1u(k − 1), (3)

where A and B are 2 × 2 constant control parameter matrices determined by system identification.

Table 1. System identification results (RMSE) under different order combinations.

<1 = 1 <1 = 2 <1 = 3
<2 = 1 0.95774 0.95779 0.95785
<2 = 2 0.95779 0.95789 0.95794
<2 = 3 0.95786 0.95802 0.95804
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5.3 LQR Control Design
We choose to apply the Linear Quadratic Regulator (LQR) control theory [11] to design our controller based on
the system model (3). LQR is an advanced control technique that can deal with coupled MIMO control problems.
Compared with other MIMO control techniques, such as Model Predictive Control (MPC) that needs to solve a
complex optimization problem online in every control period, LQR has smaller runtime computational overheads,
which is only a quadratic function of the number of controller variables. We first derive a state-space model
based on our system model (3). We use the output vector y(k) as the nominal state.

In order to track the reference points in vector r, we should not only use the output state y(k), but also the
control error e(k) [56]. Hence, we consider accumulated control errors to improve the control performance,
which is:

xI (k) = xI (k − 1) + e(k − 1), (4)
where xI is the integrated error. The final state-space model is[

y(k)
xI (k)

]
=

[
A1 0
−I I

] [
y(k − 1)
xI (k − 1)

]
+
[
B1

0

]
u(k − 1) +

[
0
I

]
r, (5)

Then, we design the LQR controller by minimizing the following quadratic function with respect to u(k) [20]
to compute the controller gain F:

J =
∞∑
k=0

[
y(k)T xI (k)T

]
Q

[
y(k)
xI (k)

]
+ uT (k)Ru(k), (6)

where Q and R are weighting matrices that determine the trade-off between the control error and the control
gain. Specifically, Q quantifies the cost of state variables diverging from the operating point, and a larger Q leads
to faster response to workload variations. R specifies the cost of control effort, and the closed-loop system is
less sensitive to system noise with a larger R. On our testbed, we set both Q and R to be 1000. Additionally, the
first term in (6) represents the control errors and accumulated errors. After minimizing the first term, the system
converges to the set point. The second term indicates the control penalty. Minimizing the second item ensures
that the controller will minimize the changes in the control input, i.e., the GPU frequency and slice rate of the
CNN model, which helps the system stability.

There are different tools to solve the optimization problem (6). For example, a MATLAB command lqi can be
called to derive the controller gain as:

F = [KPD KI], (7)
where KPD and KI represent proportional and derivative and integral feedback gains, respectively. The dimension
of each matrix is 2 × 2. Hence, given the control errors, we can calculate the input in each control period as:

u(k) = −F[y(k) xI (k)]T . (8)

Based on system identification conducted on the testbed introduced in detail in Section 6.1, our system model
(3) has the following parameters:

A =

[
0.07473 −0.01853
0.00103 0.00457

]
, B =

[
1.96101 −3.97520
−0.32053 −2.87903

]
. (9)

In our experiments, we use R = 3806(1000, 1000) and Q = 3806(1000, 1000, 1000, 1000). Our resultant LQR
controller in (7) has the following parameters:

KPD =

[
0.25416 −0.31881
−0.04142 −0.16045

]
, KI =

[
−0.22803 0.31002
0.03651 0.16045

]
. (10)

ACM Trans. Autonom. Adapt. Syst.
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The eigenvalues of the closed-loop system are 0.4518, 0.3874, 0.0125, 0.0004, which are within the unit circle.
Thus, the system is stable as long as the modeling errors are small. Note that the computation overhead of the
designed LQR controller (i.e., (8)) is negligible, because it takes less than one microsecond in each control period
on our testbed described in Section 6.1.

5.4 Stability Analysis for Model Variation
One of the key benefits of the control-theoretic design is that the system stability can be analytically guaranteed,
even when the working conditions (e.g., workloads) differ from the ones used for modeling. We now discuss how
to analyze the stability of the LQR MIMO controller with model variation. We outline the general process below.

1. Derive the control inputs u(k) based on the nominal system model (3).
2. Conduct an automated system identification at runtime to get the actual model parameters A′

1 and B′
1,

which are different from A1 and B1 in our nominal model (3). The actual model becomes[
y(k)
xI (k)

]
=

[
A′
1 0

−I I

] [
y(k − 1)
xI (k − 1)

]
+
[
B′
1
0

]
u(k − 1) +

[
0
I

]
r. (11)

3. Derive the closed-loop system model by substituting the derived control inputs u(k) into the actual
system model (11) with A′

1 and B′
1. The closed-loop system model is in the form:[

y(k)
xI (k)

]
=

[
A′ − KPD −B′KI

−I I

] [
y(k − 1)
xI (k − 1)

]
+
[
0
I

]
r. (12)

4. Derive the stability condition of the closed-loop system described by (12). According to control theory,

the closed-loop system is stable if all the eigenvalues of the matrix
[
A′ − KPD −B′KI

−I I

]
locate inside the

unite circle of the complex space.
In our experiments, we have performed the above analysis to different workloads (e.g., different batch sizes)

and testbed. Our results show that the OptimML controller is stable for a wide range of working conditions.
In extreme cases where the system might become unstable, model parameters A1 and B1 can be dynamically
adjusted using the online estimator described in Section 5.5 to match A′

1 and B′
1 for regaining stability.

The following is an example which has different settings from the nominal model. The example workload has
a batch size of 100 images instead of 50 images of the nominal model. As a result, the example model has the
following parameter:

A′ =

[
0.06122 −0.02041
0.00126 0.00217

]
, B′ =

[
1.98531 −3.93931
−0.63155 −6.04459

]
.

We can then calculate the eigenvalues of the matrix described in step 4. The matrices KPD and KI are the same
as that of the nominal system. The resulting eigenvalues are 0.4187, −0.1958, 0.0008+0.00448 and 0.0008−0.00448 .
Thus, the example system is stable under the control of our controller because all eigenvalues are within the unit
circle.

5.5 Adaptive Controller Design
As discussed before, the LQR controller is designed based on an estimated nominalmodel thatmay be different from
the actual system model, because the controller can be used 1) on servers with different hardware configurations,
or/and 2) for ML workloads that may change significantly at runtime. As proven in Section 5.4, the OptimML
controller can remain stable when the variations are within certain ranges. However, the LQR controller is
designed to achieve optimal control performance, such as small overshoots/oscillation, when the model is
accurate. With significant model variations, though still being stable, the LQR controller may have degraded
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control performance, e.g., large overshoots/oscillations of the controlled variables (i.e., power and latency). In
practice, such degradation is commonly undesirable. For example, if a power spike is too much higher than the
power cap, it might cause server shutdowns or outages. Therefore, if possible, it is important to dynamically
adjust the controller parameters for better control performance if the system model varies at runtime.

In this section, we describe the designs of two adaptive control schemes, both of which are evaluated later
to examine their effectiveness. First, we can have several different sets of controller parameters that are tuned
for different workloads. This can be practical in some data centers that host only several fixed ML applications
that are known as a priori. In such cases, we can have one model for each ML application and switch between
different controller models based on our knowledge of the current workload. For example, if a data center operator
observes that the current workload has changed from face recognition to speech-to-text conversion, the operator
can change the controller to use the parameters designed for the right ML application. We call this scheme online
model switching.

Second, in some cases, an operator may not have much knowledge of the runtime workload variations. To that
end, we can design an online model estimator that can automatically and periodically learn from the measured
data to update the system model used in the controller. For the convenience of notation, we rewrite the system
model (3) in the following form:

y(k + 1) = Xq (k), (13)

where
X = [B1 A1], q (k) = [uT (k) yT (k)]) .

We use a Recursive Least Square (RLS) estimator with directional forgetting [33] to estimate and update
the parameter matrix X of equation (13). The directional forgetting removes the influence of the history data
that can affect the system model during parameter updating. Theoretically, directional forgetting searches for a
subspace on which the probability distribution remains unchanged by the recently observed data. It reduces the
computation overhead of updating the system model and it is proven to be effective and numerically safe [26].
This forgetting factor should be set up by a data center operator. If the workload changes fast, the forgetting
factor can be set smaller to reduce the effect of history data. The estimator is defined by the following equations:

X̂(k + 1) = X̂ + n (k + 1)qT (k)P(k − 1)
_ + qT (k)P(k − 1)q (k)

,

n (k + 1) = y(k + 1) − X̂(k)q (k),

P−1 (k) = P−1 (k − 1) +
(
1 + (_ − 1)q

T (k)P(k − 1)q (k)
(qT (k)q (k))2

)
q (k)qT (k),

(14)

where X̂(k) is the estimate of the true value of X, n (:) is the estimation error vector, P(k) is the covariance
matrix, and _ is the constant forgetting factor with 0 < _ ≤ 1. A smaller _ allows the estimator to forget the
history data faster. In our experiments, we use _ = 0.5. The following iteration is invoked in every period of the
estimator: 1) The RLS estimator records u(k) that includes the GPU frequency and the slice rate, and y(k) that
contains the power consumption and the inference latency. 2) The estimator calculates X(k). 3) The estimator
updates A1 and B1 in the state-space model (5) of the LQR controller, and the controller gain F is re-calculated
using the lqi command in the Python environment.

The online estimator and the LQR controller are configured to run on different time scales. The estimator
is running on a much longer time scale to avoid affecting the stability of the LQR controller. Otherwise, the
controller will get incorrect parameter updating if the estimator runs much faster than the controller and the
estimator does not receive enough data to do calculation. In our experiments, we enable the online estimator
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every 5 periods of the LQR controller. As a result, our testbed results show that the LQR controller can stabilize
and enter its steady state between every two consecutive invocations of the estimator.

5.6 Implementation of OptimML Control Loop
We now introduce the implementation details of our OptimML MIMO control loop in Figure 2. We implement
the LQR controller, the latency monitor, and the power monitor in three separate threads. The online estimator is
in the same thread of the LQR controller. We use numpy package in Python to implement the RLS calculation and
MATLAB-like lqi computation for the controller parameters. Because the power meter used in our prototype
system has a sampling period of 1s, the control period of all the controllers is set to 5s, such that one period can
include multiple power samples to avoid any outliers. Note that the control period can be set to much shorter in
a real implementation for faster control response, given a more fine-grained power meter is available.

The inference latency monitor is implemented with the library provided by Nvidia. Before sending a batch of
images to the GPU, we record the timing of this CUDA event. After the inference execution, we synchronize this
CUDA event and record the elapsed time on the GPU as our inference latency. We focus mainly on the server
latency to eliminate the impact of network delays. Since we keep all the tested images locally on the hard drive,
we preload all the images (divided into batches) to the memory, in order to minimize the time used to load images.

There exists a trade-off in the selection of the adjustable range of slice rate. The upper bound is 1 (i.e., the
full model), while the lower bound is preferable to be small for a wider range, which allows better adaptation.
However, the lower bound cannot be too small, because a CNN heavily relies on the base structure to correctly
do classifications. Hence, if the slice rate approaches zero, the accuracy may not be acceptable, as discussed in [4].
Based on their results, 0.25 is the best lower bound, which allows the CNN to still have an acceptable accuracy. In
addition, between 1 and 0.25, we choose a step size of 1/8 based on the suggestion in [4], resulting in 7 different
slice rates {1, 0.8750, 0.75, 0.625, 0.5, 0.375, 0.25}. After receiving a new slice rate from the controller, the inference
latency modulator uses it on the next inference job.

The GPU frequency modulator uses the nvidia-smi command and the option of application clock, where the
value entry is a pair of memory clock and graphic clock. To adjust the frequency levels of the GPU, we fix the
memory clock and adjust the graphic clock from 64% (i.e., 562MHz) to 100% (i.e., 875MHz), with an incremental
step of 1.5% (i.e., 25 discrete levels). To minimize the impacts of other system components on power consumption,
we set all the fans to run at their full speed and the CPU in the performance mode, which can be done with the
cpupower frequency-set -g performance command.

5.7 Discussion
OptimML is mainly designed for ML-as-a-Service (MLaaS) data centers, where GPUs and servers are rented to
customers for training and inference processing of their ML application. Such cloud-based applications usually
have ML models that can be handled by a few high-end GPUs. However, OptimML can also be applied to
applications with extremely large ML models (e.g., the Transformer model [46]) or small models (e.g., edge
computing devices). The Transformer models are recently adopted in large language models, such as text and
speech translation and chatBots like ChatGPT [38]. Those models are much larger than the models used in MLaaS.
For example, GPT-3 [3] has 175 billion parameters. Such large-scale ML applications have even more urgent
demands for power capping and SLO guarantees. Hence, OptimML can be applied to those applications with
some extensions to find the best approaches for application-level latency/accuracy adaption. In recent years, ML
has also been extensively applied to edge computing devices [1, 16, 30, 42]. Compared to MLaaS applications,
edge devices commonly have only limited computing and storage resources [36]. OptimML can be applied to edge
devices too, because such devices are commonly powered by batteries and thus also need to limit their power
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consumption. For example, TensorFlow Lite [45] is a library to deploy ML models on edge devices. OptimML can
be used to manage power and latency on edge devices that support TensorFlow Lite.

The length of the control period should be configured by the data center operator based on data sampling
rate. The power meter mentioned in Section 6.1 has a sampling rate of 1Hz, and we set the period to be 5s to
have enough samples to calculate the average power. The power meter has an accuracy of 1.5%, and our testbed
experiments in Section 6 show that the 99th percentile power reading is much less than 2% error range of the
power set point. Thus, it is rare that the power meter leads to some outliers. The data center operator needs
evaluate the power meter and discard the outlier appropriately especially when the sampling rate is higher.

Tail latency can be used to enforce more stringent latency standards. OptimML uses the average latency in each
5s control period as the controller input and this may result in SLO violations of some batches of the inference
workload. Ideally, OptimML can be configured with a much shorter control period (i.e., less than the SLO) to
ensure that each batch of the workload meets the SLO if the sampling rate of the power meter is higher. If a data
center does not have a power meter with a high sampling rate, the operator can add a safety margin to the set
point to ensure that the tail-latency of the ML inference meets the SLO.

When the power-cap value is increased to the amount of an entire center, OptimML can be scaled up at least
by the following three ways: 1) One MIMO controller for one server; 2) One MIMO controller for one server rack;
3) One MIMO controller for the entire data center. For the third solution, the computation and communication
overhead of one MIMO controller is high, because a data center includes thousands of servers, and this can cause
significantly delayed response for both power and latency, resulting in large chances of server shutdown and SLO
violations. This overhead can be smaller if the data center adopts the second solution, which has one controller
for up to dozens of servers. This design can be used when ML inference tasks need to run on multiple servers in
a rack. However, it still has considerable overheads when there are many ML inference tasks running on each
server in the rack. When ML inference tasks only run on single servers (i.e., the target scenario in this paper),
the most scalable solution would be the first one, where every server has one MIMO controller to have joint
control of power and latency. It guarantees the power of that server is within the cap and a smaller chance of
SLO violation.

6 TESTBED SETUP AND BASELINES
In this section, we introduce the hardware testbed and baselines used in our experiments.

6.1 Hardware Testbed
Our experiments are conducted on a system with a Nvidia Tesla®K80 GPU, which has 25 overlocked core
frequencies if the memory is configured to work at 2505MHz. We measure the system power consumption with
a Wattsup PRO power meter, whose power readings are sent to the controller every second through a serial
communication. The OS is Ubuntu 20.04 LTS. We follow the experimental setup in [4] to implement model slicing
using PyTorch 1.8.2 with CUDA 11.2, where we add ML adaptation feature to convolutional layers, normalization
layers and linear layers, which is also mentioned in Section 3. We also evaluate our control framework on
TensorFlow 2.4.0 or MXNet 1.9.1 with similar changes. The neural network used for inference is Resnet50 and
Resnet28 [19], which are widely adopted in image classification jobs and are trained using the CIFAR-10[7]
dataset with 150 epochs and a batch size of 50. The initial learning rate is 0.1, as in [4]. We decrease the learning
rate by 10% at the 75th epoch and at the 113th epoch. The training process ensures the appropriate weights
and connections under different slice rates. This process is also accelerated with a Tesla V100 GPU provided by
Google Colab Pro[8]. We used the source code in [37] to do model slicing.
Metrics. There are several metrics used in our experiments for the comparison between OptimML and the

baselines. The first one is control accuracy, which means how closely a solution can control power and latency
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to their respective set points. Control accuracy is important because violating either the power or latency/SLO
constraint can result in undesired system shutdown or bad customer experiences, respectively, as discussed
before. However, if a solution simply keeps power/latency way below their set points for safety, it is also bad
because doing so may lead to inferior ML inference accuracy, which is our second metric. The reason is that such
a headroom can be exploited to run the system at a higher frequency or with a larger slice rate.

In online image classification, the ML inference accuracy is defined as the percent of images that are correctly
classified in a batch. A small drop in inference accuracy can make a big difference in many ML applications, such
as street object recognition used for autonomous vehicles. Many recent studies have considered their accuracy
improvement of 6% or less a significant contribution [6, 18, 25, 39, 51, 55]. In our experiments, we also find that
raw accuracy value of an open-loop system (without any control) using Resnet50 is 87.09% when the slice rate
is 1. The raw value decreases slightly to 86.95%, 86.52%, 85.92%, 84.16%, 80.98%, and 75.34%, when the slice rate
is reduced to 0.8750, 0.75, 0.625, 0.5, 0.375, 0.25, respectively. That means the maximum possible range is only
11.75%. Hence, we use a metric called the relative accuracy, which is defined as the measured raw accuracy minus
75.34% (i.e., when the slice rate is the smallest) and then divided by the range of 11.75%. For the experiments
using Resnet28, the raw accuracy minuses 86.23% and the result is divided by 4.75%. In the following, we use
relative accuracy in the comparison with the baselines.

6.2 Baseline Designs
We use the baselines below for comparison.

Ad-Hoc: There does not currently exist a solution that controls both power and latency for ML inference.
The state-of-the-art solutions either cap power by adjusting frequency (e.g., [41]) or control inference time with
slice rate (e.g., [4]). Since both of them are based on heuristic for adaptation, we implement them to show the
advantage of control-theoretic designs and call them Ad-Hoc-Power and Ad-Hoc-Latency, respectively. For each of
the two Ad-Hoc solutions, in every control period, it compares the current power/latency value with the desired
set point. If the value is higher than the set point, Ad-Hoc simply lowers the frequency/slice rate by one level
until the new power/latency value becomes lower than the set point, and vice versa. For Ad-Hoc-Power, because
it does not explicitly control latency, it may violate the SLO constraint. One way is to use the smallest slice
rate for the shortest possible latency that ensures safety. However, doing so would result in poor ML inference
accuracy. Hence, we set the slice rate of Ad-Hoc-Power to be the middle value (i.e., 0.625) for a compromise, but
such a setting still could lead to latency violation. Likewise, for Ad-Hoc-Latency, we set its frequency to be the
middle value (i.e., 82%).
SISO: Similar to Ad-Hoc, we design two separate Single-Input-Single-Output (SISO) controllers based on

the control theory, as SISO-Power and SISO-Latency. Compared to Ad-Hoc, SISO solutions can achieve more
accurate power/latency control, as shown later in our experiments. However, because the two SISO controllers are
designed to control either power or latency, they have to set slice rate/frequency to the middle levels (i.e., 0.625
and 82%), as explained for Ad-Hoc. Such middle levels could either result in violations or inferior ML inference
accuracy, as can be seen later in our experiments.

We now briefly introduce how the two SISO controllers are designed. SISO-Power adapts the GPU frequency
to control the server power consumption, while SISO-latency adapts the model slice rate to control the inference
latency. We first need to model the dynamics between the input and the output of the system to design the SISO
controller. We can infer the relationship by system identification, which is collecting output data for every GPU
frequency and every slice rate, respectively. Then, we build a statistical model according to the measured data.
Our results on the testbed show that the models of both controllers are linear, which are shown in Figure 4.
Hence, the design is the same for the two SISO controllers and we just present the design process of SISO-Power
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in the following. The linear system model we have is:

? (: + 1) = ? (:) +�(5 (: + 1) − 5 (:)), (15)

where ? (:) and 5 (:) are the power consumption and GPU frequency of the system in the :Cℎ control period. �
is the slope of the system model. Based on the linear model, we can design a proportional (P) controller, whose

Z-transform is � (I) = 1
�
. We do not choose a more complex PID (Proportional-Integral-Derivative) controller

because of two reasons: 1) The first-order delta-sigma modulator mentioned in Section 4 already has the integral
function to smooth the controlled power and latency. 2) The derivative term may amplify the noise in server
power and ML inference latency. In the time domain, the GPU frequency in the next control period can be
calculated as:

5 (: + 1) = 5 (:) + 1
�
(%B − ? (: + 1)) (16)

where %B is the desired power set point.
When the system model (15) is accurate, this P controller is proven to be stable with a zero steady-state error.

However, as discussed before, the real system model can be different due to workload/hardware variations. As
shown in Figure 4, a real system model is also linear but with a different slope. Without loss of generality, we
model the real system as:

? (: + 1) = ? (:) + 61�(5 (: + 1) − 5 (:)), (17)
where 61 is the system gain used to model the variation between the real system model (17) and the nominal
model (15). The closed-loop transfer functions for the real system is:

% (I)
%BI/(I − 1) =

61

I − (1 − 61)
(18)

We now analyze the stability and steady-state errors when the real system model differs from the nominal model.
Based on the transfer function in (18), the system is stable if and only if the pole is within the unit circle, namely,
|1 − 61 | < 1. Hence, the real system is guaranteed to be stable as long as the model variation is within the range:
0 < 61 < 2. We can then derive the steady-state error with

lim
I→1

(I − 1)% (I) = lim
I→1

(61
I

I − (1 − 61)
)%B = %B , (19)

Hence, the system is guaranteed to converge to the set point if the system is stable, despite any model variation.
For the settling time of the P controller, we can use MATLAB to analyze its settling time. Our result shows that
power can settle to the set point within 5 periods even in the worst case.
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Fig. 4. Both power and latency have a linear model, even when the system settings are different.

P5+P25: We then design a coordinated controller that controls both power and latency. Specifically, it is
implemented by running both the two SISO controllers introduced above. However, as discussed before, there
exists some mutual interference (i.e., coupling) between the two control loops, because GPU frequency affects
latency while slice rate has impacts on power consumption. Hence, P5+P25 is designed to follow the design
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methodology in [53] to run SISO-Latency in a longer control period, i.e., 25s, because our analysis shows that
SISO-Power (whose control period is 5s) has a settling time of 5 control periods. With this coordinated design,
SISO-Power can stabilize within one period of SISO-Latency, such that the coordinated controller can achieve the
global stability under the nominal model setting. However, this coordinated design still violates the SLO under
bursty inference workloads. We will show such a sophisticated design is still inferior to the MIMO control design
of OptimML, which explicitly models the mutual interference.

7 EVALUATION RESULTS
We first present the typical results of OptimML and the baselines. We then compare OptimML controller with
baselines in terms of control accuracy under different set points. We then test the impacts on ML inference
accuracy.

7.1 Typical Runs of OptimML and Baselines
For this set of experiments, we test OptimML and the baselines in a typical scenario for data center servers. We
fix the controller gain in these experiments. Initially, system power and latency are to be controlled to their
respective set points of 215W and 25ms. In the middle of the run, in the 70th control period, we emulate a
workload change by increasing the batch size from 50 images to 70. This can often occur when inference requests
are received from a different ML application. In the 130th control period, we change the batch size back to 50 to
stress test all the solutions.

Ad-Hoc:We first evaluate the two Ad-Hoc controllers, which are similar to those solutions used in the industry.
Again, Ad-Hoc simply raises or lowers GPU frequency or slice rate by one level, depending on whether the
measured power or latency is lower or higher than the set point. Figure 5a shows a typical run of Ad-Hoc-Power.
We can see that Ad-Hoc-Power takes multiple control periods to raise power above the set point by increasing
the GPU frequency, one level at a time. Afterwards, it lowers the frequency such that power drops below the
set point. Then, it oscillates between the two adjacent frequency levels and has an average power value that
is higher than the set point, which violates the required power constraint and could trip the circuit breaker
and cause undesired shutdown. When the workload changes in the 70th period and causes a high power spike,
Ad-Hoc-Power responds by lowering the GPU frequency to get power close to the set point again. Because
Ad-Hoc-Power does not control latency, so it uses the middle slice rate (i.e., 0.625) by default, as explained before.
As a result, its latency is initially lower than the set point, but increases with the workload and then violates the
set point, as shown in Figure 5a. This demonstrates that latency should be controlled together with power.

To avoid power violation, we can add a safety margin to Ad-Hoc-Power, such that even the highest power
consumption stays just below the constraint for a particular workload. Figure 5b shows the results of this
Safe Ad-Hoc-Power, where its highest power value (before the workload change) is just slightly below 215W.
However, this safety margin slightly increases the latency, because lower frequencies are used. The latency of
Safe Ad-Hoc-Power stays below the set point initially, but violates the set point by a large gap when the workload
increases in the middle of the run. Because the original Ad-Hoc-Power causes power violation (even before any
workload change) and so cannot be used in practice, in the rest of the paper, we will test Safe Ad-Hoc-Power
instead. However, Safe Ad-Hoc-Power also has two problems: 1) it can violate the latency constraint sometimes
due to its open-loop nature, and 2) though it can meet the power constraint, its large headroom would result in a
poor ML inference accuracy (as shown in a later section), because the GPU frequency is set too low unnecessarily
due to the safety margin.

Similarly, Figure 5c shows that Ad-Hoc-Latency also oscillates between two adjacent slice rates because the
set point is between their latency values. Consequently, it has an average latency above the set point. Because
Ad-Hoc-Latency does not control power, the middle GPU frequency is used by default, which causes power
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(a) Ad-Hoc-Power.
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(b) Safe Ad-Hoc-Power.
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(c) Ad-Hoc-Latency.

0 100 200
Control Period

18
0

20
0

22
0

Po
w

er
 (W

)

10
20

30
40

La
te

nc
y 

(m
s)

0 100 200
Control Period

80
90

10
0

11
0

Fr
eq

ue
nc

y 
(%)

0
0.

5
1

Sl
ic

e 
R

at
ePowerLatency

Power Set Point
Latency Set Point

Frequency
Slice Rate

(d) Safe Ad-Hoc-Latency.

Fig. 5. Typical runs of the two Ad-Hoc controllers and their improved variants.
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(a) SISO-Power.
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(b) SISO-Latency.

Fig. 6. Typical runs of the two SISO controllers. Compared to Ad-Hoc, SISO has much better control accuracy due to its
control-theoretic design.

violation, which shows that it is always hard to find a constant GPU frequency that can meet the power constraint.
An improved Safe Ad-Hoc-Latency with a safety margin (for latency) can ensure both latency and power stay
below the set points all the time by using smaller slice rates, as shown in Figure 5d, but might also result in a
poor ML inference accuracy.

SISO: We now test the two SISO controllers that are designed based on control theory. Figure 6a shows that
the system power under SISO-Power can precisely converge to the set point without much oscillation, which
clearly demonstrates the advantage of control-theoretic designs that can produce a fractional frequency level
based on its model, instead of having to switch between two adjacent levels. Because SISO-Power does not control
latency, we use the middle slice rate, which results in latency violation when the workload increases in the 70th
period, just like Ad-Hoc. It is commonly difficult to select a single constant slice rate that always leads to a latency
just below the set point, due to the system diversity and time-varying working conditions. This is one of the
motivations for feedback-based designs. Figure 6b shows similar results for SISO-Latency.

P5+P25: As introduced before, P5+P25 coordinates the two SISO control loops by running SISO-Latency with
a control period of 25s, 5 times that of SISO-Power. As a result, we can see from Figure 7a that both power and
latency can be controlled to their respective set points. This is in sharp contrast to Ad-Hoc and SISO that can only
control one of the two variables. However, as discussed before, a control period of 25s is too long for a timely
response that brings latency to the desired set point both initially and when the workload changes, which is
detrimental to ML inference with stringent latency requirements. Hence, it is highly desirable to have a MIMO
controller that can control both power and latency in a timely manner without causing much mutual interference.

ACM Trans. Autonom. Adapt. Syst.

 



OptimML: Joint Control of Inference Latency and Server Power Consumption for ML Performance Optimization • 17

0 100 200
Control Period

18
0

20
0

22
0

Po
w

er
 (W

)

10
20

30
40

50
La

te
nc

y 
(m

s)

0 100 200
Control Period

70
80

90
10

01
10

Fr
eq

ue
nc

y 
(%

)

0
0.

5
1

Sl
ic

e 
R

at
ePower

Latency

Power Set Point
Latency Set Point Frequency

Slice Rate

(a) P5+P25.
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Fig. 7. Typical runs of P5+P25 and OptimML
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Fig. 8. Comparison under different power and latency set points. OptimML has the best control accuracy with the smallest
standard deviations.

OptimML: A key advantage of OptimML is its MIMO control design based on the LQR control theory. Hence,
it is capable of handing the coupling (i.e., mutual interference) between power and latency and control both
in the same control period of 5s. Figure 7b shows a typical run of OptimML. We can see that both power and
latency can settle within 3 control periods under OptimML, which is faster than all the baselines. In addition,
OptimML has the smallest oscillation among all the solutions despite any workload changes and thus a high
control accuracy. For example, OptimML temporarily violates the power set point in only two control periods due
to the workload increase in the 70th period, while Ad-Hoc-Power constantly violates the power set point in 68
periods, if we consider a 1% tolerance range around the set point. This better control accuracy can be translated
to better ML inference accuracy, as to be discussed in Section 7.3.

7.2 Control Accuracy under Different Set Points
In this set of experiments, we test OptimML and the baselines under different power and latency set points to see
how accurate their control can be. As discussed before, accurately controlling power/latency can result in better
resource utilization and thus better ML inference accuracy. To avoid the impacts of any transient states at the
beginning of each run as shown in the last subsection, we calculate the average power/latency and their standard
deviation (as error bars) after the system enters the steady state (i.e., the last 90 control periods out of each run
of 100 periods in total). We first test different power set points from 180W to 260W with an interval of 10W,
while having the latency set point fixed at a typical value of 20ms. Ad-Hoc-Power is excluded from comparison
because it can cause power violation, as explained before. Figure 8a shows that Safe Ad-Hoc-Power has the worst
control accuracy, because it has a safety margin that ensures its highest power value stays below the set point
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Fig. 9. ML Inference accuracy for OptimML and baselines. OptimML is the fastest to achieve a high accuracy of 95%.

when it just switches between two adjacent GPU frequency levels. Unfortunately, though such a margin ensures
safety, it also often leads to unnecessarily lower GPU frequency and thus worse ML inference accuracy. Safe
Ad-Hoc-Power also has the largest oscillation and so largest deviation. SISO-Power has better control accuracy
than Safe Ad-Hoc-Power due to its control-theoretic design. However, it violates the power constraint when the
set point is 190W, because SISO-Power relies only on GPU frequency (without slice rate) to adapt power, so it has
a smaller adaptation range than OptimML and P5+P25, which adapt both frequency and slice rate.

Both OptimML and P5+P25 can accurately converge to almost all the desired set points, except the two border
cases (i.e., 180W and 260W), where all the controllers fail. This is because the two set points are out of the
adaptation range for all the controllers. For example, OptimML has set the GPU frequency and slice rate to their
minimum (i.e., 562MHz and 0.25) when the set point is 180W, but the real power consumption is still around
183W. In practice, it is infeasible to have such a low/high power constraint. OptimML still manages to have the
smallest distances from the set point even for those border cases. P5+P25 has the second best control accuracy
but its deviations are much greater than those of OptimML.

We then test different latency set points from 10ms to 35ms with an interval of 5ms, while having the power
set point fixed at a typical value of 215W. Similar to the results under different power set points, Figure 8b shows
that Safe Ad-Hoc-Latency has the worst control accuracy due to its safety margin, which leads to unnecessarily
lower slice rates and thus a poor ML inference accuracy. SISO-Latency has a limited adaptation range and so
cannot settle to 30ms. OptimML and P5+P25 can accurately converge to almost all the desired set points due to
their larger adaptation range, except the two border cases (i.e., 10ms and 35ms) that are out of the range. The
control accuracy of P5+P25 is slightly worse than that of OptimML. So, we compare OptimML against P5+P25 in
more detail in the next subsection.

7.3 Detailed Comparison with P5+P25
Because OptimML and P5+P25 perform similarly well, we now examine them in more detail. As introduced before,
P5+P25 is designed by coordinating two SISO controller based on control theory, so it has all the advantages
of control-theoretic designs. OptimML is designed based on MIMO control theory so it can better handle the
coupling (i.e., mutual interference) between power and latency. A key disadvantage of P5+P25 is that it runs
the latency SISO control loop 5 times slower than the power loop, in order to achieve global stability, which
can result in slower response to latency violation. Now, we show that such a violation could lead to worse ML
inference accuracy during a transient state (i.e., before the controllers converge to the set points).

We test a scenario with the power and latency set points at 215W and 25ms, respectively. The initial GPU
frequency and slice rate are set to the lowest levels, in order to highlight the differences in the transient state.
Figure 9 shows that OptimML quickly converges to the desired set points within two control periods. As a result,
it immediately achieves a high ML inference accuracy at 95%. In contrast, because P5+P25 needs to run the
latency control loop 5 times slower than the power loop, it has a low accuracy of 0.4302% in the first five periods
before taking three more periods to ramp up to 95%. Note again that P5+P25 cannot run the latency loop faster
than the power control, because violating power constraint is more dangerous. For comparison, we also test Safe
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Fig. 10. ML Inference accuracy in the transient state. OptimML has the highest accuracy.
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Fig. 11. ML inference accuracy of OptimML and the baselines in the steady state.

Ad-Hoc-Latency that oscillates between two slice rates and achieves an accuracy of 82% due to its safety margin.
One might argue that transient states are short and have small impacts. However, a real system can frequently
enter a transient state whenever the working conditions (e.g., workload, set points) change considerably, so the
transient-state performance is important too.

We now test OptimML and P5+P25 under different latency and power set points. Figure 10a shows the results
when the latency set point increases from 10ms to 35ms with the power set point fixed at 215W. We focus on the
transient states by presenting the average accuracy during the first 10 control periods. We can see that OptimML
achieves the highest ML inference accuracy in all the cases. Its accuracy increases rapidly from 10ms to 25ms, but
stays the same from 30ms to 35ms. That is because all the controllers cannot settle to 35ms, as shown earlier
in Figure 8b. Figure 10b shows the results when the power set point increases from 180W to 260W with the
latency set point fixed at 20ms. Similarly, OptimML has a much higher accuracy than P5+P25 because of its faster
convergence. We do not include Safe Ad-Hoc-Power here because it does not adapt slice rate and so has no effect
on ML inference accuracy.

7.4 Comparison of ML Inference Accuracy
After testing the ML inference accuracy in the transient states, we now evaluate OptimML and the baselines
in terms of their accuracy in the steady states (i.e., the last 90 periods of each 100-period run). We first fix the
power set point at 215W and test different latency set points from 15ms to 35ms. Figure 11a shows that Safe
Ad-Hoc-Latency has the worst accuracy due to its safety margin. At 15ms set point, SISO-Latency has a lower
accuracy than OptimML and P5+P25 because it relies only on slice rate to reduce latency, while the other two can
reduce the GPU frequency as well, which has smaller impacts than slice rate on inference accuracy. As discussed
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Fig. 12. Online Model Switching has much less oscillation of power and latency than the Original OptimML after the
workload change in the 50th control period.

before, P5+P25 performs worse than OptimML in the transient state, resulting in its slightly lower accuracy.
Figure 11b shows similar results when the power set point increases from 180W to 260W, with the latency set
point fixed at 20ms. We do not include Ad-Hoc-Power and SISO-Power here because they do not adapt slice rate
and thus have no impact on accuracy. OptimML has a higher accuracy than P5+P25 in all cases except the border
case of 180W, where both controllers cannot settle to 180W as discussed in Section 7.2. Although it seems that
P5+P25 has a higher accuracy than OptimML at 180W, this is actually caused by P5+P25 having a worse control
accuracy and so violating the 180W set point more than OptimML, as clearly shown in Figure 8b.

7.5 Adaptive Control with Online Model Switching and Estimation
In all the previous experiments, OptimML has used the same control parameters designed based on the nominal
system model (3). As discussed in Section 5.5, in a cloud computing data center, a GPU server may host several ML
applications that have different system models, such as face recognition and speech-to-text conversion. Therefore,
when the operator observes an application change at runtime, online model switching can be adopted to achieve
better control performance. For a GPU server with unknown application changes, an online model estimator can
be used to automatically adjust the control parameters based on the measured server power consumption and
inference latency.
Online Model Switching. We first test model switching by focusing on a typical scenario where the ML

workload is changed from Resnet50 to Resnet28 in the middle of the run. The power set point is set to 215W
and the latency limit is 30ms. The original OptimML uses the same control parameter F derived for Resnet50
throughout the entire 100 control periods. With online model switching, after observing the workload change,
we dynamically switch the control parameter to the one designed for the new workload Resnet28 in the 50th
control period. Figure 12 shows that online model switching results in much smaller oscillation than the original
OptimML. In ML applications, it is always preferable to have smaller latency oscillation. For example, even
though the average latency is controlled to meet the SLO, higher latency spikes can indicate some customers
have experienced longer response time. For power capping, a high spike can have a higher chance of causing the
circuit breaker to trip for outages.

We now examine the impact of adaptive control on ML inference accuracy. Because adaptive control is designed
to achieve better control performance when the controlled variable deviates from the set point due to system
model variation, the main difference between an adaptive controller and the original controller is the transient
state when the controlled variable settles back to the set point. Hence, we compare their inference accuracy
during such transient states (from the 50th to the 60th control period) when the system model is changed from
Resnet50 to Resnet28 in the 50th control period. We first measure the average accuracy of the original OptimML
and the one with online model switching, when the power set point increases from 170W to 260W with a step
size of 10W and the latency set point is fixed at 20ms. Figure 13a shows that the inference accuracy is up to
33.85% higher with online model switching. Note that OptimML seems to have higher accuracy when the power
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Fig. 13. Inference accuracy comparison between the original OptimML and Online Model Switching during transient states.

set point is 170W and 180W, because the original controller saturates at values higher than the set points and
violates both the power and latency limitations. The result in Figure 13b shows that the inference accuracy is up
to 52.97% higher with online model switching, when the latency set point increases from 10ms to 35ms with a
step size of 5ms. This set of experiments demonstrate that online model switching can help achieve better control
performance and inference accuracy if the application models are known ahead of time.
Online Model Estimator. When the ML application model can change unexpectedly at runtime, an online

model estimator can be used to dynamically adjust the controller parameters based on the measured power and
latency values. In this experiment, we examine the online model estimator by focusing on a typical scenario
where we use the original OptimML controller that is designed based on the model of Resnet50 to control a
different workload, Resnet28. If we know the real workload is Resnet28, online model switching could have been
used like before. But here we assume we do not have such knowledge of the workload and so have to use online
model estimator for adaptive control.
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Fig. 14. Online model estimator can help achieve better control performance even when the system model differs significantly
from estimation

Figure 14 shows that the original OptimML has large oscillations, though the average power and latency have
been successfully controlled to the set points, i.e., 220W and 50ms. Although OptimML has a zero steady-state
error, the high spikes are generally undesirable as discussed before. For example, in the 50th period, the power
peak is 8.63W higher than the set point, which could trip the circuit breaker if the set point is set to be exactly
the breaker capacity. The standard deviation of the measured power values is 4.93W after the 10th period. For
latency, high spikes indicate long response time for some customers. The standard deviation of latency is 38.56ms.
We then enable the online model estimator and rerun the experiments with the same initial parameter values in
the OptimML system model. Figure 14 shows that the estimator can quickly correct the system model at runtime
in just several control periods from the beginning. As a result, OptimML (with estimator) performs as well as
before when the system model is accurate, with a standard deviation of only 1.27W and 1ms. This experiment
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demonstrates that the online model estimator is important to the OptimML LQR controller, especially 1) when
the workload is unknown or could vary significantly at runtime and 2) when the controller is used to control
GPUs with different processing capacities.

7.6 Effectiveness of OptimML on TensorFlow and MXNet
All the previous experiments so far are conducted with the widely adopted ML framework, PyTorch. Since there
are some other major ML frameworks such as TensorFlow from Google and MXNet from Apache. In this section,
we evaluate OptimML on the TensorFlow and MXNet frameworks to show OptimML does not depend on a
particular ML framework. We test the original OptimML that is designed based on PyTorch here, because the
previous section already demonstrates the advantage of adaptive control.
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Fig. 15. Typical runs of OptimML on TensorFlow. Both power and latency are successfully controlled to their set points.
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Fig. 16. ML inference accuracy of OptimML on TensorFlow in the steady state.

TensorFlow. We first test OptimML on Tensorflow, which can be used for various ML/AI applications,
particularly for training and inference of deep neural networks (DNNs). In this set of experiments, the ML
workload is still Resnet50 with an image batch size of 250. The power set point is set to 220W.The latency set point
is at 100ms. We run the experiments for 50 control periods. Figure 15 shows that both power and latency still settle
to their respective set points within 5 control periods even if we run OptimML on TensorFlow. This is important
because a data center operator can use OptimML to ensure power safety and SLO guarantees without having to
rely on a certain ML framework. Then, we evaluate OptimML under different power and latency set points to
examine how the inference accuracy varies when running on TensorFlow. We first fix the power set point at
200W and change the latency set point from 90ms to 150ms. To exclude transient stages, the inference accuracy
is measured as the averaged number in the last 30 periods over the 40-period run. Figure 16a shows that the slice
rate increases and so the inference accuracy increases when the latency limit is relaxed. We then fix the latency
set point at 80ms and change the power set point from 190W to 250W to test OptimML on TensorFlow. Figure
16b shows that the inference accuracy increases when the GPU server gets more power to use because the slice
rate becomes higher. Those results are consistent with previous experimental results on PyTorch and demonstrate
that OptimML can achieve the best inference accuracy under the desired power and latency limitations.
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Fig. 17. Typical runs of OptimML on MXNet. Both power and latency are successfully controlled to their set points.
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Fig. 18. ML inference accuracy of OptimML on MXNet in the steady state.

MXNet is an ML framework that is designed by Apache mainly for the considerations of efficiency and
flexibility. We now test OptimML on MXNet. In our experiments, the image batch size is 100. The set points for
power and latency are 220W and 150ms, respectively. Figure 17 shows that both power and latency are promptly
controlled to their respective set points. We then examine the inference accuracy by varying the power set points
and latency set points within the same ranges used by TensorFlow above. When we test different power set
points, the latency set point is fixed at 120ms. Similarly, the power set point is fixed at 200W when we test
different latency set points. Figures 18a and 18b show that when the set point increases, the SLO and power
limitations are more relaxed, respectively, so the inference accuracy improves as expected. To summarize this set
of experiments, OptimML does not rely on a specific ML framework. For all the three tested ML frameworks,
PyTorch, TensorFlow, and MXNet, OptimML performs consistently to meet both the power limitation and SLO,
while achieving the highest ML inference accuracy.

8 CONCLUSION
Data center servers must enforce power capping to prevent power overload or overheating and to enable safe
power oversubscription. In the meantime, they have to meet stringent SLO requirements such as the latency
constraints of their ML applications. In this paper, we have presented OptimML, a MIMO control framework
that jointly controls both inference latency and server power by flexibly adjusting ML model slice rate and GPU
frequency. Our extensive results on a hardware testbed with widely adopted ML framework (including PyTorch,
TensorFlow, and MXNet) and ML model ResNet show that OptimML can have better control accuracy than both
the state-of-the-art baselines (Ad-Hoc and SISO) and a well-designed MIMO control solution (P5+P25), due to
its MIMO control-theoretic designs. Furthermore, an adaptive control scheme with online model switching and
estimation is designed to achieve analytic assurance of control accuracy and system stability, even in the face of
significant workload/hardware variations. As a result, OptimML can achieve the best ML inference accuracy for
popular ML applications under the same power and latency constraints.
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