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ABSTRACT
Rationale: The isotopic composition of dissolved dinitrogen gas (δ15N-N2) in water can offer a powerful constraint on the sources 
and pathways of nitrogen cycling in aquatic systems. However, because of the large presence of atmosphere-derived dissolved N2 
in these systems, high-precision (on the order of 0.001‰) measurements of N2 isotopes paired with inert gas measurements are 
required to disentangle atmospheric and biogeochemical signals. Additionally, the solubility equilibrium isotope fractionation of 
N2 and its temperature and salinity dependence are underconstrained at this level of precision.
Methods: We introduce a new technique for sample collection, processing, and dynamic dual-inlet mass spectrometry allowing 
for high-precision measurement of δ15N-N2 and δ(N2/Ar) with simultaneous measurement of δ(40Ar/36Ar) and δ(Kr/N2) in water. 
We evaluate the reproducibility of this technique and employ it to redetermine the solubility equilibrium isotope effects for dis-
solved N2 across a range of temperatures and salinities.
Results: Our technique achieves measurement reproducibility (1σ) for δ15N-N2 (0.006‰) and δ(N2/Ar) (0.41‰) suitable for trac-
ing biogeochemical nitrogen cycling in aquatic environments. Through a series of air–water equilibration experiments, we find 
a N2 solubility equilibrium isotope effect (ε = α/1000 − 1, where α = (29N2/28N2)dissolved/(29N2/28N2)gas) in water of ε(‰) = 0.753 − 
0.004•T where T is the temperature (°C), with uncertainties on the order of 0.001‰ over the temperature range of ~2°C–23°C and 
salinity range of ~0–30 psu. We find no apparent dependence of ε on salinity.
Conclusions: Our new method allows for high-precision measurements of the isotopic composition of dissolved N2 and Ar, and 
dissolved N2/Ar and Kr/N2 ratios, within the same sample. Pairing measurements of N2 with inert gases facilitates the quantifi-
cation of excess N2 from biogeochemical sources and its isotopic composition. This method allows for a wide range of applications 
in marine, coastal, and freshwater environments to characterize and quantitatively constrain potential nitrogen-cycling sources 
and pathways and to differentiate between physical and biological isotope signals in these systems.

1   |   Introduction

The isotopic composition of nitrogen species in aquatic systems 
provides insight into nitrogen-cycling pathways, processes, 

and sources. While isotopic measurements of fixed nitrogen 
and N2O are commonly used to constrain biogeochemical cy-
cling, measurements of dissolved N2 isotope ratios are rare, 
despite the potential value offered in closing the isotopic 
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budget of nitrogen in aquatic systems. The dissolved N2 iso-
tope ratio refers to δ15N-N2, which is the deviation of dissolved 
29N2/28N2 from the atmospheric ratio. In the ocean and ma-
rine sediments, the nitrogen (15N/14N) and oxygen (18O/16O) 
isotope ratios of nitrate are measured routinely to constrain 
the magnitude and rates of nitrogen-transforming processes 
like nitrification and denitrification [1–3]. Natural nitrogen 
and oxygen isotopes of nitrous oxide, a potent greenhouse gas, 
are also measured in marine and terrestrial systems, offering 
insight into its production and consumption pathways [4, 5]. 
Measurements of δ15N-N2 in the ocean are much less common, 
owing to small signal-to-noise ratios, and thus have primarily 
been concentrated in oxygen-poor regions of the ocean exhib-
iting maximal biogeochemical N2 generation via denitrifica-
tion [6–12].

δ15N-N2 is more often measured, for example, in rocks where 
sample sizes are small (on the order of 5–100 μcm3

STP N2/g 
[3]), but signals are large (‰ scale) in order to understand 
the mantle or surface origin of nitrogen [13]. Measurements 
of δ15N-N2 are also common in ice core air bubbles [14, 15], 
where signals exist at the 0.1‰ scale because of gravitational 
settling and thermal diffusion. In marine settings, however, 
detection of meaningful biogeochemical signals requires pre-
cision in δ15N-N2 well below the order-1‰ scale due to the 
large contribution of dissolved N2 inherited from atmosphere–
ocean gas exchange. As an example, if all the available nitrate 
(the dominant form of fixed nitrogen in the ocean) from an 
average parcel of deep ocean water (nitrate concentration of 
~30 μmol/kg) were converted to dissolved N2 via denitrifica-
tion, the resultant ~15 μmol/kg of biogenic N2 would represent 
only ~2.5% of the background atmosphere-derived N2 in 2°C 
and 35 psu seawater at solubility equilibrium with the atmo-
sphere (~593 μmol/kg16). As a result, if the δ15N of biogenic 
N2 deviates from the atmosphere at the scale of 10‰ because 
of a combination of source signals and fractionation mecha-
nisms, the net effect on the total δ15N-N2 in seawater would 
only be 2.5% of this magnitude (i.e., on the order of ~0.1‰). 
Conversion of fixed nitrogen to N2 is effectively complete 
in oxygen minimum zones, but it is thought that excess N2 
from denitrification occurring in particles or sediments may 
be present throughout a much wider range of the ocean inte-
rior [17, 18]. However, with biogenic N2 representing an even 
smaller fraction of total N2 in regions of the ocean where fixed 
nitrogen removal is incomplete, biogeochemical δ15N-N2 sig-
nals are suspected to exist at the order-0.01‰ scale, requiring 
a technique with an analytical uncertainty that is an order of 
magnitude smaller.

Over the past several decades, advances have been made in the 
detection of excess N2 from benthic [8, 18, 19] and water column 
[20, 21] denitrification. The amount of this excess has been deter-
mined in these environments by measuring the ratio of nitrogen 
to argon, N2/Ar. Measuring this ratio instead of the abundance 
of N2 alone largely removes the effects of physical fractionation 
due to atmospheric pressure changes at the air–sea interface 
and cooling during water mass formation of each element, but 
the ratio is still impacted by air injection at the ocean's surface 
and in situ N2 generation by denitrification [18]. Here, we intro-
duce a new method that builds on the N2/Ar technique by add-
ing high-precision measurements of δ15N-N2 and low-precision 

measurements of Ar isotopes and the Kr/N2 ratio to better distin-
guish physical signals (affecting both noble gases and N2) from 
biogeochemical signals (only affecting N2). Our method follows 
other recent techniques for measurement of δ15N-N2 in seawater 
that have achieved a 1-σ precision of 0.02‰ [10] and 0.01‰ [8], 
building on these efforts by using a dynamic dual-inlet isotope-
ratio mass spectrometer, a hot copper oven to remove oxygen and 
eliminate associated matrix effects [22, 23], and silica gel beads 
to trap target gases [24], improving precision to the order-0.001‰ 
level and eliminating the need for cryogenics or liquid helium for 
gas processing and transfer. This method is the first to measure 
δ15N-N2 with a bulk gas sample using viscous dual-inlet mass 
spectrometry while removing O2, which we believe contributed 
to our unprecedented precision for these measurements in water.

The capacity to detect small biogeochemical δ15N-N2 signals in 
water demands a need to refine our understanding of N2 isoto-
pic solubility fractionation (i.e., differences in the solubilities 
of 29N2 and 28N2). That is, the δ15N-N2 of water deviates from 
air (δ15N-N2 = 0, by definition) because of isotopic solubility dif-
ferences, and this effect must be known at the order-0.001‰ 
level for robust quantification of biogeochemical signals. The 
first experiments to determine the solubility fractionation of 
N2 achieved a precision on the scale of 0.1‰ [25]. Two later ef-
forts to constrain the solubility fractionation achieved improved 
precision of 0.03‰ [26] and 0.02‰ [27], but a comprehensive 
study at the order-0.001‰ level carried out over a wide range of 
temperature and salinity remains lacking. In this study, we em-
ployed our new method and performed air–water gas exchange 
experiments to measure the isotopic solubility fractionation of 
N2 as a function of temperature and salinity between ~2°C and 
~23°C and between ~0 and ~30 psu, respectively. We present an 
updated N2 isotope solubility fractionation estimate and discuss 
its temperature and salinity dependences in the context of re-
cent work to also constrain solubility equilibrium isotope effects 
(SEIEs) for other gases in water [28–30].

2   |   Overview of Analytical Approach

Here, we describe a novel technique for analysis of δ15N-N2, 
δ(N2/Ar), δ(40Ar/36Ar), and δ(Kr/N2) in air and water samples. 
While the sample collection and dissolved gas extraction meth-
ods differ between air and water samples (Section 2.1), gas pro-
cessing using the vacuum purification line (Section  2.2) and 
mass spectrometry analysis (Section  2.3) are identical for all 
types of samples. The broad concept underlying this approach 
is that all samples (air or water) are analyzed via dynamic dual-
inlet isotope-ratio mass spectrometry (IRMS) against a common 
internal reference gas with a water-like (solubility equilibrium) 
gas composition. By routinely measuring samples of unfrac-
tionated atmospheric air, we normalize all measurements to a 
common external standard: the atmosphere. Formally, for any 
isotopic or elemental ratio (R; e.g., 29N2/28N2 or N2/Ar) that is 
measured, the deviation (δ) of R from the atmosphere is defined 
as follows:

(1)δ (vs. air) =
Rsmp

Rair
− 1 =

⎛⎜⎜⎜⎝

�
Rsmp

Rref

�
�
Rair
Rref

� − 1

⎞⎟⎟⎟⎠
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where the subscripts smp, ref, and air refer to sample, internal 
reference, and air, respectively. In this study, we report δ in per 
mil (‰). In the following subsections, we describe the proto-
cols for sample collection, processing and transfer, and IRMS 
analysis.

2.1   |   Sample Collection: Air and Water

For water samples, our method implements the dissolved gas 
sampling technique of Emerson et al. [31] to allow for equilibra-
tion of dissolved gases with an evacuated headspace that is sub-
sequently processed and analyzed identically to an air sample. 
Approximately 300 mL of sample water is collected in an evacu-
ated 500-mL glass flask by continuously flowing water through 
thin tubing that is inserted in the neck of the flask, which is 
filled with this flowing water throughout sampling. The valve is 
slowly opened to carefully allow water to enter without contam-
ination by ambient air. The neck of the flask is filled with CO2 
and capped before and after sampling (Louwers–Hapert double 
O-ring valves) to minimize leakage of atmospheric air. After col-
lection, sampling flasks spend a minimum of 24 h on a shaker 
table (Innova 2000 Platform Shaker, 100 rpm) to reach equili-
bration between the headspace and water at the recorded room 
temperature. Samples are subsequently inverted and drained 
into a vacuum chamber, leaving a small amount of water in the 
flask (~1 mL) to prevent loss of headspace air [31]. Small correc-
tions needed to account for the fractionation of the equilibrated 
headspace gas relative to the original dissolved gas composition 
follow Ng et al. [32] and are described in Data S1.

Air samples (n = 63) were collected routinely in Woods Hole, 
Massachusetts, by flushing a two-necked, flow-through, 2-L 
glass flask (Louwers–Hapert double O-ring valves) for at least 
10 min with outside air that has passed through a humidifier 
(to achieve 100% relative humidity) using a bellows pump at a 
flow rate of ~4 L min−1. Aliquots were then taken for sampling 
(~4 mL) by opening the flask to a fixed volume on the vacuum 
purification line after attaching the flask, pumping down the 
connection, and leak checking. An ultimate gas sample size 
on the order of 1 mL (whether air or dissolved gas) is needed 
to maintain balanced, viscous flow (> 20 mbar pressure) in 
the dual inlet of the mass spectrometer without the need for an 
added carrier gas.

In this study, we evaluate our analytical technique using a set 
of air–water equilibration samples (n = 35) collected for the pur-
pose of determining the SEIEs of N2 in water. The freshwater 
samples in this study were collected using the air-equilibrated 
water chamber described in Jenkins et al. [33]: a temperature-
controlled setup containing a glass chamber (4.75-L sample vol-
ume; filled approximately 3.5 L with deionized water collected 
from a Milli-Q system), a humidifier through which outside air 
flows before flowing through the system's headspace, and tem-
perature and pressure probes. A magnetic stir bar in the bottom 
of the glass chamber was set to rotate at a rate of 600 rpm, al-
lowing for mixing without introduction of bubbles. The rate of 
outside air flowing through the humidifier and headspace of the 
system was ~20 mL min−1, resulting in a flushing of the head-
space approximately every 60 min. The water equilibrated with 
this setup for a minimum of 72 h before sampling. Saltwater 

samples were collected in an equilibration chamber (14-L sam-
ple volume; filled with approximately 10 L of UV-sterilized sea-
water) at room temperature. The chamber headspace was first 
flushed with outside air continuously for 24 h, then closed off 
and allowed to equilibrate (as a closed system) for at least 3 days 
while stirring with a magnetic stir bar (at ~400 rpm) before col-
lecting samples. Two separate batches of saltwater equilibration 
experiments were carried out.

2.2   |   Gas Processing and Transfer

Gas samples—either air or headspace gases of drained water sam-
ples—were processed on a custom vacuum system (Figure 1) in 
the Seltzer Laboratory at Woods Hole Oceanographic Institution 
(WHOI). The aim of sample processing is (i) to isolate target 
gases (N2, Ar, and Kr) in a sample by removing any potentially 
interfering gases (O2, CO2, and water vapor) during mass spec-
trometry and (ii) to quantitatively transfer these target gases 
into a dual-valve dip tube that is subsequently removed and 
connected to an IRMS for measurement (Section 2.3). Our tech-
nique uses a hot furnace (~500°C) filled with copper turnings 
for quantitative removal of O2, similar to previously described 
methods [22, 23]. Removal of O2 is critical because interaction 
between N2 and O2 in the IRMS ion source leads to an appar-
ent bias (i.e., “matrix effect” [15, 24, 34]) in δ15N-N2 that scales 
with the amount of oxygen in the sample, with a sensitivity on 
the order of 0.0001‰ (for δ15N-N2) per 1‰ change in the O2/
N2 ratio (see Figure S2, which shows the results of an experi-
ment in which O2 is progressively added to a reference gas to 
assess the bias in δ15N-N2). Because the method is designed in-
tentionally to robustly measure δ15N-N2 in air and water, and 
the solubility equilibrium ratio of O2/N2 is roughly twice that of 
air [16] (i.e., a ~1000‰ difference in O2/N2), the bias in δ15N-N2 
due to the presence of O2 (i.e., the O2 matrix effect) in an air-
like sample relative to a water-like reference gas would be on 
the order of 0.1‰, requiring a correction that is larger in mag-
nitude than expected biogeochemical signals in aquatic systems 
(Figure S2). For this reason, we opted to quantitatively remove 
> 99.9% of O2 from all samples to eliminate any O2 matrix ef-
fect on δ15N-N2 at the order-0.001‰ level. Our method involves 
the capture and transfer of N2, Ar, and Kr without the need for 
a cryostat or liquid helium, which is often expensive and may 
become more difficult to acquire because of dwindling global 
helium reserves. Silica gel is inexpensive and relatively easy to 
obtain, and cryosorption of the target gases in this study is fea-
sible using liquid nitrogen (−196°C) for cooling. Our approach 
builds on recent work demonstrating the suitability of silica gel 
for the transfer of heavy noble gases for high-precision dynamic 
IRMS analysis [24].

The custom vacuum line used in this study (Figure  1) in-
cludes bellows-sealed valves, various pressure gauges, two 
water traps, a copper furnace, and a detachable dual-valve 
dip tube. A Pfeiffer HiPace 80 turbomolecular pump is used 
to attain and maintain high vacuum (< 10−4 Torr), backed by 
an Edwards nXDS 6i scroll pump. The glass traps are both 
custom Ace Glass components (shortened versions of model 
8670). The first trap is submerged in an ethanol–liquid N2 
slurry (−95°C to −105°C) to remove water vapor, while the 
second trap is submerged only in liquid N2 (−196°C) to remove 
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CO2. The temperature of the ethanol–liquid N2 slurry is mon-
itored throughout the extraction, and more liquid N2 is added 
as needed to maintain the correct temperature. We note that 
an early trial of the method in which both water traps were 
cooled by liquid N2 was abandoned due to an observed physi-
cal fractionation associated with adsorption of N2, Ar, and Kr 
onto ice at −196°C that formed in the first water trap when 
processing water samples. The copper furnace is 1/2″ diame-
ter quartz tubing approximately 9″ in length containing cop-
per shavings (through 4″ of tube) bookended by quartz wool 
(~1″ of tube, each side), both of which have been cleaned by 
sonication in acetone. The entirety of the copper is arranged 
inside a ceramic cylinder heater (Watlow VC400N06A) con-
nected to a variable transformer, allowing heating to 500°C 
for routine sample processing, and to at least 750°C to “bake 
out” the copper before the first use or after exposure to am-
bient air to ensure that any adsorbed contaminants are fully 
removed. Two MKS Baratron capacitance manometers (10 and 
1000 Torr) are used to monitor sample pressure after expan-
sion into the vacuum line and the pressure of the hydrogen 
gas used to regenerate the copper. A Granville–Phillips 275 
Convectron gauge is used both for leak testing prior to sam-
ple processing and for monitoring the effective pressure of 
the sample when flowing through the copper furnace. Target 
gases are transferred from the vacuum purification line to the 
IRMS via detachable dip tubes, which have two Swagelok 4BG 
bellows-sealed valves separating a stainless-steel chamber 
(~10 mL) from a smaller chamber (~1 mL) filled with 36 vari-
ably sized silica gel granules.

During processing, sample gas initially travels from either the 
air aliquoting volume (between Valves 1 and 2) or the drained 
water sampling flask (with Valves 1 and 2 open; Figure 1). After 
the sample and dip tube are connected, the line is pumped to 
high vacuum and leak checked by closing the turbomolecular 

pump valve (TP), which isolates the line from the pump. The 
first water trap is cooled by an ethanol–liquid N2 slurry, mon-
itored regularly to ensure that the temperature remains within 
the range from −95°C to −105°C, while the second water trap is 
immersed in liquid N2. Once the line is pumped down and water 
traps cooled, a leak test is performed with a passing threshold 
of less than a 10−4 Torr rise in pressure over a 2-min period. 
After passing a leak check, Valves 8 and 9 are closed to isolate 
the Cu furnace, which starts heating to 500°C while other sam-
ple preparations occur. In the case of an air standard, Valve 2 is 
closed and Valve 1 is opened, and the 2-L air flask is allowed to 
expand into the line to Valve 2 and equilibrate for 10 min (ex-
tracted dissolved gas samples have already been equilibrated 
and drained, so no further equilibration step is necessary). Next, 
the valve closest to the line on the dip tube (VT1) is opened, and 
the silica gel trap is heated to 200°C with heating tape for 3 min 
to remove any possible adsorbed gases left over from the prior 
measurement. This is in addition to the silica gel beads in the 
dip tube being pumped for a minimum of 1 h on the mass spec-
trometer inlet after IRMS analysis and before reusing the tube to 
process the next sample.

After cooling and passing a second leak check with the same 
stipulations as the first leak check, VT1 is closed. The por-
tion of the dip tube containing the silica gel trap (i.e., below 
Valve VT2) is then submerged in liquid N2 for the remainder 
of sample processing. Valve 9 is reopened, and once the Cu 
furnace has reached 500°C, a third and final leak test is per-
formed with the same passable rate, to ensure that no con-
taminants are being released from the copper turnings (or, 
at a minimum, that no contaminants persist past the second 
water trap). At this point, sample processing is ready to begin, 
and Valves 6–8, 11, TP, and FV are closed (as is Valve 1 in 
the case of an air measurement), and Valves 2 and VT1 are 
opened. Valve VT2 remains open the entire time. To begin the 

FIGURE 1    |    Schematic of the vacuum line used for sample extraction of both air and dissolved gas samples in this study. Labeled circles represent 
valves (black: Swagelok SS-4BG and green: Swagelok SS-4H). Dip tube (colored blue) is detachable from the line to transfer purified gas to IRMS for 
analysis. Yellow dashed lines represent the intended gas flow path through the vacuum line.
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flow of gas, either Valve 2 (air sample) or the 500-mL flask 
valve (extracted dissolved gas sample) is opened. The sam-
ple expands into the left half of the line and is able to flow 
through the first water trap but is trapped by Valves 7 and 8. 
Valve 8 is a Swagelok SS-4H bellows-sealed valve that is grad-
ually opened at this point to allow gas to pass through into 
the copper furnace. To ensure sufficiently low pressure (and a 
correspondingly long mean free path) for the maximum inter-
action between gases and the hot copper, the valve is opened 
only until the convectron pressure reads 250 × 10−3 Torr. This 
pressure is maintained over time by opening Valve 8 gradually 
until fully opened, and the pressure begins to decrease as the 
sample gas upstream of the furnace is depleted and the gas 
downstream is trapped cryogenically on the cold silica gel in 
the dip tube. After fully opening the valve, sample process-
ing continues for 40 min to ensure quantitative transfer of gas 
into the dip tube (Figure  S3), with trap temperatures moni-
tored and dewars refilled as needed. After 40 min, Valve VT1 
is closed, and the tube is removed from the line and connected 
to the inlet of the IRMS.

To regenerate the copper furnace so it can be used to remove 
O2 in the next sample, H2 gas flows through the hot furnace 
(pumped by the scroll pump) for a period of 10 min with suf-
ficient flow rate, maintaining a measured pressure on the con-
vectron readout of at least 300 × 10−3 Torr (equivalent to 250 × 
10−3 Torr of hydrogen gas on a N2-calibrated convectron) [35]. 
On the IRMS inlet, the dip tube sits at room temperature for a 
minimum of 3 h to allow for desorption and diffusive equilibra-
tion within the tube. After equilibration and before analysis, 
Valve VT2 is closed, isolating the purified gas from the silica gel 
for IRMS analysis. This isolation is critical to ensure that any 
slight fraction of sample gas remaining adsorbed to the silica gel 
at equilibrium does not desorb upon expansion of sample gas 
into the IRMS bellows, as prior work has shown that desorption-
induced kinetic fractionation can be substantial [24]. In total, 
accounting for sample processing, transfer, tube equilibration, 
and mass spectrometry analysis, it takes approximately 5.5 h 
to run one sample. Notably, because the processing line is de-
coupled from the mass spectrometer, purification and transfer 
of one sample can occur while another is equilibrating or being 
analyzed, allowing for the processing of two to three samples in 
a standard workday.

2.3   |   Dynamic Isotope-Ratio Mass Spectrometry 
Analysis

Processed gas samples are analyzed on a refurbished Thermo 
MAT 253 dual-inlet IRMS in the Seltzer Laboratory at WHOI. 
Because this instrument has a collector array originally designed 
for other purposes, analysis of N2, Ar, and Kr is carried out by 
magnetic peak jumping between three gas configurations. After 
sample analysis, we implement a final set of peak jumps to gas 
configurations for CO2 and O2 to check that these potentially 
interfering gases (via matrix effects) are sufficiently low in abun-
dance. All samples are analyzed against a common reference gas 
(Can 1), which is a 2-L stainless steel can with a roughly 1-mL 
aliquoting chamber, filled to ~2000 Torr. Can 1 contains a N2–
Ar–Kr admixture in approximately air-equilibrated water-like 
gas ratios without O2 due to the aforementioned “matrix effects” 

on the IRMS O2 causes. We occasionally test for instrumental 
drift by measuring an aliquot of gas from a secondary reference 
can (Can 2) with similar dimensions and pressure but an air-like 
composition of N2, Ar, and Kr.

Our IRMS analysis approach broadly follows other similar dual-
inlet IRMS methods for measuring N2 isotopes [14, 34, 36], with 
a key difference being that we analyze samples either with air-
like or water-like N2–Ar–Kr composition, while prior studies 
exclusively analyzed air-like samples against an air-like refer-
ence gas. This distinction has substantial practical importance 
because the elemental ratios of N2/Ar and Kr/N2 vary substan-
tially between air and air-equilibrated water samples [16, 33], 
meaning that the automatic compression of sample and refer-
ence bellows to achieve the same Ar and Kr ion beam intensities 
could result in extremely imbalanced pressures, violating a key 
requirement of dynamic IRMS analysis. To accommodate both 
air and air-equilibrated water samples while adhering to the 
fundamental requirement of balanced pressure in both sample 
and reference bellows, we set the pressure in each bellows by 
automatically compressing to achieve a 28N2

+ ion beam intensity 
of 10 V (on a Faraday cup amplified by a 3 × 108 Ω resistor). This 
corresponds to a pressure of ~85 mbar for an air sample in each 
bellows. Because Kr is a trace gas and Ar represents ~1% of the 
total gas in an air sample and ~2% of the total gas in a water sam-
ple, this approach ensures that the pressure is balanced between 
the sample and reference bellows to within ~1% at all times for 
the analysis of every sample, independent of its composition. 
This N2-balancing approach is analogous to the use of 40Ar for 
pressure balancing for samples of widely variable heavy noble 
gas composition in the method of Seltzer and Bekaert [24].

Prior to analysis, a leak check is performed before an aliquot 
from Can 1 is collected by equilibrating with the inner can valve 
open and outer valve closed for 10 min. Once the reference gas 
equilibration is complete, the sample and reference aliquots are 
introduced into their respective bellows, equilibrating again for 
10 min before the bellows are isolated and the measurement se-
quence is started. A typical analysis includes three “blocks” of 
N2–Ar measurements in which

	 i.	 peak centering is performed,

	 ii.	 pressure balancing is achieved by compressing both bel-
lows to reach 10-V ion beam intensity for 28N2

+,

	iii.	 four integration cycles of N2 isotope analysis are completed 
(20-s integration and 8-s idle time), alternating between 
sample and reference bellows,

	iv.	 magnetic peak jumping is carried out to reach the Ar gas 
configuration,

	 v.	 peak centering is performed,

	vi.	 three sample-reference integration cycles are completed 
(20-s integration and 8-s idle time), and

	vii.	magnetic peak jumping back to the N2 gas configuration 
is carried out, and four more N2 integration cycles are 
completed.

	 i.	 briefly peak centering and pressure balancing on 28N2
+ 

and completing a single N2 integration cycle,
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	 ii.	 peak jumping to the Kr gas configuration, peak centering, 
and carrying out five sample-reference integration cycles 
in which 84Kr+ is measured (20-s integration time and 15-s 
idle time), and

	iii.	 peak jumping back to N2, peak centering, and completing a 
single N2 integration cycle.

After measuring N2 (28N2 and 29N2) and Ar (36Ar and 40Ar), three 
blocks of Kr analysis are carried out by the following:

The average 28N2
+ and 40Ar+ beam intensities over an N2–Ar 

block are then used to calculate δ(N2/Ar) (or the average 28N2
+ 

and 84Kr+ beam intensities over a Kr–N2 block to calculate δ(Kr/
N2)). Similarly, the average of individual-cycle δ15N-N2 and 
δ(40Ar/36Ar) across each block is used to calculate the block 
mean δ values for these ratios. For each sample, we correct for 
pressure imbalance sensitivity (PIS) for each block by using the 
apparent PIS for each sample, which on this particular IRMS is 
a negligible correction in most cases. This correction is made 
in the same way as in prior studies [24, 34]. We define pressure 
imbalance (PI, in per mil) as the fractional deviation of sample 
and reference 28N2

+ beam intensities averaged across a measure-
ment block and compute PIS by regressing block-mean δ values 
against block-mean PI values. Across all measurements in this 
study, the average PIS for δ15N-N2 was −7.9 × 10−5‰‰−1, and 
the average sample-mean absolute PI was 8.8‰, leading to a 
mean PIS correction for δ15N-N2 of less than 0.001‰. For other 
ratios measured, the mean PIS corrections were similarly below 
the 1-σ precision of the measurement.

All measured ratios were also corrected for matrix effects (ME; 
also sometimes referred to as “chemical slopes”), whereby dif-
ferences in the bulk composition of sample and reference gas 
lead to apparent biases in measured ratios due to a wide range 
of processes, including ion–ion interaction, space charge effects 
in the ion source, and, in the case of imbalanced elemental ra-
tios, instrumental nonlinearity. As an example, for measure-
ment of a sample gas with an air-like N2/Ar ratio against the 
common reference gas with a water-like elemental composition 
(Can 1), we must correct for biases in the isotopic and elemen-
tal ratios that arise both from ion source effects and from non-
linearity. This is due to the fact that Ar and Kr ion beams are 
much larger in the water-like reference gas than in an air-like 
sample. Following Seltzer and Bekaert [24], we correct for el-
emental ratio and Ar isotope ratio matrix effects by assuming 
that any apparent biases in measured δ(N2/Ar), δ(Kr/N2), and 
δ(40Ar/36Ar) in air-equilibrated water samples, relative to ex-
pected values from published solubility functions [16, 30, 33], 
are due to ratio-specific ME. We then correct for these effects 
in all samples by using optimal ME values from least-squares 
minimization of measured values applied to known solubility 
equilibrium values.

For example, PIS-corrected δ(40Ar/36Ar) is corrected for ME by 
subtracting ME × δ(N2/Ar), where ME is the optimal ME value 
for 40Ar/36Ar based on the minimization of deviations in mea-
sured PIS-corrected δ(40Ar/36Ar) in air–water equilibration 
experiments from published solubility equilibrium values. 
We find optimal ME values for N2/Ar, Kr/N2, and 40Ar/36Ar 
of 0.0064‰‰−1, −0.0003‰‰−1, and −0.0088‰‰−1, respec-
tively. The apparent ME for 40Ar/36Ar is of the same sign 

and approximate magnitude as that found by Severinghaus 
et  al. [34] using a Finnigan MAT 252 mass spectrometer 
(−0.0010‰‰−1). The ME correction for elemental ratios is 
made following the framework of Seltzer and Bekaert [24], 
and while the N2/Ar optimal ME results in a very small cor-
rection, the Kr/N2 correction is more appreciable, in line with 
the results from two recent studies carried out using different 
IRMS instruments that found ‰-to-%-scale ME corrections 
were required based on air-equilibrated water measurements 
of Kr/Ar and Xe/Ar ratios [24, 32]. Because the solubility equi-
librium isotopic composition of N2 was not known to sufficient 
precision prior to this work, the method of minimizing devi-
ations between measured and published solubility functions 
was not possible to determine ME for δ15N-N2.

Because N2 is the dominant gas and our method allows for pres-
sure balancing to within ~1% independent of elemental com-
position, we expected that, by design, the method should be 
insensitive to any apparent N2 isotope ME. However, because 
Ar concentration varies between ~1% and 2% of the total gas in 
purified air and water samples in this study (Kr is a trace gas, 
representing < 0.001% of the total gas in both air and water 
samples), we carried out an experiment to determine if there 
was an appreciable ME over the N2/Ar range of air and water 
samples. We added increasing amounts of argon to aliquots of 
gas collected from our secondary reference can (Can 2, air-like 
elemental composition) to increase the Ar/N2 ratio up to and 
beyond that of air-equilibrated water. Each aliquot was trans-
ferred onto the silica gel in a dip tube and analyzed like a nor-
mal sample. Across these experiments, we find a very slight but 
clearly discernible and linear ME, with an optimal value of 1.5 × 
10−5‰‰−1 (Figure 2). Thus, in all samples, we corrected for N2 
ME by subtracting the optimal ME values × PIS-corrected δ(Ar/
N2) value (reported against Can 1). Across the range of air-like to 
water-like Ar/N2 ratios, this results in a maximum ~0.007‰ cor-
rection to δ15N-N2, a small but important correction given that it 

FIGURE 2    |    Matrix effect slope determined for δ15N-N2 due to the 
presence of Ar. Progressively larger quantities of pure Ar were added 
to aliquots from standard Can 2 (air-like N2–Ar–Kr elemental compo-
sition), transferred onto the detachable dip tubes, and analyzed against 
the common reference gas (Can 1; water-like N2–Ar–Kr elemental 
composition).
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is slightly larger than the 1-σ measurement uncertainty of water 
samples in this study.

3   |   Evaluation of the Analytical Method

3.1   |   Overall Reproducibility of Air and Water 
Measurements

A total of 63 aliquots of atmospheric air (~4 mL in size) were ana-
lyzed routinely between July and December 2024. Two dip tubes 
were used in this study (Tubes C and E), each with 36 granules of 
silica gel. However, because of small variability in the size of sil-
ica gel granules, the effective volumetric ratio of silica gel to gas 
headspace in each tube differed slightly, likely leading to small 
but significant observed offsets between the two tubes due to the 
slight amount of fractionated N2 and Ar that remains adsorbed 
to silica gel after equilibration. For example, across all air mea-
surements (n = 35 for Tube C; n = 28 for Tube E), we observed 
mean δ(N2/Ar) (± 1 SE) of 1152.675‰ ± 0.063‰ for Tube C and 
1151.895‰ ± 0.120‰ for Tube E, reported relative to internal 
reference Can 1 (water-like composition). The observed tube off-
sets in mean δ15N-N2, however, were not statistically significant, 
with mean values (± 1 SE) of 0.439‰ ± 0.002‰ for Tube C and 
0.442‰ ± 0.002‰ for Tube E, reported relative to Can 1, indicat-
ing that tube differences in equilibrium adsorption have mini-
mal impact on N2 isotopes. All water samples in this study were 
normalized to air via Equation (1), using the mean values of all 
air measurements from the particular dip tube that was used for 
the water sample. In this way, any slight tube-specific fraction-
ation due to equilibrium adsorption on silica gel is common to 
both air and water samples and therefore cancels in Equation (1). 
A total of seven air–water equilibration experiments were car-
ried out in this study with multiple samples collected from each 
experiment, leading to a total of 35 water measurements. The 
details of each experiment, including the equilibration tempera-
ture, salinity, number of samples measured, and mean isotope 
ratios (normalized to air), are provided in Table 1. Two separate 
batches of saline samples (~30 psu salinity, total of nine samples) 
were taken and measured during this study. A full summary of 
all individual air and water measurements is included in Data S1.

To evaluate the reproducibility of air and water measurements, 
we compute the pooled standard deviation of (a) air samples 

measured relative to internal reference Can 1 and (b) air-
equilibrated water samples reported relative to atmospheric air 
after tube-specific normalization. To compute the pooled stan-
dard deviations, we first determine sample-specific anomalies 
δ′ for all individual measurements (δsmp) relative to the group-
mean value 

(
�group

)
, where the group is either (a) all air samples 

processed using a particular dip tube (i.e., either Tube C or Tube 
E) or (b) all water samples from a particular experiment:

The pooled standard deviation (σpld) is then computed sepa-
rately for air and water samples as follows:

where N is the total number of samples measured (i.e., 63 for air 
and 35 for water) and k is the total number of groups (i.e., 2 for air 
[Tubes C and E means] and 7 for water [the 7 experiments listed 
in Table 1]). The resulting σpld values serve as useful indications 
of the overall reproducibility of measured ratios in air and water. 
These values are reported in Table 2, and δ′ values of this calcu-
lation are provided in Data S1. Given that air-equilibrated water 
has higher Ar/N2 and Kr/N2 than air, the higher precision (lower 
σpld) observed for δ(Kr/N2) and δ(40Ar/36Ar) in water relative to 
air likely results from the fact that Ar and Kr beam intensities 
are higher in water samples than in air samples. It is not immedi-
ately clear why the precision of δ15N-N2 is higher in water, but the 
precision of δ(N2/Ar) is higher in air. Nonetheless, the observed 

(2)δ�(vs. group mean) =

(
δsmp + 1

δgroup + 1
− 1

)

(3)σpld =

� ∑�
δ�
�2

N − k

TABLE 1    |    Summary of air–water equilibration experiments.

Experiment information Experiment-mean values (‰ vs. air)

ID # samples Temp (°C) Sal (psu) δ15N-N2 δ(N2/Ar) δ(40Ar/36Ar) δ(Kr/N2)

4 5 1.98 0.0 0.737 −553.476 1.052 3579.682

3 4 8.22 0.0 0.722 −548.755 1.159 3360.092

2 6 12.2 0.0 0.714 −545.584 1.131 3231.668

1 6 16.1 0.0 0.687 −542.316 1.047 3122.129

7 5 20.0 0.0 0.676 −538.672 1.047 2986.541

6 5 22.3 30.3 0.665 −544.274 1.010 2965.833

5 4 23.0 30.0 0.648 −543.495 0.927 2947.934

TABLE 2    |    Pooled standard deviations of all air (n = 63) and water 
(n = 35) samples in this study.

Pooled standard deviation, σpld (‰)

Sample 
type δ15N-N2

δ(N2/
Ar) δ(40Ar/36Ar) δ(Kr/N2)

Water 0.006 0.41 0.070 2.3

Air 0.009 0.24 0.161 5.3
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precision of δ15N-N2 in water exceeds that of any existing study, 
to our knowledge, and the observed precision of δ(N2/Ar) is sim-
ilar to other dynamic IRMS studies. For example, our δ(N2/Ar) 
σpld value for water (0.41‰) is comparable to the reported 0.68‰ 
pooled standard deviation of duplicate samples by Hamme and 
Emerson [18]. The precision of Ar isotopes is roughly 10 times 
lower (i.e., σpld = 0.07‰) than a recent high-precision technique 
[24], but our sample size (~300 mL) is similarly roughly 10 times 
smaller than that study (~3.5 L). Additionally, the design of our 
IRMS measurement sequence prioritizes N2 isotopes, carrying out 
a total of only nine integration cycles for Ar isotopes. If needed 
for future applications, the precision of Ar isotope measurements 
could likely be enhanced through the extension of the sample run 
time to add more integration cycles of Ar. However, in practice, it 
is often feasible to collect separate samples for analysis using our 
method (prioritizing N2) and the heavy noble gas-focused method 
[24]; thus, the duplication of Ar isotope measurements serves as 
a useful internal consistency check. Finally, the reproducibility of 
Kr/N2 in this study (σpld = 2.3‰) is similar to the ~2‰ reproduc-
ibility of dissolved Kr abundance measurements in the method of 
Jenkins et al. [33] and close to the ~1‰ 1-σ reproducibility of Kr/Ar 
ratios measured via the method of Seltzer and Bekaert [24].

3.2   |   Sensitivity to Headspace–Water Equilibration 
Time and Temperature

To evaluate the potential for bias in measured δ15N-N2 using our 
dissolved gas technique, we explore apparent sensitivities to leak-
age across Viton O-rings, incomplete dissolved gas–headspace 
equilibration, and variations in laboratory temperature during 
headspace equilibration. In Figure 3, we compare water sample 
δ15N-N2 anomalies, δ′ (see Section 3.1), to headspace equilibra-
tion time and laboratory temperature measured at the end of the 
equilibration. We find no statistically significant trend in δ′ with 
respect to equilibration time or temperature for δ15N-N2 or any 
other three ratios measured in this study (Figures S4–S6). The 
lack of a dependence of δ′ on equilibration time suggests that (a) 
24 h is a sufficient period of time for complete equilibration, and 

(b) over the maximum period of equilibration (~17 days), there is 
no appreciable fractionation due to leakage of air into the flask. 
Any detectable leakage of air into the low-pressure flask would 
cause significant kinetic isotope fractionation that would give an 
anomalously low isotopic value for δ15N-N2. Given that Ar and N2 
have been shown to permeate slowly through Viton O-rings [37], 
this analysis also provides important evidence that our method, 
which includes the use of CO2 as a buffer gas in the sample neck 
before sampling and during headspace equilibration, prevents 
any appreciable leakage of atmospheric air into samples over the 
timescale of weeks, at minimum. Our method of sampling and 
storage is similar to other established techniques [31, 38], which 
have also used a CO2 capping method to prevent leaks between 
sampling in the field and measurement in the lab. An additional 
storage consideration is to avoid prolonged exposure to sunlight 
prior to sample draining, as a recent study showed that N2O can 
be produced photochemically in marine and fresh waters [39]. 
Similarly, the insensitivity of our measurements to laboratory 
equilibration temperature, which varied by ~2.5°C over the full 
set of samples, suggests that our headspace-dissolved gas solu-
bility correction (outlined in detail in Data S1), which accounts 
for temperature measured at the end of equilibration, is robust 
at the level of precision of our measurements.

3.3   |   Silica Gel Fractionation Effects

As detailed in Section  3.1, because air standards and air-
equilibrated water samples are analyzed in the same two dip 
tubes against a common internal reference gas (Can 1), the nor-
malization of measured gas ratios in water samples to the mean 
of air standard measurements cancels out any potential fraction-
ation due to equilibrium adsorption on silica gel within the dip 
tubes. Nonetheless, for completeness, we evaluate the extent to 
which equilibrium adsorption on silica gel beads may fraction-
ate the main gas ratios of interest in this study.

To perform this evaluation, we analyzed a secondary reference gas 
(Can 2, with air-like elemental composition) against Can 1 (water-
like elemental composition) in two ways. For one technique, we in-
troduced aliquots of gas from both cans directly to their respective 
bellows in the IRMS dual-inlet system. In the other, we transferred 
aliquots of Can 2 into sample dip tubes (using ethanol and liquid N2 
to trap gases, like a typical sample) and then analyzed against Can 
1 after equilibration in the dip tube and isolation of the sample gas 
from silica gel by closing Valve VT2 prior to analysis, as is done for 
a typical sample. We refer to measurement using the first approach 
as “direct” and the second as “silica gel tube” measurements.

Figure  4 shows the results of this analysis, with measured 
values reported against the internal reference gas (Can 1). We 
find no statistically significant difference between the means 
of direct (n = 20) and silica gel tube (n = 4) δ15N-N2 measure-
ments (−0.009‰ ± 0.002‰ and −0.011‰ ± 0.003‰, respec-
tively; ± 1 SE). However, we find that the mean δ(N2/Ar) of 
silica gel tube measurements (1003.476‰ ± 0.212‰; ± 1 SE) 
falls below the mean δ(N2/Ar) of direct Can 2 measurements 
(1010.258‰ ± 0.303‰; ±1 SE), demonstrating that slightly 
more N2 than Ar remains adsorbed to silica gel at equilibrium. 
Note that these δ(N2/Ar) values are high because of the air-
like elemental composition of Can 2, and because addition and 

FIGURE 3    |    Sensitivity of δ15N-N2 to headspace-dissolved gas equili-
bration time (in pink) and temperature (in blue). Shown here are sample 
anomalies, δ′, relative to experiment-mean δ15N-N2 values for all water 
samples in this study (n = 35).
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subtraction of δ are only good approximations for small values, 
the apparent fractionation of N2/Ar (εSi-Gel) due to adsorption on 
silica gel must be calculated by normalizing the silica gel tube 
measurements of Can 2 to direct measurements of Can 2:

We find an apparent εSi–Gel of −3.4‰ for N2/Ar, indicating that, 
if ~100% of Ar is released from silica gel at room temperature 
[24], ~99.7% of N2 is released. The lack of fractionation between 
direct and silica gel tube experiments for δ15N-N2 indicates that 
this small fraction of N2 left adsorbed at equilibrium does not 
lead to substantial enough fractionation to detect at the level 
of precision of our method. Repeating this exercise for Kr/Ar, 
we find an apparent εSi–Gel of −77.4‰, which is larger than the 
approximately −28.0‰ Kr/Ar fractionation reported by Seltzer 
and Bekaert [24] because of silica gel dip tube equilibration. We 
suspect that the larger Kr/Ar fractionation reported in this study 
likely results from a combination of (a) the use of more silica gel 
in the dip tube (36 granules instead of 10) and (b) equilibration at 
room temperature instead of at 30°C, as was done in the method 
of Seltzer and Bekaert [24].

3.4   |   Sensitivity to Water Trap Temperature

All data presented in this study were analyzed using the ver-
sion of the method described previously. For completeness, and 
to inform readers who may have interest in replicating and/or 
modifying our method, here we briefly describe results from an 
early trial of the method that was used in a separate series of 
air–water equilibration traps. In this early method trial, the bo-
rosilicate glass water trap (Figure 1) was held at −196°C by a liq-
uid N2-filled dewar during sample processing, instead of being 

held between −95°C and −105°C by an ethanol–liquid N2 slurry. 
In these experiments, which were carried out using freshwa-
ter equilibrated at temperatures between 2°C and 19°C, we 
observed much poorer overall reproducibility and a systematic 
bias in δ(N2/Ar), δ(40Ar/36Ar), and δ(Kr/N2), although no bias in 
δ15N-N2 (Figure S8). For example, Figure 5 shows a comparison 
between measured δ(N2/Ar) and published solubility equilib-
rium δ(N2/Ar) from Hamme and Emerson [16] in both the early 
trial and the presented methods. We find that the σpld for δ(N2/
Ar) of the early method is an order of magnitude larger than the 
presented method (4.84‰ vs. 0.24‰), and the mean δ(N2/Ar) is 
~10‰ higher (when δ is reported with respect to air). Note that 
the non-exact additivity of δ suppresses this difference because 
δ(N2/Ar) is far from zero (N2/Ar in water is roughly half that of 
air), so that the net effect (calculated analogously to the calcu-
lation involving Equation 4 in the previous section) is a positive 
bias in N2/Ar of 22.2‰. We also observe a much greater reduc-
tion in precision for Kr/N2, accompanied by a large and variable 
low bias in data analyzed using the early liquid-N2 cooled water 
trap method (Figure S7). A full summary of these analyses using 
the early method, along with a calculation of the pooled stan-
dard deviations of measured gas ratios, is provided in Data S1.

We suspect that the origin of the strong biases and large variabil-
ity in water samples analyzed using the early liquid N2 trial of 
the method stems from the adsorption of gases onto ice crystals 
that form in the water trap during analysis. Several clues in the 
dataset support this hypothesis. First, the observed biases in the 
liquid N2 version of the method include a reduction of Kr/Ar and 
an increase in N2/Ar. Of these three gases, Kr has the highest 
boiling point and N2 the lowest. While it has been demonstrated 
previously that liquid N2 does not remove Kr at low pressure 
in glass traps during vacuum line processing [34] despite the 

(4)�Si−Gel =
�Si−Gel−Tube + 1

�direct + 1
− 1

FIGURE 4    |    Direct and silica gel tube δ15N-N2 and δ(N2/Ar) measure-
ments of reference Can 2 (air-like elemental composition) against inter-
nal reference Can 1 (water-like elemental composition) (see Equation 4 
for determination of difference in absorption seen in δ(N2/Ar), account-
ing for the non-exact additivity of δ values).

FIGURE 5    |    Comparison of measured δ(N2/Ar) to published solubil-
ity equilibrium of δ(N2/Ar) in air–water equilibration experiments car-
ried out using an early trial of the method (red circles) and the presented 
version of the method (blue diamonds). The early version used liquid N2 
(−196°C) to cool the water trap, whereas the presented version of the 
method used an ethanol–liquid N2 slurry (−95°C to −105°C). The pub-
lished solubility equilibrium values come from Hamme and Emerson 
[16].
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boiling point of Kr being above the temperature of liquid N2, the 
formation of ice in the trap may provide sites for cryosorption. 
If so, one might expect that Kr would be most affected (owing to 
its high boiling point), followed by Ar, and then N2, which would 
lead to a reduction of the Kr/N2 ratio and an increase in the N2/
Ar ratio of gas that manages to pass through the trap, consis-
tent with our findings. Second, the lack of appreciable N2 isotope 
fractionation is consistent with the notion that the adsorption of 
N2 onto ice is minimal and/or the isotope effect associated with 
adsorption is small, which is supported by our finding of no sig-
nificant fractionation associated with N2 adsorption on silica gel 
(Section 3.3). Third, the reduction in precision may stem from 
slight sample-to-sample differences in adsorption and desorp-
tion driven by variations in the timing of the complete opening 
of Valve 8 (exposing sample gas to the copper furnace), which is 
a manual process and may differ by several minutes depending 
on the exact size of each sample. Finally, air samples analyzed 
using this early trial displayed no bias nor loss in precision rela-
tive to air samples analyzed using the presented method.

The key difference between air and water samples is that air 
samples contain minimal water vapor (several percent of total 
gas, depending on the humidity at the time of collection) while 
water samples contain a small amount of residual water after 
draining (on the order of 1 mL) that evaporates throughout sam-
ple processing, providing a much larger flux of water vapor to 
the trap and allowing for the formation of ice. Naturally, ice is 
also formed in the presented version of the method when the 
trap is held at −95°C to −105°C, but critically, it is the tempera-
ture of ice in the trap that governs the adsorptivity of N2, Ar, and 
Kr. In other words, despite the formation of ice in the water trap 
in both methods, we suspect that the much colder temperature 
of ice in the early trial led to substantial adsorptive loss of Kr 
and Ar (and likely minimal loss of N2). The agreement of N2/
Ar in the presented version of the method with published solu-
bility data, as well as other methodological studies that indicate 
no adsorptive loss of N2, Ar, or Kr when using a glass trap at 
approximately −100°C [24, 34], provides confidence in our final 
presented version of the method.

4   |   Determination of the Solubility Equilibrium N2 
Isotope Effect in Water

For application of dissolved δ15N-N2 as a biogeochemical tracer 
in aquatic systems, it is essential to precisely know the δ15N-N2 
of water at solubility equilibrium with air, as any biogeochemi-
cal signals in water are quantified as a deviation from the solu-
bility equilibrium. Pioneering work in the 1960s demonstrated 
that 29N2 is slightly more soluble than 28N2 in fresh water, exhib-
iting a solubility equilibrium fractionation that decreases with 
temperature [25]. These experiments were carried out with an 
analytical uncertainty of ~0.1‰. Subsequent work by Benson 
and Krause [27], which was unpublished but included in [40], 
and by Emerson et al. [26] further constrained the N2 SEIE with 
improved precision (0.02‰–0.03‰). Experiments by Emerson 
et al. also showed that δ15N-N2 was equal to within analytical 
precision in air-equilibrated 10°C freshwater and saltwater (sa-
linity of 33 psu). Detecting biogeochemical signals in aquatic 
systems at the 0.01‰ level and below, however, requires resolu-
tion of the SEIE at the order-0.001‰ scale.

Here, we present an analysis of the results from the seven air–
water equilibration experiments (n = 35 samples) summarized 
in Table 1 to determine the N2 SEIE in water. Following stan-
dard isotope terminology, we define the fractionation factor, 
αsol, as follows:

where the subscripts diss and gas refer to dissolved and gas 
phases, respectively, and such that αsol is the reaction constant 
for the equilibrium reaction of isotopic substitution between dis-
solved N2 and a free gas phase. Our measurements of δ15N-N2 
from air–water equilibration experiments therefore provide an 
estimate of εsol (where ε = α − 1), because measured δ values are 
reported relative to the mean of atmospheric air measurements. 
Figure 6 shows a summary of εsol as a function of experiment 
temperature, alongside prior measurements from the aforemen-
tioned studies.

We find a coherent linear dependence of εsol on temperature 
based on our measurements, which closely follows the line of 
best fit given as follows (R2 = 0.91):

In Data S1, we provide a table of εsol and its uncertainty (± 1 SE) 
at 0.1°C intervals between 0°C and 25°C for application in 
aquatic systems. The uncertainty of the fitted line ranges from 
0.001‰ to 0.002‰ over this range, which accomplishes a crucial 
step toward application in natural environments. The leading 
source of uncertainty in resolving a biogeochemical dissolved 
δ15N-N2 signal is now the analytical uncertainty of a measure-
ment (0.006‰), rather than the background solubility equilib-
rium isotopic composition of N2 in water.

(5)�sol =

(
29N2∕

28N2

)
diss(

29N2∕
28N2

)
gas

(6)�sol(‰ ) = 0.753 − 0.004T

FIGURE 6    |    Solubility equilibrium isotope effect of dissolved N2 in 
water (εsol 

15N-N2) as a function of temperature for freshwater and UV-
sterilized seawater samples. Shown here are prior measurements [25–
27] along with our new determinations. Also included is a line of best 
fit and 95% confidence interval constrained by the 35 measurements in 
this study.
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The N2 SEIE is similar in sign and magnitude to SEIEs of other 
monatomic and diatomic gases (e.g., He, Ne, Ar, Kr, Xe, O2, and 
H2), which also exhibit a reduction in magnitude with increasing 
temperature [27–30, 41–44]. Surprisingly, we do not observe any 
significant difference between N2 isotope SEIE values measured 
in salty water (~30 psu) and fresh water, unlike the small but 
well-constrained enhancement of SEIE with salinity measured 
and simulated for noble gas isotopes [27, 29, 30, 45]. As the small 
salinity effects for Ar, Kr, and Xe are known to increase quasi-
linearly with increasing salinity, our findings suggest a negligi-
ble influence of salinity on the N2 SEIE when extrapolated to the 
mean salinity of seawater (~35 psu) [30, 46]. This is a convenient 
result for the application of δ15N-N2 in natural aquatic systems, 
as Equation (6) should hold equally well in freshwater and sea-
water environments and across salinity gradients.

To our knowledge, only Dang et  al. [45] have explored the 
physical chemistry origin of the N2 SEIE in water, implement-
ing a classical molecular dynamics framework to simulate an 
εsol value of 0.93‰ in freshwater at 295 K, which is of the same 
sign and approximate magnitude as our results. Dang et  al. 
decompose this effect into contributions from restricted trans-
lation (+0.92‰), rotation (+0.42‰), and vibration (−0.41‰) of 
an N2 molecule occupying a solvation shell in water, finding 
that the latter two effects cancel, leaving translation as the 
primary contributing factor to the N2 SEIE [45]. In this sense, 
it is unsurprising that the N2 SEIE exhibits behavior similar 
to that of noble gases, which, being monatomic gases, do not 
exhibit rotational or vibrational motion. We suggest that fu-
ture molecular dynamics experiments following the approach 
of Dang et al. [45] and Seltzer et al. [30] may shed light on the 
divergent behavior of noble gas and N2 SEIEs in response to 
increasing salinity.

5   |   Future Improvements and Applications to 
Natural Aquatic Systems

We have developed and evaluated a new method to measure high-
precision isotopes of dissolved N2 paired with measurements of 
δ(N2/Ar), δ(40Ar/36Ar), and δ(Kr/N2) in water. This method will 
allow for the characterization of biogeochemical and physical 
isotopic fractionation of N2 in water at the order-0.001‰ scale, 
opening the door to new applications in aquatic systems. In par-
ticular, the combination of high-precision N2 isotopes with Ar 
and Kr constraints will enable deconvolution of physical and 
biogeochemical anomalies from the background solubility equi-
librium isotopic composition of N2 in water, which we have now 
precisely redetermined (Figure 6).

This new technique holds promise in constraining the budget 
and cycling of fixed nitrogen in the ocean interior. Whereas the 
few existing prior studies have largely focused on oxygen min-
imum zones [7–9, 11, 12], where fixed nitrogen consumption is 
complete and excess (biogenic) N2 is maximal, the magnitude 
and biogeochemical pathways of fixed N loss in partially oxy-
genated portions of the ocean remain underexplored yet are 
potentially important to the global budget of marine nitrogen 
[17, 18]. Although signals of denitrification are often large in 
coastal environments, these measurements can still be used in 
conjunction with other nitrogen-cycling measurements, such as 

nitrate and N2O isotopes, to better understand the overall cy-
cling and nitrogen budgets of these systems.

Our method also has the potential to aid in constraining the 
sources and pathways of denitrification in groundwater and lake 
environments, where N2/Ar ratios have previously been used to 
quantify excess N2 [47–51]. For example, the addition of Kr/Ar 
ratios will help quantitatively separate denitrification signals 
from excess air, both of which increase N2/Ar in groundwater. 
This is because the injection of excess air (e.g., from entrainment 
of air bubbles during groundwater recharge and subsequent dis-
solution under hydrostatic pressure) leads to greater supersat-
uration of less soluble gases. Because Kr and Ar are inert and 
differ in solubility by a factor of two [33], they represent ideal 
tracers to constrain the solubility-dependent excess air effect and 
thereby correct N2/Ar to better quantify denitrification signals. 
Similarly, the addition of N2 isotopes may provide a powerful 
constraint on the origin of nitrate in groundwater, as excess N2 
is often observed in anoxic groundwaters in which the conver-
sion of nitrate to N2 is quantitative. In these cases, the inferred 
isotopic composition of N2 in groundwater will be indicative of 
the N2 composition of nitrate, which may aid in studies focused 
on nitrogen pollution of groundwater systems.

Finally, we identify several opportunities for further im-
provement of the analytical method. We note that the δ15N-N2 
reproducibility of air and water samples in our study was ap-
proximately equal to that of internal reference gas analyses (i.e., 
Can 2 vs. Can 1), indicating that the leading source of uncer-
tainty is not the sampling, storage, or processing of gases but 
rather the analysis on the refurbished Thermo MAT 253 mass 
spectrometer in our laboratory. Applying our technique using 
a higher performance IRMS instrument with a dedicated col-
lector array for simultaneous detection of 29N2, 28N2, 36Ar, and 
40Ar would eliminate the need for magnetic peak jumping to 
measure the N2/Ar ratio and allow for analysis of Ar isotope 
ratios at the same time as N2 isotope ratios, thereby wasting less 
gas and enabling increased analytical precision. We also sug-
gest that the addition of rare isotope spikes (21Ne,38Ar, and 78Kr) 
would allow for high-precision measurement of absolute Ar, 
Ne, and Kr abundances, which, along with high-precision N2/
Ar measurements, would facilitate robust measurements of the 
abundances of Ne, Ar, N2, and Kr in a single sample. This addi-
tion could provide further information that could aid in resolv-
ing barometric pressure at the point of air–water equilibration, 
for example. Our development of a method for high-precision 
δ15N-N2 and the refinement of the N2 isotopic solubility function 
in water are perhaps just the first step toward many new appli-
cations of paired N2-noble gas measurements in natural aquatic 
systems.
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