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Writing—is not merely an act of text generation but a cognitive process of
meaning-making, requiring writers to synthesize and organize ideas, refine argu-
ments, adjust language and framing for different readers, etc. Skilled writers
engage in knowledge transformation, continuously negotiating between the con-
tent (i.e., what to say) and rhetoric (how to say it) [5]. As generative Al is
becoming more embedded in writing tools [17,18,33,35], emerging research also
indicates that these systems may inadvertently undermine essential human cog-
nitive processes [4,34,37]. While large language model (LLM) based writing tools
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writing process and engaged in deeper knowledge transformation over-
all. These results suggest that thoughtfully designed Al writing support
targeting specific aspects of the writing process can help students main-
tain ownership of their work while facilitating improved engagement with
content.
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Fig. 1. These are the three interface conditions for the experiment. [A] is Script&Shift;
[B] is the chat-based interface condition; [C] is the standard interface. Each condition
has an always-present dock that contains information about the source-based writing
task.

can generate text effortlessly, they often encourage passive acceptance over active
knowledge transformation, reinforcing “knowledge telling” behavior—a strategy
where writing is a direct retrieval of information rather than formulated through
deep reasoning [30]. The generative writing phenomenon raises urgent concerns
about the homogenization of thought, erosion of writer ownership, and dimin-
ished self-regulation and reflection in writing [13,26]. If generative-Al-powered
writing tools primarily function as text generators, students may bypass critical
stages in meaning construction, disengaging from essential cognitive processes
that define effective and intentional writing (Fig. 1).

To address the problem of cognitive disengagement in Al-assisted writing,
we need writing tools that take a process-oriented approach, guiding writ-
ers through key cognitive steps in writing rather than bypassing them. This
approach augments human writers by structuring Al interactions to scaffold
key writing processes—brainstorming, argument development, content organi-
zation, rhetoric, revision, and reflection—ensuring that Al enhances rather than
replaces cognitive effort. Building on this perspective, in prior work, we developed
a process-oriented writing tool called Script&Shift [33] that supports writers
through distinct phases of content development, revision, and rhetorical organi-
zation. Specifically, the tool allows writers to modularly structure their writing
using a layered interface, invoke specialized Al assistants (Writer’s Friends) for
targeted support, and seamlessly reorganize content to explore different rhetor-
ical strategies. These affordances ensure that Al assistance is embedded within
the writing process rather than disrupting it. In contrast, chat-based LLM inter-
faces provide Al assistance through linear, turn-based exchanges, requiring writ-
ers to manually integrate suggestions into their text. For example, when a writer
receives paragraph-level feedback in a chat interface, they must switch contexts
between the chat window and their document, manually copy-paste content, and
then adjust the surrounding text for coherence—a series of interruptions that
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fragments the cognitive flow of writing. This often disrupts the writing flow and
encourages passive text adoption.

To systematically examine how these differing AI interaction
paradigms impact writer agency and knowledge transformation,
we conducted a randomized controlled trial (RCT) comparing Script&Shift’s
process-oriented design with a conventional chat-based LLM interface. This
study evaluates how interface design shapes cognitive engagement, the depth
of knowledge transformation, and writers’ ability to maintain control over their
composition process. Our study involved 90 undergraduate students randomly
assigned across conditions (30 per condition). Participants complete a source-
based writing task requiring synthesizing the provided documents into an essay
arguing their chosen stance. In line with the focus of this paper, we focused
on two constructs: 1) knowledge-transformation: Operationalized qualita-
tive coding for markers of knowledge-transformation in the final essays, and
2) writer agency: Assessed through self-reporting for writing self-efficacy and
perceived ownership.

Our findings reveal that writers experience significantly greater agency and
demonstrate more markers of knowledge transformation when using process-
oriented tools compared to chat-based interfaces. This aligns with theoreti-
cal predictions: process-oriented tools maintain separate content and rhetorical
spaces, preserving the cognitive moves that characterize expert writing while
providing targeted assistance at each stage. In contrast, chat-based interfaces
often collapse these spaces by generating complete text, encouraging passive
acceptance rather than active transformation. These results reinforce emerging
evidence that conversational LLMs, while powerful, may not optimally support
educational writing objectives when deployed through chat interfaces. Instead,
we advocate for process-oriented Al design—systems that function as “critical
partners” rather than text generators. By embedding LLMs within structured
interfaces that scaffold (but do not automate) writing sub-processes, educators
can empower students to engage deeply with content, refine their ideas, and
maintain ownership of their work—key principles for effective human-AI collab-
oration in education. Enabling through granular scaffolding for diverse writing
processes, we observe greater agency and deeper knowledge transformation for
the process-oriented writing system than the alternative conditions.

2 Related Works
2.1 Writing and Knowledge Transformation

Writing is a dynamic, non-linear process that cycles between planning, translat-
ing, and reviewing phases, with writers continuously adjusting their goals based
on insights gained during composition [12]. Scardamalia and Bereiter [30] devel-
oped the knowledge-transforming model of writing, in which content generation
emerges from a dialectical process [19] between two problem spaces: content
(addressing belief and logical consistency) and rhetorical (handling composi-
tional goals). Novice writers, who lack the metacognitive skills to traverse this
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complex problem-solving model, default instead to the task-execution model of
knowledge-telling where they retrieve information from memory based on genre
and topic cues. Exercises like source-based writing tasks, emphasizing source
understanding and idea synthesis, are powerful tools for evaluating and develop-
ing knowledge-transformation tendencies [32], which correlates with high-quality
writing [29]. However, the rise of LLMs introduces complexities regarding writ-
ing development. While some evidence suggests Al assistance can yield immedi-
ate productivity gain [24], other research highlights potential drawbacks. For
example, reliance on current chat-based LLMs might undermine knowledge-
transformation as writers often passively accept their suggestions to produce
subpar and generic writing rather than engaging with them [37].

2.2 Writing and Agency

In the context of writing, agency refers to students’ active, independent partici-
pation [10] Writers achieve agency through engagement with specific contexts like
classroom narrative writing [6,11]. LLMs raise concern among creative writers
regarding ownership [14] and agency over content [16,22,23], along with broader
ethical and societal risks [38]. When using ChatGPT for source-based writing
tasks, Tarchi et al. found reduced writer agency and a disconnect between source
documents and the composed prose [37]. Chat-based LLMs homogenize con-
tent, hindering students’ stylistic development [1]. While language is inherently
dialogic—each utterance responding within broader sociocultural contexts [3]—
current human-Al writing interactions fail to position voices effectively within
these interconnected dialogues.

2.3 AI and LLM in Writing Education

The integration of Al in writing education has roots in cognitive science research
on computer text-editors as writing aids. Collins and Gentner [8] emphasized
how writers manage multiple cognitive processes throughout the writing process,
and that computers are suited to supporting the cognitive processes they out-
line. Building on this foundation, early systems like iSTART [20] demonstrated
computer-based scaffolding of metacognitive strategies through interactive train-
ing and pedagogical agents. Key findings revealed that computer experiences
combining reading comprehension and writing strategy training enhanced stu-
dents’ knowledge-transformation abilities in source-based writing [39].

Recent advances have expanded both theory and application, particularly
for knowledge-transformation and cognitive load management. There has been
significant progress with machine learning algorithms for automatically identify-
ing knowledge-transforming in argumentative essays [29], while Al has demon-
strated effectiveness in improving academic argumentation writing through Al-
Supported Scaffolding (AISS) systems [17]. Studies reveal nuanced patterns of
human-Al interaction: open-source LLMs perform comparably to proprietary
models in providing writing feedback [15], while research on real-time assis-
tance tools shows writers engaging thoughtfully with AT suggestions rather than
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accepting them passively [9]. More saliently, Parker [25] showed that AT inte-
gration fosters metacognitive reflection and maintains writer agency through
dynamic evaluation and negotiation.

However, several research gaps persist: (1) developing more sophisticated
mechanisms for multilingual writing support and macro-level feedback that goes
beyond surface corrections [36]; (2) creating structured frameworks to accom-
modate diverse learning approaches while maintaining academic integrity, par-
ticularly as institutions adapt to ethically integrate AI technologies [25]; (3)
improving Al algorithms specifically tuned for educational purposes rather than
general text processing [17]; and (4) establishing robust validation methods for
measuring educational impact across different writing contexts and complexities.

3 Methodology

Our study’s aim was to validate two constructs: Knowledge Transformation and
Agency, within the context of different LLM-based writing scaffolding experi-
ences. We structured the experiment as a randomized control trial with three con-
ditions for writing: (1) Script&Shift, which provided integrated process-oriented
LLM scaffolding; (2) a custom chat-based LLM to support writing; and (3) a
standard writing interface with no LLM support as a control to ground our find-
ings. For the LLM conditions we used Claude 3.5 sonnet by Anthropic, known
for its writing ability [2]. We conducted this human subjects research under
the purview of Stanford University’s IRB. We recruited participants through
Prolific [27], with filtering criteria requiring them to be students actively pur-
suing undergraduate degrees in the United States. The participants consented
to volunteer 1.5h for $15. In addition to the main task, we asked participants
to complete a pre-test survey for demographic and main task-specific questions,
and a post-test survey geared towards understanding their writing experience.
We did not collect personally identifiable information from participants.

3.1 Participants

We recruited 90 participants (Female= 47, Male= 42, Non-Binary=1) and ran-
domly assigned them to one of three conditions (participant per condition=30).
Participants reported age between 18 and 41, the mode of age range was 18—
39 and the median age range was 26-30. The English proficiency of partici-
pants was high as the recruitment pool was restricted to university students in
the United States (native=76, proficient=13, intermediate=1). All participants
besides 3 had previously used Al for writing, most participants had used mul-
tiple tools (ChatGPT: 80, Grammarly: 55, Gemini:29, Claude:13, Others:11).
The self-reported confidence of participants is as follows: Script&Shift (u = 3.9,
o = 0.75), chat-based interface condition (¢ = 4.03, o = 1) and standard condi-
tion (p = 4.06, o = 0.72). The median time for task completion was 1h 13 min.

For the main writing task, we gave participants a source-based writing task
to construct a position on advertisement based on provided documents in 800—
1000 words. We derived our writing task from a College Board AP Language
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Code Category Code Description Code Example

“Without advertising there would be countless jobs lost, it would
be hard for companies to get their products/services seen by

the public, and society would lose an aspect of their culture that
helps connect them and keep them informed on current events”

) Integrating information
Synthesis Knowledge from different sources or
Transformation | a proposition

Knowledge n “Jeffrey Schrank points out in his work titled Deception Detection
Knowledge Tellingg Pafraphrase(:/copled that advertising's true power falls in its ability to influence and
information from a source manipulate individuals 'below the level of conscious awareness”

Inferential addition to “This educational role extends beyond mere product awareness,

Analysis K”OWIedQ? : " 8 . |as many advertising campaigns aim to raise public
Transformation information mentioned in consciousness about health issues, environmental concerns, or
source cultural events.”
. . . “Through creative visuals, catchy slogans, and targeted
Application Knowledgg Source information applied messaging, ads can quickly convey complex information in an
Transformation |to the real-world context easily digestible format.”
“While advertising can educate, it can also be a source of
Evaluation Knowledge Evaluating or discrediting | misleading or false information. Exaggerated claims, selective
Transformation source information presentation of facts, or pseudoscientific assertions can mislead
consumers and potentially harm their well-being.”
K ’ “For example, if someone's parents didn't raise them to take care
Comprehension nowledge Elaborated source of themselves a certain way or act a certain way, advertising

Transformation information can help show individuals how to act.”

Fig. 2. Codes For Knowledge Transformation (Synthesis, Analysis, Application, Eval-
uation, and Comprehension) and Knowledge Telling (Knowledge) from Rakovié et al.
2019 [28] with an example from our participant essays’ coding.

and Composition exam due to its psychometric robustness. Before starting the
main writing task, we showed participants an interface tutorial and assessed their
understanding through a quiz. We provided participants with a grading rubric to
guide their essay writing and additionally recommended composing their writings
into three sections: introduction, body, and conclusion. We prescribed having
three body paragraphs but made it clear that we accepted shorter essays if they
were able to make their case sufficiently. We informed participants that using
aid outside the interface was not allowed and that we tracked their interface
transactions. We validated their submissions by assessing their interface logs.

Two independent raters assessed each essay using two evaluation frameworks:
(1) using the AP Language and Composition essay rubric; (2) using a knowl-
edge transformation evaluation, following the coding methodology from prior
work [28]. To motivate high-quality writing in our participants, we offered a $5
bonus if their essay scored in the top 5 for their condition based on the AP rubric
scores and the agreement between both raters. The protocol involved coding for
knowledge-transforming and essay quality scoring including the raters indepen-
dently coding a single essay and discussing their disagreements. Following this,
each coder separately coded the rest of the essays. At the end of this first round,
the inter-rater reliability was calculated using pooled Cohen’s Kappa yielding
a score of Kk = 0.76. Following a discussion to resolve disagreements, raters re-
coded for a score of k = 0.86, which is a very good inter-rater reliability. Any
remaining disagreement was resolved by an independent third rater.

Following the writing task, a post-test survey was administered to assess
participants’ experience with their task. For participants in treatment conditions,
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we asked about their experience using the LLM interface and their perceived
agency over their writing, allowing us to validate our agency construct (Fig. 2).

4 Results
4.1 Knowledge Transformation

To examine differences in knowledge transformation across conditions, we con-
ducted Kruskal-Wallis tests followed by pairwise Mann-Whitney U tests. The
Kruskal-Wallis test revealed significant differences in Analysis scores across con-
ditions (H = 8.72, p = .013). Subsequent pairwise comparisons showed that
Script&Shift participants displayed significantly higher Analysis performance
compared to both Standard (U = 236.50, p = .007) and chat-based conditions
(U = 271.50, p = .020). Additionally, Script&Shift participants showed signifi-
cantly better performance in Fvaluation (U = 287.50, p = .033) and Knowledge
(U = 554.00, p = .038) compared to the ChatLLM condition. While no signifi-
cant differences were found in Application (H = 0.67, p = .715), Comprehension
(H = 092, p = .632), or Synthesis (H = 2.75, p = .253), the overall pat-
tern suggests that Script&Shift was more effective at facilitating higher-order
knowledge transformation, particularly in analytical and evaluative tasks. These
findings indicate that Script&Shift’s structured approach may better support
students in developing advanced cognitive skills compared to both traditional
methods and standard Al writing assistance. In Fig. 4, we showcase participant
self-reporting for various knowledge transformation processes [30,31].

4.2 Agency

The post-test survey contained 12 questions on a 7-point Likert scale, ranging
from Strongly Disagree to Strongly Agree, for the chat-based and Script&Shift
condition. Due to the nature of the control condition, there were no questions
regarding the perception of Al usage as the system and only three questions
regarding writing agency for establishing a baseline to compare the two Al con-
ditions. The questions were: (Q1) “I felt in control during the writing process”,
(Q2) “T feel content with the writing I produced” and (Q3) “I would feel comfort-
able publishing this essay in my name.” One-way ANOVAs revealed significant
differences between conditions for all three measures: Q1 (F(2,85) = 101.90,
p < .001), Q2 (F(2,85) = 72.91, p < .001), and Q3 (F(2,84) = 26.15, p < .001).

To examine specific differences between the Script&Shift condition and other
conditions, we used Welch’s t-test due to its robustness against unequal vari-
ances. For Q1, Script&Shift (u = 6.59, o = 0.87) showed significantly higher
ratings compared to both chat-based (1 = 3.34, ¢ = 0.72; ¢(54.20) = 15.48,
p < .001) and Standard conditions (1 = 5.83, 0 = 1.09; ¢(55.06) = 2.95, p < .01).
Similar patterns emerged for @2, where Script&Shift (u = 6.34, 0 = 1.11)
demonstrated significantly higher satisfaction than chat-based (u = 2.83, o =
1.04; ¢(55.74) = 12.46, p < .001) and Standard conditions (u = 5.50, 0 = 1.31;
t(56.10) = 2.68, p < .01). For Q3, Script&Shift (ux = 5.90, ¢ = 1.54) also
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Fig. 3. This figure compares agreement for (A) Script&Shift, (B) Chat-based LLM,
and (C) Standard interfaces across three dimensions of agency: perceived control during
writing (Q1), content satisfaction (Q2), and publication comfort (Q3).

showed significantly higher comfort levels compared to chat-based (x = 3
o = 0.82; ¢(42.60) = 8.29, p < .001) and Standard conditions (u = 4.
o = 1.76; t(55.06) = 2.30, p < .05).

Across all measures, the differences between Script&Shift and chat-based
conditions were notably larger than those between Script&Shift and Standard
conditions (Apsnift—chat > AWShifi—Standard), Suggesting that Script&Shift
substantially improved the writing experience compared to both baseline and
chat-based approaches, look at Fig. 3 for more details. To isolate the perception
of AT with respect to agency, the following two items were present in the case of
Script&Shift and chat-based interface: (1) “I felt that my essay maintained my
original voice even when using AI” and (2) “I felt that the AI did not replace
my writing.” For the first question (see Fig.4 for more details), Script&Shift
(1 = 6.62, 0 = 0.86) showed marginally higher ratings compared to the Chat
condition (p = 6.10, 0 = 1.08; ¢(53.38) = 2.01, p < .05). However, for question 2,
there was no significant difference between Script&Shift (1 = 5.97, 0 = 1.52) and
Chat conditions (u = 6.07, o = 1.18; ¢(55.88) = —0.29, p > .05). These results
suggest that while Script&Shift maintained slightly higher perceived effectiveness
for question 2, both conditions performed similarly on this measure.

4.3 Essay Scoring

While the Script&Shift condition showed the highest College Board scores (u =
5.34, 0 = 2.75), the substantial variability across Standard (u = 5.04, o0 = 1.82)
and ChatLLM (u = 4.52, 0 = 2.59) conditions suggests individual differences
may have outweighed experimental effects. Source Integration revealed marginal
differences between Script&Shift (u = 3.31, ¢ = 1.78), Standard (p = 2.75,
o =1.27), and ChatLLM (u = 2.83, o = 1.53) conditions, though high variance
indicates considerable group overlap. Other dimensions were similar across the
board with moderate variability.
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Response Distributions Comparison
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Fig. 4. These plots are for individual questions in the survey on a 7-point Likert scale
to measure writing scaffolding and agency experienced by the writer.

4.4 Correlation Between Interface Use and Knowledge
Transformation

Analysis revealed a moderate positive correlation (r = 0.61) between inter-
face transactions (u = 14.43, o = 5.95) and knowledge transformation markers
(1 =15.29, o = 7.40). The relatively high standard deviations in both measures
suggest substantial variability in how participants engaged with the interface and
transformed knowledge. Figure 5A shows the correlation between interface use
and knowledge transformation. Among participants in the Script&Shift condi-
tion with high knowledge transformation, ‘Idea Ivy’ (Fig.5B1), the AI support-
ing brainstorming, was used most frequently. We observed that participants with
moderate knowledge transformation favored ‘Detail Danny’(Fig.5B2), while
those with low knowledge-transformation and overall lower LLM usage primar-
ily relied on feedback features, ‘Audience Ali’ and ‘Feedback Feliz’ (Fig.5B3),
that do not allow writers to explicitly specify their prompts. This usage pat-
tern mirrors our prior findings for interfaces without Script&Shift’s spatial affor-
dances [33], suggesting participants with low knowledge-transformation did not
utilize the spatial features of the interface available to them.
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4.5 Prompt Characteristics

We analyzed participants’ prompts across both LLM interfaces by cat-
egorizing their target (T), constraint (C), and output (O). Evaluation-
focused prompts (Textr,Qualityc, Evaluatep) were preferred by high
knowledge-transformation participants. In Script&Shift, they also utilized
generation and organization prompts, (Textr,Generatec, Evaluatep) and
(Structurer, Organizec, Revisep). In the chat-based interface condition, they
preferred generation with examples (Textr,Generatec, Examplep). On the
other hand, low knowledge transformation participants mainly used elabora-
tion (Textr, Flaboratec, Expandp) in Script&Shift and generation prompts
(Textr, Generatec, Fxpando) in chat-based interfaces.

u scriptashift ([l

354 Chat-based LLM ([l

Knowledge Transformation

(4) Feedback

Interaction With Large Language Model

Fig. 5. (A) shows the correlation between knowledge transformation markers and LLM
feature access. While chat-based shows no correlation, Script&Shift exhibits moderate
positive correlation (r = 0.608, p = 0.001). (B1-B3) display most-used LLM features
for three representative Script&Shift participants.

5 Discussion

Our study findings indicate that using an integrated process-oriented Al writing
tool like Script&Shift enhances writers’ agency over the writing process com-
pared to chat-based writing tools. Notably, the self-reported agency was also
higher for users in Script&Shift condition than for writers in the control condi-
tion, where they worked with complete autonomy (no Al assistance). An expla-
nation for Script&Shift fostering greater agency than even complete autonomy
could be, that without any AI mediation, subjects in the control condition likely
had a different mental model of what “control” is, e.g., how they felt about the
writing prompt.
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Participants were more comfortable publishing work from Script&Shift
(1 = 5.90) versus the chat-based (u = 3.21) and standard interface conditions
(1 = 4.90). This suggests process-oriented scaffolding better preserves writers’
sense of ownership than tools that write for them, supported by Script&Shift’s
higher ratings for maintaining original voice. Such interfaces provide diverse
combinations of target, constraints, and outputs in prompts, facilitating reflec-
tive processes that support knowledge-transformation [30,31].

The correlation results between LLM usage and knowledge-transformation
provide some support for Script&Shift’s process-oriented design approach. The
moderate positive correlation (r = 0.61) suggests some relationship between
active engagement with the tool and depth of cognitive processing. The substan-
tial variation in both interface transactions (p = 14.43, ¢ = 5.95) and knowledge-
transformation (u = 15.29, ¢ = 7.40) markers complicates this interpretation,
but it may also indicate that our participants engaged in different strategies while
using the tool and in knowledge-transformation during writing. Script&Shift
demonstrated higher overall and component-specific knowledge-transformation
trends, with its integrated support fostering deeper content engagement versus
the passive acceptance of shallow insights observed in the chat-based condition.

While we were unable to discriminate between essay quality across the three
conditions, despite greater markers of knowledge-transformation in Script&Shift
condition, it is not unexpected. Prior studies that have analyzed essays for mark-
ers of knowledge-transformation and graded them have found a weak correla-
tion at best [29]. This disconnect may reflect the complexity of writing quality
assessment. Grading by The College Board rubric shows the highest means for
Script&Shift (1 = 5.34), but with substantial variability (o = 2.75), suggesting
that individual differences may have played a larger role than AI tool support
in determining final essay quality. To observe a significant effect size, longer-
term treatments have to be applied. Several limitations should be considered.
The 1.5-hour timeframe may have constrained writers’ ability to fully engage in
knowledge-transformation and deeper cognitive processes.

6 Limitations and Future Work

Our study revealed knowledge-transformation trends in single writing samples
produced after experimental exposure to new technologies. Script&Shift demon-
strated promising patterns in knowledge-transformation and writer agency, sug-
gesting directions for future Al-assisted writing research.

We aim to explore how LLM-based systems can augment pedagogical strate-
gies to produce better learning outcomes for students. While prior research indi-
cates unintended negative consequences of ChatGPT on student writing [37], we
believe integrated process-oriented systems can amplify students’ abilities while
aligning intent with process-specific scaffolding [25].

Despite their potential, the risks of hallucination and bias remain serious.
While these systems can help students become better writers, they may also
produce a homogenizing effect [1]. This can lead to the propagation of biases
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and misinformation encoded in these systems. Additionally, school personnel are
concerned about the impact of generative technologies in classrooms [7,21], as
students often use them to complete assignments while forgoing crucial learning
steps. Under such circumstances, it becomes imperative to build technologies
that can be monitored by teachers to provide students with safe access to these
technologies, which could otherwise have severe unintended consequences.

7 Conclusion

This paper shares findings from a randomized control trial comparing chat-based
writing interface with integrated process-oriented writing tools like Script&Shift
for the constructs of knowledge-transformation and experienced agency. The sup-
port provided by Script&Shift for varying writing processes helped writers map
their intentions to different scaffolds to produce writing rich in rhetorical and
content interplay. We believe technologies like these can help improve student
writing while empowering them to engage with their content deeply.
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