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Abstract

Despite a tremendous increase in the use of video for conducting research in classrooms as well as preparing and
evaluating teachers, there remain notable challenges to using classroom videos at scale, including time and
financial costs. Recent advances in artificial intelligence could make the process of analyzing, scoring, and
cataloguing videos more efficient. These advances include natural language processing, automated speech
recognition, and deep neural networks. To train artificial intelligence to accurately classify activities in classroom
videos, humans must first annotate a set of videos in a consistent way. This paper describes our investigation of
the degree of inter-annotator reliability regarding identification of and duration of activities among annotators with
and without experience analyzing classroom videos. Validity of human annotations is crucial for research involving
temporal analysis within classroom video research. The study reported here represents an important step towards
applying methods developed in other fields to validate temporal analytics within learning analytics research for
classifying time- and event-based activities in classroom videos.

Notes for Practice

e We describe our configuration of an annotation tool and our use of the tool to identify and label
instructional activities in videos of elementary mathematics and reading instruction.

e We offer methods for validating the classification of time- and event-based activities in classroom
videos by human annotators. Validation efforts, such as these, are crucial in learning analytics
research involving human annotations for temporal analysis.

e We report how we trained individuals who lacked experience analyzing videos of K—12 instruction to
accurately annotate some low-inference labels of classroom activity.

e We report on inter-annotator reliability using several statistics including raw agreements, time- and
event-based kappas, and positive and negative agreements.
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1. Introduction

In the last decade in the U.S., there has been a tremendous increase in the use of video for preparing and evaluating teachers
in addition to conducting research on teaching quality (see, e.g., Kane et al., 2013; Hamre et al., 2012; SCALE, 2015). Despite
this increased use, there remain notable challenges to using classroom videos at scale. These challenges include the time and
financial cost involved in training humans to view and assess video recorded lessons and the time involved in labelling large
volumes of video for later viewing. Recent advances in artificial intelligence may provide solutions to these challenges and
could make the process of analyzing, scoring, and cataloguing videos more efficient. These advances include deep neural
networks in applications such as natural language processing and computer vision. A deep neural network is a hierarchical
learning structure that tends to learn more complex and abstract features of a given set of data in its deeper layers. With this
structure, a deep neural network can approximate complicated decision functions that directly map input data to output labels.
In addition, with deep neural networks, the learning process can improve the level of accuracy in classification as more
annotated data are provided.

To train neural networks and other forms of artificial intelligence to accurately classify activities in classroom videos, it
is necessary for humans to first annotate a set of videos in a consistent way (i.e., identify and label activities in videos with
moderate to high levels of reliability). This paper describes our configuration of an annotation tool and our use of the tool to
label instructional activities in videos of mathematics and reading instruction at the elementary level (i.e., children 5—12 years
of age). The paper also reports on the degree of inter-annotator reliability regarding (a) identification of activities and (b)
duration of annotated activities; (a) and (b) are prominent challenges for temporal analysis (Chen et al., 2018; Knight et al.,
2017; Molenaar & Wise, 2022). Most temporal analysis in the field of learning analytics has been based on computer-captured
metrics (Epp et al., 2017; Riel et al., 2018). Unlike these studies, this study featured a different type of data: human annotations
of videos of elementary instruction. Validation efforts are crucial for research using temporal analytics generated by human
annotations of videos.

In this study, we found that individuals without experience analyzing classroom videos were able to annotate the activity
labels in videos of elementary instruction in a manner consistent with individuals with such experience. In particular, we
reported raw agreement scores of about 80—90% or greater among all our annotators. For some low-inference activity labels,
pairs of annotators were able to reach substantial agreements that were statistically significant. The validation study reported
here represents an important step towards presenting methods to validate the classification of time- and event-based activities
in classroom videos for the purpose of temporal analysis research for the learning analytics community.

2. The Role of Artificial Intelligence in Classifying Instructional Activities in Classroom
Videos

During the past ten years, classroom videos have become a prominent feature of efforts to support, assess, and conduct research
on classroom interactions. Using video in these ways has many advantages. It allows for a teacher’s lesson(s) to be observed
by multiple individuals and for more than one observation instrument to be employed in analyzing a given lesson. For teacher
candidates whose clinical placements are distant from their universities and practising teachers in geographically isolated
settings, using video can enable teacher educators to provide regular feedback on their teaching. In terms of teacher
assessment, video is a key part of the initial licensure process in many states, through edTPA (SCALE, 2015); and it is integral
to the National Board for Professional Teaching Standards’ (NBPTS) process for awarding teachers advanced certification
(Cowan & Goldhaber, 2016). In addition, using video has made it much more feasible to conduct research on teachers’
instructional practices at scale. This is evident in the Measures of Effective Teaching (MET) study, which collected video-
recorded data on the instructional practices of more than 1,000 4- through 8%-grade teachers in six large U.S. school districts
(Kane et al., 2013); as well as research featuring classroom observation instruments such as the Classroom Assessment Scoring
System (CLASS; Hamre et al., 2012).

Using classroom videos has great potential to support teacher development as well as the processes of licensing teachers
and conducting research on teacher quality. But there are notable costs associated with training raters and ensuring that they
rate videos with adequate levels of reliability. These include financial costs associated with purchasing video equipment and
storing videos in secure online locations; costs associated with identifying qualified raters, training and compensating them,
and assessing the reliability of their rating efforts; and costs associated with the actual process of scoring itself. For many
teacher educators, researchers, and policy-makers, these costs may lead them to conclude that using classroom videos is too
expensive.

In response to these challenges, growing numbers of researchers are exploring the potential role of artificial intelligence
in classifying instructional practices and student engagement in recordings of instructional activities. For example, Kelly et
al. (2018) used automatic speech recognition, natural language processing, and machine learning to train computers to identify
authentic questioning in secondary English language arts (ELA) classrooms based on audio recordings of classroom
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interaction. Drawing on 583 transcripts and recordings from 139 classrooms, the researchers reported correlations between
human-coded and computer-coded questions of » = .602 for transcripts and » = .687 for recordings (Kelly et al., 2018).
Whitehill et al. (2014) drew on data from 34 undergraduates to compare human-detected versus computer-detected recognition
of student engagement; the researchers used machine learning to develop automatic engagement detectors. They found that
for distinguishing between high and low engagement, the automatic engagement detectors performed at a comparable level
as humans. Jacoby et al. (2018) analyzed 43 videos of secondary school students engaged in an activity that involved talking,
writing, and typing. Employing deep neural networks, Jacoby et al. (2018) reported classification accuracy of 99.7% (talking),
92.5% (writing), and 82.5% (typing).

In summary, researchers have provided evidence that it is possible to use automated speech recognition, natural language
processing, machine learning, and even deep neural networks to classify instructional activities in audio and video recordings
of classrooms from the early childhood and elementary levels to the secondary and undergraduate levels. At the same time, it
is important for human annotators to first be able to label activities in videos with moderate to high levels of reliability to then
train these forms of artificial intelligence to accurately classify such activities (Shaffer, 2017).

2.1 Temporal Analysis in Learning Analytics Research

Learning analytics researchers have identified several methodological choices and questions relevant to conducting temporal
analysis in general and analyzing activities in videos of classroom instruction in particular (Chen et al., 2018; Knight et al.,
2017; Molenaar & Wise, 2022). For example, Knight et al. (2017) made an important distinction between time windows and
analytic time units. A time window refers to the entire period during which instructional activities are analyzed. Regarding
elementary school teaching, this can refer to an entire reading or mathematics lesson or to segments of time within a lesson.
In contrast, an analytic time unit is defined as “a way to aggregate up from the maximum granularity at which the data is
collected” (Knight et al., 2017, p. 9). For example, researchers might select the analytic time unit of 30 seconds and iteratively
label each 30-second unit from the video. Time windows and analytic time units are two examples of the analytic decisions
researchers make when conducting temporal analysis.

Molenaar and Wise (2022) explicate key aspects of the construct passage of time. These include position, or when an
activity takes place within a time window; duration, or the length of the activity; frequency, of how often the activity occurs;
and rate, or the pace at which the activity takes place over time. For example, in an elementary mathematics lesson, a
researcher might investigate the teacher’s feedback in response to student explanations of how they solved mathematics
problems. This could include exploring when the teacher shares feedback, the duration of the feedback, how often they provide
it, and the rate at which it occurs during the lesson. Chen et al. (2018) articulated several key questions for researchers when
conducting temporal analysis. These questions include considering how teaching activities are conceptualized in terms of
time, where they are observed in time, and what insights into teaching and learning can be provided by the analytics. In terms
of conceptualizing instructional activities with respect to time, one may choose to focus on the passage of time (e.g., when
and how long an activity occurs) or the sequence of different activities (e.g., which activities come before/after other activities).

In terms of these possible choices for temporal analysis, Chen et al. (2018) “include concerns regarding evaluation of the
analytics (including the preceding questions) and their validity” (p. 7). In the learning analytics field at large, researchers have
been working on issues of evaluating analytics and their validity, especially as more analytics are being used for machine
learning (Eagan et al., 2020; Kitto et al., 2023). However, there has been little attention to validity for temporal analytics in
the learning analytics community. Further, the validation of temporal analytics is a unique problem; typical methods of inter-
rater reliability from content analysis are problematic for timed-event data (Bakeman & Quera, 2011; 2023), which we will
later discuss in more depth. In this study, we draw on methods from observational behaviour, ethnography, and video research
to analyze the consistency of temporal analytics generated by human annotations of videos of elementary instruction. By
using these methods, we were able to substantiate claims about whether annotators without experience in classroom video
analysis were able to annotate videos of elementary instruction in a manner consistent with individuals with such experience.

2.2 Prior Research on the Reliability of Human Annotation in Videos of Instruction

Several researchers have examined the reliability of human annotation in videos of instruction. For example, Curby et al.
(2016) examined whether live observation ratings of lessons in early childhood classrooms were consistent with ratings from
video recordings of the same lessons. The researchers used the Classroom Assessment Scoring System-PreK (CLASS-PreK;
Hamre et al., 2012) to analyze instructional support, emotional support, and classroom management in each class. The authors
reported evidence that scorers could use CLASS-PreK to score both live and video-recorded lessons reliably, but that the
scores for the live ratings were generally a little higher than those for the video ratings of the same lessons. In another study,
Tucker et al. (2016) used video recordings from university-level physics lessons to compare annotations using video data only
with those using both video and audio data. The annotators were asked to assign labels for the following constructs: worksheet,
discussion, teaching assistant, joking, and other. For these constructs, the authors found that inter-rater reliability was as high
when annotators used video data only as when they employed audio and video data.
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In the studies by Curby et al. (2016) and Tucker et al. (2016), the researchers made the decision to compare annotators’
labelling of the same analytic time units. In these cases, the studies featured 5-second and 20-minute time units, respectively.
A benefit of this approach is that all the annotators will make the same number of timed-event decisions and researchers can
compare these decisions by each analytic time unit. Further, annotators do not have to make decisions regarding position or
duration for an activity within the video. The absence of these decisions for annotators contrasts with our study, which takes
a time window approach.

In a related study, Prusak et al. (2010) investigated the ability of pre-service physical education teachers to annotate
videos of physical education instruction using a time window approach. Pre-service teachers apply the following labels to
segments of the video: instruction, student transitions, equipment transitions, freeze position, and discipline plan. The pre-
service teacher’s annotated performance was compared by two experts (i.e., university instructors). The authors reported that
after limited training, the study participants were accurate in their content labelling and moderately reliable in their labelling
ability. To support their claims, the authors reported two percentages: percent agreement of labels and percent of time overlap
for labelled instance. Reporting these percentages alone, however, did not account for whether these agreements occurred by
chance; it is recommended, in cases like this one, to use an event-matching algorithm and report an event-based kappa
(Bakeman & Quera, 2023; Holle & Rein, 2015). Others also recommend reporting positive agreement (Feinstein & Cicchetti,
1990) and Shaffer’s (2017) rho statistics with the event-based kappa.

In the study presented here, we build on previous studies by taking a time window approach to compare annotator
performance for labelling classroom videos with activity structures and teaching and learning activities. In addition, this study
is unique compared to prior temporal analysis in learning analytics research by applying an event-matching algorithm from
observational behaviour research to make claims about the reliability of temporal analytics generated by human annotators
with varying levels of experience analyzing classroom videos.

2.3 Using Multiple Statistics in Studies of Inter-Annotator Reliability

Researchers have argued that multiple statistics are needed to assess inter-annotator reliability among humans who are trained
to label videos and/or text of human emotion and activity (e.g., Kitto et al., 2023; Tong et al., 2020). One statistic widely used
in studies of inter-annotator reliability is percent raw agreement, which simply reports the total number of agreed-upon
annotation labels in comparison to the total number of annotations. Researchers caution though against using percent raw
agreement as the only measure of inter-annotator agreement since it does not consider agreements that may occur by chance.
For example, Kitto et al. (2023) reported on a study of how four annotators applied labels in 2019 and again in 2022 to turns
of talk that featured exploratory talk during a session at a professional conference. The authors used percent raw agreement,
Cohen’s kappa, Fleiss’ kappa, and Krippendorff’s alpha statistics to report on levels of inter-annotator agreement. Kitto et al.
showed that high raw agreement scores did not necessarily correspond to high levels of agreement when the other statistics
were used. While the annotators were provided with clearer directions when they engaged in content analysis the second time
(i.e., in 2022), the authors reported only minor improvements in agreement using the kappa and alpha statistics between 2019
and 2022.

Other researchers warn against relying exclusively on kappa-based statistics. For example, Tong et al. (2020) analyzed
the use of coefficient indices for inter-annotator reliability of classroom observation instruments used to assess implementation
fidelity regarding educational programs for English learners. The authors describe a phenomenon in which Fleiss’ kappa
values were falsely conservative in instances when annotators “demonstrate a high percentage of agreement not due to chance”
(Tong et al., 2020, p. 4). This phenomenon occurred when there was high agreement between annotators while some
dimensions of the observation instruments were selected infrequently (n < 5). For such cases, the authors recommended
reporting both non-chance-corrected (i.e., raw agreement) and chance-corrected (i.e., kappa) statistics. Similarly, others have
recommended reporting positive and negative agreements with kappa-based statistics (Feinstein & Cicchetti, 1990).

Researchers have noted other considerations regarding the use of kappa statistics to assess inter-annotator agreement. For
example, D’Mello (2016) examined the degree to which humans assigned the same ratings to short videos of adults expressing
a range of emotions. In this study, eight undergraduates served as annotators and each of them participated in three scoring
sessions. During each session, they worked in pairs to view nine five-minute video segments of nine different adults,
independently annotate emotions in the video data, discuss their annotations in pairs, and subsequently annotate additional
data. D’Mello reported that the average inter-annotator agreement measured as a Cohen’s kappa statistic increased from 0.23
after the first iteration to 0.36 after the third iteration and then levelled off between the third and the ninth iterations (with
inter-annotator agreement of 0.38 after the ninth iteration). The authors acknowledged that their results were lower than the
recommended level of substantial agreement (i.e., 0.6 kappa), but noted that “lower kappa scores are to be expected when
annotating affect since it is a latent state that is ill-defined and possibly indeterminate” (D’Mello, 2016, p. 144).

The studies reviewed thus far in this section have been situated in contexts where the raters or annotators are labelling
the same unit of analysis, and researchers can compare the agreements between them easily through matching. For example,
some of these studies involved labelling or rating a video by 10-second segments or turns of talk as the predefined unit of
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analysis. When annotators must also make decisions about the position and duration of an activity within the video, they are
making two decisions. First, they must decide the onset and offset times of the activity; second, they must decide which label
to apply to the activity. For example, one rater may label an activity as one long segment with an onset and offset time while
a second rater may label that same interval with that activity but decide to split it into two shorter segments. Therefore, inter-
rater agreement in this context needs to consider both the categorization agreement for the activity labels between annotators
and the segmentation agreement (Bakeman & Quera, 2011; Holle & Rein, 2015).

This inter-rater agreement problem is unique for timed-event sequential data (Bakeman & Quera, 2011). There are a few
event-matching algorithms (e.g., Bakeman & Quera, 2023; Holle & Rein, 2015) that allow researchers to calculate
categorization and segmentation agreements separately or derive an overall agreement that jointly considers categorization
and segmentation. In this study, we used an event-matching algorithm (i.e., EasyDIAg) developed to provide a modified kappa
that jointly considers categorization and segmentation (Holle & Rein, 2015). A strength of EasyDIAg in comparison to other
event-matching algorithms is that it only requires one user-specified parameter — percentage of required temporal overlap —
to be considered a match. Next, we review how sample size and segmentation may impact the event-matching algorithm used
in this study.

Sample size can have a direct influence on inter-annotator reliability statistics for timed-event sequential data. Holle and
Rein (2013) compared two research teams’ applications of observation labels using EasyDIAg. For the first team, they
reported that a sample size of 15 videos with 333 labels yielded large 95% confidence intervals around kappa scores. For this
sample size, the authors noted that “conclusions about the tool’s reliability” would be difficult to obtain (Holle & Rein, 2013,
p. 6). The second team had a sample size of 44 videos and their 95% confidence intervals around the kappa scores were
significantly narrower. Based on this analysis, the authors recommended that each category for labelling has at least 200
occurrences in the data. Alternatively, one can calculate Shaffer’s rho (p) statistics to determine the generalizability of the
kappa score (Eagan et al., 2020; Shaffer, 2017). For instance, if p <0.05, then one may conclude kappa is over a predetermined
threshold (e.g. > 0.65) with a maximum error rate of less than 5% for their entire dataset.

Holle and Rein (2015) also noticed that their event-matching algorithm EasyDIAg struggled to match in certain cases.
One case of note was when one annotator creates one long segment, but the other annotates the same interval as multiple sort
sequences. Often, EasyDIAg will fail to match these annotations on this interval because the overlap criterion tends not to be
fulfilled. However, if EasyDIAg is used during the training of annotators, then these differences in grain size can be detected
and can be specified in training materials to help increase the likelihood of matching with the algorithm.

2.4 Experience With Analyzing Activities in Classroom Videos

Another question that researchers have addressed is whether individuals who lack experience analyzing and interpreting
images or activities within videos can classify phenomena in video data in a manner similar to those with such experience. In
the area of medical imaging, researchers have shown that those without experience analyzing medical data in videos can apply
labels in a comparable manner as those with more experience. Budd et al. (2021) compared individuals with no experience
annotating U.S. medical data with a cardiologist and three sonographers; they reported that those lacking experience analyzing
medical data were able to conduct complex medical image segmentation activities at the same high level as the more
experienced analysts in their study. Kwitt et al. (2014) trained eight individuals without experience analyzing medical data to
assess the presence of celiac disease in medical images; they concluded that their “large corpus of non-expert labelled (i.e.,
noisy) training data can in fact be used to build a classification system that performs equally well as a system trained solely
on a limited number of pristine labels” (p. 460).

Scholars have documented similar results in other areas of video analysis. Jones et al. (2018) examined the ability of ten
individuals who lacked experience analyzing video to label instances where a person with a cane took steps with the cane
touching or not touching the ground. They showed that these individuals were able to label events in the cane dataset with
high levels of agreement. Pustu-Iren et al. (2019) investigated the ability of five individuals without experience analyzing
historical material and five with such experience to recognize concepts and historical figures in video; those lacking
experience were able to annotate concepts at the same level of performance as their counterparts, but they had difficulty
correctly identifying historical figures. Finally, in terms of natural language processing, Snow et al. (2008) compared
individuals without experience analyzing text to those who had such experience regarding five tasks: affect recognition, word
similarity, recognizing textual entailment, event temporal ordering, and word sense disambiguation. The authors provided
evidence of high levels of agreement between both groups for each of the five tasks.

In summary, annotation research in medical imaging, video analysis, and natural language processing has shown that
individuals without experience analyzing video or text can classify some phenomena in various types of datasets at comparable
levels of agreement as those with such experience. In this study, we build on this work by examining whether individuals
without experience analyzing classroom video could classify activities in videos of elementary mathematics and reading
instruction in a manner similar to those with such experience.
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3. Research Questions

As a first step towards developing a dataset to train artificial intelligence to classify activities within classroom videos, the
validation study reported here focused on assessing the agreement of human annotators in classifying a set of activities in such
videos specifically in the absence of audio information. This study addressed the following research questions:
1. Can individuals without experience analyzing videos of elementary mathematics and language arts instruction annotate
activities and their duration at the same level of agreement as those with such experience?
2. How reliably do these individuals label activities and their duration in classroom video?

4. Methods

4.1 Annotators

The six annotators included a postdoctoral researcher (A1) and two PhD students in Curriculum and Instruction (A2, A3) and
three undergraduates in Youth Development and Policy at a research university in the Mid-Atlantic U.S. The first three
annotators had taught full-time for two to five years; one taught high school mathematics for two years in South Carolina, one
taught elementary ELA and mathematics for five years in Washington state, and one taught secondary ELA and science for
five years in Namibia and Ethiopia. All three were white; two were male and one was female. All three had prior experience
analyzing video recordings of K—12 instruction and providing feedback to teaching candidates in the context of university
courses on teaching methods and classroom management. The three undergraduate students had prior experience tutoring
youth, but none of them had experience analyzing videos of elementary instruction. One was Asian-American and two were
white; all three were female.

4.2 Sample of Classroom Videos

This validation study drew on a randomly selected sample of videos of elementary instruction from a prior research study
known as the Development of Ambitious Instruction study (DAI; Youngs et al., 2022). The DAI study focused on 83 beginning
elementary teachers who graduated from teacher preparation programs at five universities across three states in the United
States. The study participants completed their final year of preparation in either 2015-16 or 2016—17 and subsequently began
teaching full-time in grades K—5 in general education settings. Each teacher was observed teaching mathematics and ELA up
to six times in each subject during their first two years of full-time teaching; each video-recorded lesson was about 45 minutes
to an hour in length.

For this validation study, the six annotators first used 24 activity labels to annotate a total of 50 hours of video
(i.e., approximately 25 hours of mathematics instruction and 25 hours of ELA instruction); the number of hours of video
annotated by each annotator ranged from 3 to 10. Next, the annotators each used the 24 activity labels to label four 15-minute
“validation” segments (two in mathematics and two in ELA) that had previously been labelled by a primary annotator. The
15-minute validation segments were intentionally chosen to include a notable shift in instructional activities; for example,
each segment included a shift from whole group instruction to small group activity or individual activity. The annotators’
labels for these four 15-minute segments were used as the data source for this study. Each annotator labelled four 15-minute
segments (i.e., one hour) of video because this represented 10% or more of the amount of video.

4.3 Annotation Tool

The annotators used ELAN (2021) computer software to annotate the 15-minute segments for the two mathematics videos and
two ELA videos without listening to audio.! Figure 1 provides an example of the ELAN tool configured for annotating in this
study. The video player is in the upper left while a timeline with classroom-based activity labels is annotated in the lower half
of the screen. To label activities, the annotators selected onset and offset times and annotated the selected duration as “y” or
yes to indicate the presence of that activity. The absence of an annotated time duration indicates that the activity was not

present. Sound was disabled during all annotation using a mute control function within ELAN.

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported
(CC BY-NC-ND 3.0)
6



SELAR

SOCIETY far LEARNING
ANALYTICS RESEARCH

File Edit Annotation Tier Type Search View Options Window Help

|7 " Comments | Recognizers | Metadata | Controls
= Grid Text | Subtitles Lexicon

FY

Volume: =
00|

: 0 50 -

< [ [ D1

00:16:16.418 Selection: 00:28:59.000 - 00:30:00.000 61000

L] M e e pE [ M [(Ps]s]ke] [e]=2] 8] 1] O sdecton

I T ot
A8 RIR caniii L d e ime LI 1

00:13:20.000 00:15:00.000 :16:40.000 00:18:20.000 00:20:00.000 0

Discourse | Y H H
[20] |

Teacher Talking to
| [23]

=

=
=
A

Student talking with
| [0}
Teacher Noddln? i
3]
Teacher Shaking H | i |N =
| [10]

Raising Hand H
2]

S- Meaningful Gest M
| [11
T Meaningful Gesty H H '—V—{ H N

Managemeﬁt}_(—l | R =——

Figure 1. ELAN tool example.

4.4 Pilot of Classroom-based Activity Labels
Annotators used a set of 24 activity labels when annotating the 50 hours of video and the four 15-minute validation segments.
The activity labels are based on two classroom observation instruments widely used in instructional observation research: the
Mathematics-Scan (M-Scan; Berry et al., 2013) and the Protocol for Language Arts Observations (PLATO; Grossman et al.,
2013). Using domains present in the M-Scan and PLATO rubrics, the research team developed a pilot set of labels focused on
the following six parent areas: activity types (e.g., whole class, small group, individual); classroom discourse (e.g., student
talking to student, nodding and shaking heads, meaningful gesture); teacher location (e.g., movement and position);
representations of content (e.g., books, mathematics manipulatives, technologies, worksheets, writing); student location (e.g.,
movement and position); and management (e.g., signalling, movement of students, and other time management). Some of
these pilot labels were low inference, such as whole group activities and using or holding books, while others were high
inference, such as meaningful gesture. To annotate high-inference labels, the annotators made judgments and inferences
featuring complex psychological constructs that inevitably led to a certain level of disagreement, as has been found in other
studies (e.g., D’Mello, 2016).

Following an iterative labelling process, the annotators arrived at a finalized list of 24 labels prior to applying them to the
50 hours of video recordings and the four 15-minute validation segments in this study. This list of labels is in Table 1 with
the text of parent labels in bold and placed in a highlighted cell and then their child labels listed below. Child label
segmentations are either the same length as the parent label or as multiple smaller segmentations within the longer segment
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of the parent label. For example, discourse (as the parent label) may occur for three minutes and students may raise their hand
for 20 seconds during this three-minute period.

Table 1. List of Annotation Labels

Index  Annotation Parent Labels Annotation Child Labels

1 Activity Types Whole Class Activity

2 Small Group Activity

3 Individual Activity

4 Transition

5 Teacher Supporting One Student

6 Multiple students with SS interaction

7 Multiple students without SS interaction
8 Teacher Location Sitting (T)

9 Standing (T)

10 Walking (T)

11 Student Location Sitting on the carpet or floor

12 Sitting at group tables

13 Sitting at desk

14 Student(s) walking or standing

15 Discourse On task student talking with student

16 Student raising hand

17 Representing Content Book — Using or Holding Book

18 Worksheet — Using or Holding

19 Notebook — Using or Holding

20 Instructional Tool — Using or Holding
21 Presentation with Technology

22 Individual technology — Using or Holding
23 Student Writing

24 Teacher Writing

The final set of activity labels used in this study was derived from the broader list of activities addressed in the M-Scan
and PLATO observation rubrics; this study focused on a more limited set of labels for two reasons. First, for this validation
study the annotators used videos without audio; thus, in early piloting work, annotators were unable to accurately annotate
some high-inference instructional activities addressed by these rubrics such as behaviour management, meaning of interaction,
student engagement, or differentiation of instruction. Second, this study is part of an initial effort to annotate classroom videos
for training deep neural networks to recognize a limited set of activities; our long-term goal is to use both audio and video
features from videos to train neural networks to recognize most, if not all, activities addressed in the M-Scan and PLATO.

4.5 Training of Annotators

Training of the annotators was based on procedures recommended for raters of performance assessments (Lane & Stone,
20006). Specifically, training focused on consistently recognizing activities present in the classroom videos and annotating the
presence or absence of when each activity began and ended within the time frame for each video. Thus, annotators focused
on position and duration, two notable features in temporal analysis, within the passage of time construct (Molenaar & Wise,
2022). Also, annotators only viewed video data of classroom instruction without listening to audio data. The pilot set of activity
labels was created by the research team and shared with the annotators. The annotators, along with other members of the
research team, discussed the purpose of the annotations, further defined the activities, and refined the process used for
annotating a pilot set of classroom videos using the ELAN tool.

Two lead annotators, the PhD students, trained the other four annotators new to the project over four sessions that lasted
between one-and-a-half to two hours each. The annotator training spanned five weeks, with assignments of practice
annotations between each session. The practice annotations were three to four 15-minute video segments from the larger DAI
dataset. Following each training session and practise annotation assignment, the lead annotators calculated the raw agreement
between lead annotator-scored segments and the annotations of the trainees. Training was completed when all the annotators
had raw agreement scores over 70% agreement for each activity label. Once they reached this threshold, annotators were
assigned to complete individual annotation work over the course of two months. One annotator required an additional
discussion regarding the teacher writing label; afterwards, she was assigned independent annotation work as well.
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After the team annotated a total of 50 hours of video, this validation study was conducted. This study relied on three lead
annotators due to their experience analyzing videos of K—12 instruction: the two PhD students and the postdoctoral researcher.
Each PhD student was the lead annotator for one 15-minute validation segment and the postdoctoral researcher was the lead
annotator for two 15-minute segments. All six annotators annotated four 15-minute segments of video, and their annotations
were compared to those of the lead annotators. A small percentage of videos (1 hour out of 50 hours, split over four 15-minute
segments) was considered sufficient because these annotations were being used to train neural networks and not being used
to make evaluative decisions about individual teachers or classrooms (Lane & Stone, 2006).

4.6 Analytic Strategies

Annotations were treated as categorical (dichotomous) data. Agreement between two annotators was the extent to which both
identified elementary instructional activities. Therefore, to measure the degree of agreement between the lead annotator and
the other annotators, percent agreement (also called raw agreement) statistics and modified Cohen’s (1960) kappa (x) statistics
(see Holle & Rein, 2013, 2015) were derived. We denote «* to distinguish the kappa-based statistics we used in this study
from Cohen’s « statistics. Percent agreement was calculated as the total number of cases where both annotators agree divided
by the total number of cases considered. On one hand, x is generally thought to be a more robust measure than simple percent
agreement calculation as it considers the possibility of the agreement between annotators occurring by chance. It can vary
between —1 to 1 with the strength of the agreement interpreted based on the ranges presented in Table 2.

Table 2. Kappa (k) Score Interpretation (Cohen, 1960)
Kappa (k) Score Implication

0 Agreement equivalent to chance
0.01-0.20 None to slight agreement
0.21-0.40 Fair agreement

0.41-0.60 Moderate agreement

0.61-0.80 Substantial agreement
0.81-0.99 Near-perfect agreement

1.00 Perfect agreement

On the other hand, as noted in our literature review section, kappa-based statistics can be falsely low because they involve
the use of a stringent correction to control for the possibility of chance agreement (Feinstein & Cicchetti, 1990). They are also
less useful in making inferences about inter-annotator reliability when small samples of label instances are used (Shaffer,
2017). Therefore, we also computed Shaffer’s rho (p) statistics to determine the percentage of samples in the empirical
distribution of x* that are less than or equal to 0.65; that is, the likelihood of making a Type I error for assuming x* > 0.65
for the entire dataset. We set the expected base rate for activity labels to 0.01 and used the Calculate Rho online application
(https://app.calcrho.org/). Thus, we report raw agreement, x*, and Shaffer’s p statistics in the findings section.

A challenge in determining inter-annotator agreement for timed-event sequential data is to develop clear objective criteria
to determine whether two annotators’ judgments relate to the same event. This has been termed the “linking” problem (Holle
& Rein, 2015), as depicted in Figure 2. There are at least three different ways in which the events could be linked. First, the
short unit seen by Annotator 2 could be linked with the long unit of Annotator 1, based on their very similar onset time,
whereas the second unit of Annotator 2 would remain unlinked. A second possibility might be to link the long unit of
Annotator 2 with the unit seen by Annotator 1 (based on their substantial overlap), leaving the first, shorter unit of Annotator
2 unlinked. Finally, one could allow multiple linking, such that a unit from one annotator could be linked to multiple units
from a second annotator. Figure 3 depicts an actual example from our dataset showcasing how two different annotators
assigned the “Discourse” label across time. The inconsistent temporal breaks in the label adversely affect the x* statistic as
well as the raw agreement.

Annotator 1 | I ]I

Annotator 2 T [ — | = |

time(s)

v

Figure 2. Illustration of the linking problem (Holle & Rein, 2015). Two annotators have
independently identified onset (start) and offset (end) of an event of interest.
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Figure 3. An example of the “underlapping” issue that arose from the data and created problems with determining
the statistical overlap and inter-rater agreement versus the real-world agreement of the label.

To overcome the “linking” problem, while also providing chance corrected estimates (raw agreement statistics and kappa
statistics) for inter-annotator agreement, this study utilized a free and open-source toolbox called EasyDIAg, developed by
Holle and Rein (2015). This toolbox was implemented in MATLAB for analysis. EasyDIAg assumes that two annotators have
independently annotated one or more video clips. Each segment of interest has a defined onset and offset time as well as an
assigned category (i.e., activity label). The categories for our study are nominally scaled, mutually exclusive, and exhaustive.

EasyDIAg uses an event-matching algorithm to overcome the linking problem based on a user-defined threshold. For this
study, the lowest threshold at 60% overlap was used. The aim of the matching algorithm is to generate an agreement table
based on timed-event sequential rating data from two annotators. The resulting agreement table will have as many rows and
columns as there are categories in the coding system, plus one additional column and row for commission/omission errors
(Bakeman & Quera, 2011). Agreements are tallied on the main diagonal of the table, from top left to bottom right.
Disagreements are tallied on the respective off-diagonal cells. Once the agreement matrix is populated, the EasyDIAg toolbox
uses an iterative proportional fitting algorithm (Deming & Stephan, 1940) to obtain a modified Cohen x statistic.

Both percent agreement statistics and kappa-based statistics have strengths and limitations. Raw agreement statistics are
easily calculated and directly interpretable. Their key limitation is that they do not take account of the possibility that
annotators guessed when applying labels or that agreement among annotators is by chance. Thus, they may overestimate true
levels of agreement among annotators. Kappa-based statistics are designed to control for the possibility of guessing and
random agreement, but the assumptions that they make about annotator independence and other factors are not well supported,
and therefore they may excessively lower estimates of agreement among annotators. Further, they cannot be directly
interpreted, and thus it has become common for researchers to accept low kappa values in studies of inter-annotator reliability
(McHugh, 2012). Because both raw agreement statistics and kappa statistics provide meaningful information for clarifying
annotation procedures (Holle & Rein, 2013), both statistics were included in this study.
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4.7 Data Availability
The dataset generated and analyzed in this study are available from the corresponding author on reasonable request.

5. Findings

5.1 Agreements Among Annotators With Experience Analyzing Classroom Videos

Each of the three lead annotators had experience analyzing classroom videos. In this section, we report raw agreement statistics
for these annotators using the four 15-minute video segments. The pairwise lead annotator raw agreements across all 24
activity labels ranged between 0.889 to 1.000. The average pairwise lead annotator raw agreements was 0.976. From these
raw agreements, we can conclude that annotators with experience analyzing classroom videos had high agreement. However,
we are unable to conclude yet if these high agreements were largely due to positive agreement, negative agreement, or both.
Understanding the contributions of positive and negative agreements to the raw agreements will indicate whether annotators
are agreeing mostly because they have identified the same activity occurring or agreeing mostly because they have identified
the same activity as not occurring in video sequences. Next, we report the positive and negative agreements between the lead
annotators.

Whereas the pairwise raw agreements between lead annotators for the 24 activities were high, there was quite a bit of
variability for the pairwise positive agreements. Table 3 is a summary of the pairwise agreement statistics between lead
annotators.” For some of the activities, the positive agreement ranges were high, such as teacher sitting (0.744-0.923) and
raising hand (0.810—0.838), but for other activities, the positive agreement ranges were low, such as using or holding an
instructional tool (0.000—-0.254) and using or holding a book (0.311-0.390). For certain activities, the range of the pairwise
positive agreements was broad such as in the case of teacher supporting multiple students without student interaction (0.000—
0.643) and individual activity (0.000-0.750). The pairwise negative agreements for the 24 activities, in contrast, were high
with little variability. The negative agreement values fell within the 0.939—-1.000 range.

5.2 Agreements Between Those With and Without Experience Analyzing Classroom Videos

In this section, we report agreement statistics for the annotators without experience analyzing classroom videos in comparison
to those annotators with experience. For each activity, we provide the range of the agreement statistics for those without
experience in comparison to a lead annotator (see Table 4). Similar to the pairwise raw agreements for the annotators with
experience, those without experience ranged from 0.857 to 1 across all 24 activity labels. We can conclude that annotators
without experience had high agreements with those annotators with experience. Again, we turn to examining the contributions
of positive and negative agreements to determine whether annotators without experience are agreeing with the lead annotators
mostly because they have identified the same activity occurring or not occurring in video sequences.

The spread of the positive agreements of the annotators without experience to the lead annotators was highly variable.
For eight of the activity labels, the positive agreements ranged between 0 and 1 (e.g., small group activity); this indicates no
agreement to perfect agreement when the lead annotators identified an activity. For a few activities, the range of the positive
agreements was much narrower such as raising hand (0.714-1.000) and student(s) standing or walking (0.533-0.881). In
contrast, the negative agreements were high, and the spread of negative agreements was much narrower. The negative
agreements between annotators with and without experience fell between 0.863 and 1.000 for all activity labels. There were
three activity labels where the max negative agreement was less than 1, indicating that an annotator without experience
labelled a video segment has having the activity present, but the lead annotator did not.

So far, we have examined the agreements among the annotators with experience and how the agreements compared
between annotators without experience. Overall, the raw agreements across the 24 activity labels in these two cases were
similar. For instance, in the case of whole class activity, the raw agreements between annotators with experience fell within
the range of 0.949 to 0.967; comparably, the raw agreements for annotators without experience analyzing videos compared
to those with experience was within the range of 0.938 to 1.000. Even though the agreements between annotators with and
without experience seem comparable, we have yet to account for whether some of these agreements may be due to chance. In
other words, we need to provide a measure for how reliable these annotators are performing, which we turn to next.

The spread of the positive agreements of the annotators without experience to the lead annotators was highly variable.
For eight of the activity labels, the positive agreements ranged between 0 and 1 (e.g., small group activity); this indicates no
agreement to perfect agreement when the lead annotators identified an activity. For a few activities, the range of positive
agreements was much narrower, such as raising hand (0.714—1.000) and student(s) standing or walking (0.533—0.881). In
contrast, the negative agreements were high, and the spread of negative agreements was much narrower. The negative
agreements between annotators without experience and those with experience for all activity labels fell between 0.863 and
1.000. There were three activity labels where the max negative agreement was less than 1; this indicates that an annotator
without experience labelled a video segment has having the activity present, but the lead annotator did not label it as such.
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Table 3. Summary of the Pairwise Agreement Statistics Between Lead Annotators

Al1-A2 Al1-A3 A2-A3

Activity Labels Agreements Agreements Agreements

Raw Pos Neg Raw Pos Neg Raw Pos Neg
Book-Using or Holding 0.987 0.000 0994 0.980 0.225 0990 0.987 0.600 0.993
Carpet or Floor-Sitting 0.989 0.000 0994 0.990 0.536 0.995 0993 0.750 0.997
Desk 0.987 0.753 0993 0.997 0958 0999 0.982 0.686 0.991
Group Tables-Sitting 0990 0.622 0995 0.993 0.764 0.996 0995 0.833 0.997
Individual Activity 0.997 0.000 0998 0.997 0.750 0.999 0.992 0.708 0.996
Individual Technology 0.997 0.857 0998 0.997 0.875 0.999 0.998 NA 0.999
Instructional Tool-Using or Holding 0.981 0.254 0990 0.988 0.000 0.994 0.980 0.000 0.990
Multiple with SS Interaction 0.987 NA 0994 0974 0210 0987 0972 0.233 0.986
Multiple without SS Interaction 0.987 0.000 0994 0.996 0.000 0998 0.992 0.643 0.996
Notebook 0.994 NA 0997 0994 NA 0.997 1.000 NA 1.000
On Task Student Talking with Student 0.992 0.000 0996 0.993 0.000 0996 0.992 0.450 0.996
One Student 0981 0.440 0990 0.986 0.450 0.993 0985 0.361 0.992
Presentation with Technology 0.989 0.697 0994 0.994 0.878 0997 0988 0.697 0.994
Raising Hand 0976 0.830 0987 0978 0.838 0.988 0973 0.810 0.986
Sitting 0.990 0.774 0995 0.991 0.774 0996 0.997 0.923 0.998
Small Group Activity 0949 0415 0974 0988 0.500 0.994 0993 0.750 0.997
Standing (T) 0919 0526 0956 0916 0577 0954 0.963 0.794 0.980
Student Writing 0951 0.133 0975 0929 0459 0962 0942 0.450 0.969
Student(s) Standing or Walking 0.920 0.596 0957 0947 0.771 0970 0.920 0.556 0.956
Teacher Writing 0978 0.681 0988 0.977 0.584 0.988 0980 0.574 0.990
Transition 0.981 0.000 0990 0.983 0.571 0991 0.980 0.254 0.990
Walking 0.892 0.536 0.939 0.889 0.519 0.939 0937 0.691 0.965
Whole Class Activity 0.989 0.633 0994 0.997 0900 0999 0.988 0.556 0.994
Worksheet-Using or Holding 0949 0390 0973 0960 0376 0979 0967 0.311 0.983

Note. NA indicates that either one annotator or both did not identify the activity within the 15 min. segments.

Table 4. Summary of the Pairwise Agreement Statistics Between Lead Annotators to Secondary Annotators

Raw Positive Negative Agreement
Activity Labels Agreement Agreement
Min Max Min Max Min Max
Book-Using or Holding 0.935 1.000 0.000 0.000 0.988 1.000
Carpet or Floor-Sitting 0.969 1.000 0.333 1.000 0.975 1.000
Desk 0.962 1.000 0.333 1.000 0.969 1.000
Group Tables-Sitting 0.985 1.000 0.667 1.000 0.992 1.000
Individual Activity 0.985 1.000 0.000 0.833 0.985 1.000
Individual Technology 0.975 1.000 0.000 1.000 0.984 1.000
Instructional Tool-Using or Holding 0.944 1.000 0.000 0.000 0.944 1.000
Multiple with SS Interaction 0.950 0.992 0.000 1.000 0.962 1.000
Multiple without SS Interaction 0.976 1.000 0.000 0.750 0.977 1.000
Notebook 0.992 1.000 0.000 1.000 0.992 1.000
On Task Student Talking with Student 0.969 1.000 0.000 1.000 0.987 1.000
One Student 0.944 1.000 0.000 1.000 0.962 1.000
Presentation with Technology 0.938 1.000 0.400 1.000 0.942 1.000
Raising Hand 0.965 1.000 0.714 1.000 0.981 1.000
Sitting 0.989 1.000 0.667 1.000 0.989 1.000
Small Group Activity 0.985 1.000 0.000 1.000 0.985 1.000
Standing (T) 0.922 0.962 0.504 0.875 0.958 0.978
Student Writing 0.890 0.992 0.000 0.660 0.938 1.000
Student(s) Standing or Walking 0.920 0.978 0.533 0.881 0.928 0.979
Teacher Writing 0.929 1.000 0.588 1.000 0.939 1.000
Transition 0.977 1.000 0.400 1.000 0.977 1.000
Walking 0.857 0.954 0.222 0.754 0.863 0.976
Whole Class Activity 0.969 1.000 0.000 1.000 0.977 1.000
Worksheet-Using or Holding 0.938 1.000 0.000 1.000 0.960 1.000
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5.3 Reliability of Annotators With Experience Analyzing Classroom Videos
Across the 24 activity labels, there was considerable variability in the reliability measures for the lead annotators (see Table 5).
For the following activity labels, there was no to slight agreement among the annotators with experience: 1) teacher supporting
multiple students with student interaction and 2) using or holding notebook. There were a few activities where the reliability
between one pair of lead annotators was no to slight agreement and another pair was fair agreement, such as using or holding
a book and using or holding an instructional tool. Across all three pairings of lead annotators, there was fair agreement when
annotating for using or holding a worksheet. For the following six activity labels, the agreements between lead annotators
ranged from no to slight agreement to moderate agreement: 1) sitting on carpet or floor, 2) teacher supporting multiple students
without interaction, 3) on task student talking with student, 4) teacher supporting one student, 5) student writing, and 6)
transition. All three pairings of the lead annotators achieved moderate agreement for teacher writing. In the case of 1) students
sitting at group tables, 2) teacher standing, 3) student(s) standing or walking, and 4) teacher walking, the pairwise agreements
between annotators with experience ranged from moderate to substantial agreement. Only the activity of raising hand achieved
near-perfect agreement between all three pairs of lead annotators. Three activity labels ranged from substantial to near-perfect
agreement between the lead annotators: 1) students sitting at desks, 2) presentation with technology, and 3) teacher sitting.
For some activities, there was quite a spread in the agreements between annotators with experience. There was no
agreement to substantial agreement among annotators for students sitting on carpet or floor and individual activity. For
individual technology, there was no agreement to near-perfect agreement for individual technology among lead annotators.
The agreement for small group activity ranged from fair agreement to substantial agreement, whereas the agreement for whole
class activity ranged from substantial to near-perfect agreement.

Table 5. Summary of the Pairwise Reliability Statistics Between Lead Annotators

Activity Labels Al-A2 Al-A3 AZ-A3
K Pos Neg K Pos Neg K Pos Neg

Book-Using or Holding 0.00 0.000 0.994 0.21 0.225 0.990 0.33 0.600 0.993
Carpet or Floor-Sitting 0.00 0.000 0.994 0.53 0.536 0.995 0.66 0.750 0.997
Desk 0.74* 0.753 0.993 0.96* 0.958 0.999 0.68 0.686 0.991
Group Tables-Sitting 0.57 0.622 0.995 0.76* 0.764 0.996 0.80* 0.833 0.997
Individual Activity 0.00 0.000 0.998 0.67 0.750 0.999 0.70 0.708 0.996
Individual Technology 0.86%* 0.857 0.998 0.86%* 0.875 0.999 0.00 NA 0.999

Instructional Tool-Using or  0.24 0.254  0.990  0.00 0.000  0.994  0.00 0.000  0.990
Holding

Multiple with SS Interaction 0.00 NA 0994 0.7 0210 0987 0.8 0233  0.986
Multiple without SS Interaction ~ 0.00  0.000  0.994  0.00  0.000 0998 044  0.643  0.996
Notebook 0.00 NA 0.997 000 NA 0.997 000 NA 1.000
g’; dZiik Student Talking with 535 1000 0996 000 0000 0996 044 0450  0.996
One Student 039 0440 0990 044 0450 0993 030 0361  0.992
Presentation with Technology 0.69 0.697 0.994 0.87* 0.878 0.997 0.69 0.697 0.994
Raising Hand 0.81* 0830 0987 0.82* 0.838 0988  0.80* 0810 0.986
Sitting 0.75% 0774 0995  0.76* 0774 0996  0.92* 0923  0.998
Small Group Activity 036 0415 0974 049 0500 0994 0.66  0.750  0.997
Standing (T) 048 0526 0956  0.51 0.577 0954  0.77% 0794  0.980
Student Writing 0.09 0133 0975 041 0459 0962  0.41 0.450  0.969
Student(s) Standing or Walking ~ 0.51 0.596 0957 0.73* 0771 0970 0.5l 0.556  0.956
Teacher Writing 0.66* 0681 0988 054 0584 0988 056 0574  0.990
Transition 0.00  0.000 0990 056 0571 0991 024 0254  0.990
Walking 047 0536 0939 043 0519 0939 0.65  0.691  0.965
Whole Class Activity 0.63 0.633 0994  0.89%* 0900 0999 0.53 0556  0.994

Worksheet-Using or Holding 0.36 0.390 0.973 0.28 0.376 0.979 0.27 0.311 0.983

Note. (*) indicates that the Shaffer’s p < 0.05 and so we can conclude that for any video the kappa-based statistic between
two lead annotators’ labelling would most likely be > 0.65.
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5.4 Reliability Between Those With and Without Experiencing Analyzing Classroom Videos

There was also considerable variability in the reliability of the annotators without experience in comparison to the lead
annotators (see Table 6). No annotators without experience were able to reliably label the activities of using or holding a book
and using or holding an instructional tool with any lead annotator. This is not too surprising given that even among the lead
annotators with experience the agreements were fair at best and at worst no agreement.

Some of the annotators without experience were found to label some activities in a reliable manner compared to one —
and often more than one — of the lead annotators. Those annotators without experience were found to have substantial to
(near) perfect agreement (0.60 < k < 1.00) with the lead annotators for the following activity labels: 1) students sitting at group
tables, 2) raising hand, 3) teacher sitting, and 4) student(s) standing or walking. For these activity labels, some of these
substantial agreements were statistically significant (p < 0.05). Also, those annotators without experience were found to have
moderate to near-perfect agreement (0.40 < k < 1.00) with lead annotators for students sitting on the carpet or floor, students
sitting at desk, teacher standing, and transition; further, some of those with substantial agreements were also statistically
significant (p < 0.05).

For the remaining activity labels, the reliability of the annotators without experience compared to lead annotators varied,
with agreements ranging between no agreement to perfect agreement. The agreement outcomes for these labels usually fell
into one of two outcomes. In terms of the first outcome, at least one of the lead annotators had substantial agreements with
more than one of the annotators without experience (e.g., individual technology); however, these agreements were often not
statistically significant or only significant for one of the annotators without experience. For the other outcome, two of the lead
annotators reached substantial agreement with at most one of the annotators without experience — not necessarily the same
annotator. In addition, this substantial agreement was often not statistically significant (e.g., teacher supporting one student).

Table 6. Summary of Secondary Annotators’ Pairwise Agreement Statistics to Lead Annotators

.. Min Max Number of Secondary
Activity Labels K Pos Neg K Pos Neg Al A2 A3
Book-Using or Holding 0.00 0.000 0988  0.00 0.000 0988 0,0 NA 0,0
Carpet or Floor-Sitting 0.43 0.333 0975 1.00 1.000 0975 3,2 2,1 NA
Desk 0.43 0.333 0969 1.00 1.000 0969 2,2 2,0 3,2
Group Tables-Sitting 0.66 0.667 0992  1.00 1.000 0992 3,2 3,1 3,1
Individual Activity 0.00 0.000 0985 0.80 0.833 0985 2,0 0,0 NA
Individual Technology 0.00 0.000 0984  1.00 1.000 0984 1,0 2,0 3,1
Instructional Tool-Using or 0.00 0.000 0.944 0.00 0.000 0.944 0,0 NA 0,0
Holding
Multiple with SS Interaction 0.00 0.000 0962  0.80 1.000 0962 1,0 0,0 1,0
Multiple without SS Interaction 0.00 0.000 0977 0.66 0.750 0.977 1,0 0,0 0,0
Notebook 0.00 0.000 0992 1.00 1.000 0992 1,1 0,0 0,0
On Task Student Talking with  0.00 0.000 1.00
Student 0.987 1.000 0987 1,0 1,1 NA
One Student 0.00 0.000 0962  0.80 1.000 0962 1,0 1,0 NA
Presentation with Technology 0.00 0.400 0942 1.00 1.000 0942 1,1 2,0 3,1
Raising Hand 0.69 0.714  0.981 1.00 1.000 0981 3,2 3,3 3,3
Sitting 0.79 0.667 0989  1.00 1.000 0989 3,3 3,3 3,1
Small Group Activity 0.00 0.000 0985 1.00 1.000 0985 2,0 0,0 3,2
Standing (T) 0.45 0.504 0958  0.86 0.875 0958 0,0 2,1 3,3
Student Writing 0.00 0.000 0938 0.61 0.660 0938 0,0 0,0 NA
Student(s) Standing or Walking 0.62 0.533 0928 0.90 0.881 0928 3,3 2,1 2,2
Teacher Writing 0.00 0.588 0939 1.00 1.000 0939 0,0 3,3 2,1
Transition 0.56 0.400 0977 1.00 1.000 0977 3,3 1,0 3,0
Walking 0.29 0.222  0.863  0.70 0.754 0.863 2,1 0,0 0,0
Whole Class Activity 0.00 0.000 0977 1.00 1.000 0977 3,3 2,2 3,1
Worksheet-Using or Holding 0.00 0.000 0.960 1.00 1.000  0.960 0,0 NA 2,0

Note. NA signifies that neither the lead annotator nor any of the secondary annotators identified instances of the activity in the
corresponding row of the video annotation. For the A1, A2, and A3 columns, the left value indicates the number of secondary
annotators with whom the lead annotator reached substantial agreement («* > 0.65); the right value indicates the how many
agreements with the secondary annotators were statistically significant (p < 0.05).
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6. Discussion

The findings from this study confirm that labelling activities from classroom videos using visual recordings in the absence of
audio is challenging, even for annotators with experience. Even though the raw agreements among the lead annotators were
greater than 0.900 for almost all of the activity labels, the kappa* scores for some activity labels were low (k* < 0.40). This
is a well-known paradox, as described by Feinstein and Cicchetti (1990) and observed in classroom observation research (e.g.,
Tong et al., 2020), between high raw agreement and low kappa values. Feinstein and Cicchetti (1990) recommended
examining the positive and negative agreements to explain any discrepancies between high raw agreements and low kappa
values. In Table 5, most of these discrepancies can be explained by low positive agreements among lead annotators. For
instance, lead annotators A1 and A2 had a positive agreement of 0.133 and a kappa* value of 0.09 for the activity of student
writing. Low positive agreements and kappas among the lead annotators suggest that further refinement of the activity
definition may be needed. This can be seen in the case of the activity label called teacher supporting multiple students without
student interaction. Lead annotator A1 had no positive agreements with A2 and A3, but there was moderate positive agreement
between A2 and A3 for this activity. Therefore, it may be useful for A2 and A3 to further discuss with A1 how they are
labelling this activity and refine the definition from that discussion.

When we examined whether the agreement among lead annotators for certain activity labels was statistically significant
(i.e., p < 0.05), we found only 10 labels had at least one pair of lead annotators meeting this condition. These were typically
low-inference activities such as students sitting at group tables or desks or students raising their hands. High-inference
activities, such as on task student talking with student, were unlikely to reach substantial levels of agreement among the lead
annotators. This outcome for low- and high-inference labels is consistent with the research literature (D’Mello, 2016).
However, there were some low-inference activities that were worse off in agreement than we expected, such as student writing,
teacher standing, and teacher walking. Refining these definitions for activities did not seem necessary. On further examination
of the annotated data, we found that segmentations for these activities were at different grain sizes. Some lead annotators had
longer durations of student writing whereas others had the same time window but had created multiple fine-grained onsets
and offsets within that window. In the case of teacher walking and teacher standing, some annotators had turned off the teacher
walking label if the teacher was walking around the room but then stopped for a brief period of time (< 5 seconds); others
kept the teacher walking label turned on for the entire time. One annotator labelling one long segment and another labelling
multiple, short sequences within the same interval is a known limitation of the linking algorithm in EasyDiag (Holle & Rein,
2015). Therefore, our selected algorithm may have led to lower agreements between some lead annotators for certain activities.

One important finding from this study was that the three undergraduate annotators, none of whom had experience
analyzing videos of K—12 instruction prior to working on this research project, were able to annotate 16 of the 24 labels at a
statistically significant high level of consistency with at least one of the lead annotators. This result is similar to those reported
in studies comparing annotators with and without experience in medical imaging, video analysis, and natural language
processing (Budd et al., 2021; Jones et al., 2018; Snow et al., 2008). Nearly all of these activities were low inference. This
finding suggests that it is possible to train individuals to accurately annotate some low-inference labels of classroom activity.
At the same time, as our study adds high-inference labels (such as the quality of teacher questioning, teacher scaffolding, and
classroom discussion) in the future based on using both audio and video data, it is unclear whether individuals who lack
experience analyzing instruction video will be able to accurately annotate more high-inference labels. This is an empirical
question that should be addressed in future research.

This study offers some implications for validating time-based and event-based analytics to be used for temporal analysis.
The annotators in the study analyzed instructional activities regarding two important aspects within the passage of time:
position and duration (Molenaar & Wise, 2022). Typical methods of validating passage of time analytics regarding inter-rater
reliability are problematic (Bakeman & Quera, 2011, 2023). To create time-based and event-based kappa statistics, we had to
draw on a linking algorithm from behaviour research (Holle & Rein, 2015), which may have limitations in determining the
agreements for certain activity labels. It will be important going forward to investigate which event-matching algorithms may
be more appropriate for different temporal analytics and for researchers to offer a rationale for the algorithm they select for
validation purposes. It seems critical to understand how the algorithm handles temporal overlapping and what are the
thresholds for matching among annotations. This is useful for bolstering validity arguments, and it seems useful, especially
during the early phases of label development and annotator training, for understanding the reported raw agreements, time-
and event-based kappas, and positive and negative agreements to examine consistent performance.

Finally, based on recent trends in MLOps (Machine Learning DevOps), as discussed by Ng (in DeepLearningAl, 2021)
and Jiang (2021), it is becoming evident that it is more important to have clean and reliable data compared to large amounts
of data. Depending on the dataset, the training accuracy of a neural network will eventually stagnate after a fixed number of
iterations and can even go down. Small, accurately labelled datasets can prove more meaningful for research compared to
large-scale datasets with inconsistent labels. When the dataset is small, it is imperative to ensure that it is accurate to generate
reliable artificial intelligence (AI) models. Consistency of labels present is one of the most important criteria for a dataset.
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By ensuring that consistent labels are made available to the neural network in the training and testing phases, our research
project aims to ensure the generation of a high-quality dataset that synergizes the impact of the neural networks for agnostic
classroom observations that could assist in teacher preparation and evaluation in K—12 education in the United States. The
label list in Table 1 will most definitely be refined based on results from this validation study and as neural networks start
providing our research team with feedback on the accuracy of detection of these labels and how these labels may offer value
to researchers as an agnostic tool to assist in pedagogical performance. However, the 50-hour dataset generated with these 24
labels provided a reasonable starting point for our neural network analysis (see Foster et al., 2024).

Endnotes

1. ELAN is a software tool designed to support manual annotation, transcription, visualization, linking, and searching of video
and audio recordings. Using ELAN, annotations can be created on multiple layers, referred to as tiers; thus, ELAN supports
multi-level, multi-annotator labelling of videos of instruction. ELAN has been used in several disciplines, including education,
psychology, and medicine (Wittenburg et al., 2006); it has been applied to topics such as human—computer interaction,
nonverbal communication, and gesture analysis (Giuliani et al., 2015; Kong et al., 2015). ELAN is available as free and open-
source software under the GNU General Public License.

2. The list of labels in Tables 3—6 is the same as the list in Table 1 except for the fact that the labels are listed in alphabetical
order in Tables 3—6 while in Table 1 they are grouped by category (e.g., activity types, representing content).
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