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A B S T R A C T 

We update the dust model present within the SIMBA galaxy simulations with a self-consistent framework for the co-evolution of 

dust and molecular hydrogen populations in the interstellar medium, and use this to explore z ≥ 6 galaxy evolution. In addition 

to tracking the evolution of dust and molecular hydrogen abundances, our model fully integrates these species into the SIMBA 

simulation, explicitly modelling their impact on physical processes such as star formation and cooling through the inclusion of 

a no v el tw o-phase sub-grid model for interstellar gas. Running tw o cosmological simulations down to z ∼ 6 we find that our 

SIMBA-EOR model displays a generally tighter concordance with observational data than fiducial SIMBA . Additionally we observe 

that our SIMBA-EOR models increase star formation activity at early epochs, producing larger dust-to-gas ratios consequently. 

Finally, we disco v er a significant population of hot dust at ∼ 100 K, aligning with contemporaneous observations of high-redshift 

dusty galaxies, alongside the large ∼ 20 K population typically identified. 

Key words: methods: numerical – dust, extinction – ISM: evolution – ISM: molecules – galaxies: evolution – galaxies: ISM. 

1  I N T RO D U C T I O N  

The JWST , launched in late 2021, boasts the capability to run 

astrophysical surv e ys groundbreaking in their width, depth, and 

accuracy (Gardner et al. 2006 ). Rele v ant to this study, JWST will 

observe galaxies at redshifts z > 6, collecting state-of-the-art data 

sets applicable to the research of galaxy formation and evolution. 

Observable properties taken from JWST images will enable us to 

quantify parameters critical for a galaxy’s evolution, such as its star 

formation rate (SFR), dust-to-gas ratio, hydrogen abundance, and 

metallicity; giving physical insight into the galactic environment as 

observed, in addition to its past and future evolution. Furthermore, 

as the unprecedented depth of JWST observations allows us to probe 

further into our Universe’s past with greater accuracy than ever 

before, it is now possible to observe the evolution of galactic structure 

during the epoch of reionization with statistical rigour never-before- 

seen. 

In order to simulate the galaxies that JWST will observe, it is 

necessary to impro v e our models of the interstellar medium (ISM) 

such that they are appropriate for the low-metallicity conditions 

common to high-redshift galaxies. For example, the SIMBA sim- 

ulation has relied upon the Krumholz–McKee–Tumlinson (KMT) 

model, which becomes inaccurate at metallicities < 10 −2 Z � and 

makes assumptions about the dust population that are based on the 

local Uni verse (Krumholz, McK ee & Tumlinson 2009 ; Krumholz & 

� E-mail: ejones@roe.ac.uk 

Gnedin 2011 ). In high-redshift environments, it therefore becomes 

necessary to consider both the creation/evolution of star-forming 

molecular clouds in the absence of, and during the evolution of, dust 

populations; as the impact of dust becomes increasingly significant. 

Contemporary works such as THESAN (Kannan et al. 2022 ) have made 

large impro v ements to the treatment of such high-redshift systems, 

and in this work we aim to do the same for SIMBA . 

Sub-grid models are necessary to include physical phenomena 

which occur on scales smaller than the resolution limit of the 

simulation itself. For example, star formation, which is triggered 

by the collapse of gas within giant molecular clouds (GMCs) to high 

densities ∼ 10 6 cm 
−3 is left unresolved in typical modern cosmolog- 

ical simulations. To solve this, SIMBA implements a sub-grid model in 

which the SFR is proportional to both the gas density and molecular 

hydrogen fraction. Furthermore, the fraction of molecular hydrogen 

is also calculated sub-grid, through implementation of the KMT 

model which assumes the gas is a spherical cloud irradiated uniformly 

under idealized conditions (Krumholz et al. 2009 ; Krumholz 2014 ). 

This model has been fairly successful in producing accurate H 2 

abundances at higher metallicities, where molecular hydrogen forms 

primarily on the surface of dust grains, but explicitly only applies 

down to metallicities of 1 per cent solar as mentioned previously. 

Therefore, to model star formation accurately, we must update our 

treatment of the ISM and model H 2 formation explicitly. 

Pertinent to this work is the evolution of galactic dust within SIMBA , 

modelled using the prescription of Li, Narayanan & Dav ́e ( 2019 ). 

This is a sub-grid model describing dust growth via the accretion 
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of gaseous metals, and dust destruction via thermal sputtering and 

supernovae shocks. The grain nuclei are produced (by the conden- 

sation of metals ejected during stellar feedback) and annihilated 

(by astration) externally to the evolution model. Though these 

processes are implemented within SIMBA , prior to this work there 

existed no communication between the dust and molecular hydrogen 

populations, whose relationship is crucial due to the catalysis of H 2 

formation on grain surfaces. Given SIMBA implements a H 2 -driven 

star formation scheme, modelling this relationship in a sophisticated 

manner would boast great impro v ement to the physicality of the 

simulation. 

As an area of active research, the evolution of galactic dust has seen 

rapid impro v ements to its modelling within astrophysical simulations 

o v er recent years. A wide range of contemporary studies, varying in 

model sophistication and numerical application, can provide great 

insight into the dusty galaxies observed by astronomers. Isolated 

galaxy simulations (Bekki 2013 ; Aoyama et al. 2017 , 2018 ; Hou et al. 

2017 ; McKinnon et al. 2018 ; Aoyama, Hirashita & Nagamine 2019 ), 

for example, are able to implement multispecies dust populations 

and grain size distributions more accurately than cosmological 

simulations, owing to their reduced scope and increased resolution on 

the necessary scales. Ho we v er, the field is be ginning to shift towards 

implementing these more sophisticated models in full cosmological 

simulations. 

Among the first simulations modelling galaxy-dust co-evolution 

were the works of McKinnon, Torrey & Vogelsberger ( 2016 ) and 

McKinnon et al. ( 2017 ), which provided crucial insight regarding 

the addition of dust to cosmological-scale simulations. Efforts from 

Bekki ( 2013 , 2015 ) and McKinnon et al. ( 2018 ) sought to model dust 

processes accurately on galactic scales, going so far as to simulate 

dust as a ‘live particle’ within the simulation, allowing for the inclu- 

sion of gravitational and drag forces. One major issue with treating 

dust as a ‘live’ particle is the computational o v erhead introduced by 

the fact that the gravitational force from the target particle affects 

all others; the calculation scaling with the number of gravitationally 

interacting particles in the simulation. In cosmological simulations 

where the total number of particles is typically very large, such a 

treatment is not appropriate. 

An area of major impro v ement for dust models in recent years 

has been the inclusion of a grain size distribution, which tracks 

the physical size of grains as they grow through accretion and 

coagulation. For cosmological simulations, this is usually achieved 

through the deployment of a two-size model, where grains are 

categorized as either large or small, and the population of each is 

monitored (Hou, Hirashita & Michałowski 2016 ; Aoyama et al. 

2017 ; Gjergo et al. 2018 ; Hou et al. 2019 ). A scheme such as 

this also allows for modelling of coagulation, where grain–grain 

collisions lead to the formation of larger grains, which many of 

these works have implemented. The work of Granato et al. ( 2021 ) 

presents an interesting extension of the two-size model with the 

independent modelling of carbon and silicate dust in cosmological 

zoom-in simulations. Furthermore, Aoyama et al. ( 2019 ) explicitly 

model 32 different grain radii in their simulation, allowing them 

to study collisional processes such as accretion growth in much 

finer detail. In fact, they find that small grains are abundant in the 

ISM at early times due to their lower accretion efficiency – this is 

not something which can be resolved without an explicit grain size 

distribution. Whilst two-size models have been implemented within 

cosmological-scale simulations, a full treatment of the grain-size 

distribution is too computationally e xpensiv e to implement. 

We have also seen advances in the chemical and thermodynamic 

treatment of dust within simulations. The works of Choban et al. 

( 2022 , 2024 ), for example, present cosmological zooms tracking 

the evolution of multiple dust species independently. An incredibly 

sophisticated chemical treatment of dust is presented in Chiaki & 

Wise 2019 , where they model explicitly a 15-species chemical 

network alongside eight grain compositions which include fully 

realized size distributions, facilitating the calculation of continuum 

opacities and gas cooling from radiative grain emission. However, 

this model was used only to model gas evolution and did not affect 

star formation. Furthermore, the computational demands of a high- 

complexity model such as this does not permit its use for large-scale 

cosmological simulations. 

The aim of our work then, is to marry the modelling of star 

formation, molecular hydrogen, and galactic dust in a self-consistent 

network through which they are inter-dependent as moti v ated from 

theory; specifically for use in cosmological simulations. We achieve 

this by first increasing the capacity of our chemical network such 

that it tracks explicitly the formation of molecular hydrogen both 

in the presence and absence of dust. Next, we remove the KMT 

model, replacing it with the chemically moti v ated H 2 fraction and 

introducing a new sub-grid model for the ISM. 1 Furthermore, 

we introduce a calculation of the local interstellar radiation field 

(ISRF) incident on each particle, which is used to compute the dust 

temperature. Lastly, we update the dust model such that the accretion 

rate is dependent upon the grain temperature. This affects the dust, 

and by extension, molecular hydrogen, populations. 

In Section 2 we provide technical descriptions of the calcula- 

tions used in our models, providing physical explanation where 

appropriate. Furthermore, we also detail the practical facets of 

our simulation including the procedures employed in testing and 

verification. Section 3 offers comparison between our SIMBA-EOR 

simulations, those of fiducial SIMBA , and practical observations. In 

Section 4 we carry out a post-processing procedure on population 

of galactic particles to quantify the difference between our explicit 

calculations of the molecular hydrogen fraction ( f H 2 ) using our ISM 

model, and the KMT-estimated values. Our final set of results are 

presented in Section 5 where we investigate the thermodynamic 

state of the dust and cool-phase ISM gas present in our simulations. 

Finally, Section 6 provides a summary of our findings alongside 

proposals for future work. 

2  M E T H O D S  

We run the SIMBA (Dav ́e et al. 2019 ) simulation with updated, 

self-consistent modelling for dust, molecular hydrogen, and star 

formation; achieved through implementation of GRACKLE ’s (Smith 

et al. 2017 ) 2 nine-species chemical network and dust thermody- 

namics. We present two simulations in this work, both are periodic 

boxes containing 1024 3 gas and dark matter (DM) particles, but 

differ in their size. Our larger box has a side-length of 50 Mpc h −1 , 

resulting in gas particles of mass M gas = 2 . 28 × 10 6 M � and dark 

matter particles of mass M DM = 1 . 20 × 10 7 M �. On the other hand, 

1 It is important to note that the KMT model approximates the strength of 

dust shielding via the metal surface density. We know that this is not entirely 

accurate because in reality the dust-to-metal ratio is not constant, which 

warrants an impro v ed treatment of dust shielding. Ho we ver, GRACKLE does 

not currently possess the functionality to compute dust shielding, and as such 

this mechanism is omitted in our study. Possible avenues for future work on 

this are to include an attenuation to the ISRF based on the amount of dust 

present, or implement a full radiative transfer approach. 
2 A modification of GRACKLE version 3.2.dev2 (found at https://github.com/ 

EwanBJones98/ grackle/ tree/ kiara ) was used for this work. 
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the smaller box has a side length of 25 Mpc h −1 , which gives 

M gas = 2 . 85 × 10 5 M � and M DM = 1 . 50 × 10 6 M �. 

Both boxes were evolved from z ∼ 249 − 6 and are cosmologi- 

cally identical with the following parameters: �m = 0 . 3, �� = 0 . 7, 

�b = 0 . 048, H 0 = 68 km s −1 Mpc −1 , and σ8 = 0 . 82. Furthermore, 

both simulations used a gravitational softening length of 0.5 Kpc h −1 , 

and a friends-of-friends (FOF) linking length of 20 per cent the 

mean interparticle separation for their on-the-fly halo finding. The 

kernel smoothing length is adaptive such that each particle has 64 

neighbouring particles; in doing this we allow the gas kernel to 

become arbitrarily small, i.e. a minimum smoothing length of zero. 

The UV background model employed uses the rates of Haardt & 

Madau ( 2012 ), where the values have been recomputed to ac- 

count for self-shielding. GRACKLE ’s self-shielding considers neu- 

tral atomic hydrogen and helium, but ignores He + ionization 

and UV background heating – this behaviour corresponds to 

self shielding method = 3 in the code (Rahmati et al. 

2013 ; Smith et al. 2017 ). The table named ‘HM2021 shielded’ within 

GRACKLE holds the shielded UV background values used in this work. 

The galaxies and haloes presented in our analysis were identified 

through post-processing of the simulation output using a 6D-FOF 

search with a linking length of 20 per cent the mean interparticle 

separation. Galaxies are defined to contain at minimum 16 star 

particles and haloes are defined to contain at minimum 24 dark 

matter particles. For specifics on which packages were used please 

see the software section at the end of the paper. 

2.1 Star formation in SIMBA 

SIMBA implements a stochastic, H 2 -driven star formation procedure 

(Dav ́e, Thompson & Hopkins 2016 ; Dav ́e et al. 2019 ) where, prior to 

the integration of GRACKLE ’s molecular network, the abundance of 

molecular hydrogen was described by Krumholz, McKee & Tumlin- 

son’s model – henceforth referred to as the KMT model (Krumholz 

et al. 2009 ; Krumholz & Gnedin 2011 ). The major advantage of this 

prescription is its low computational cost and simple, two-parameter 

dependence on the column density and metallicity; both of which are 

easily calculated during run-time. Whilst this is an appropriate model 

to use in such simulations, its degree of straightforwardness requires 

the pretext of many assumptions regarding the gaseous cloud and its 

environment: we remo v e such assumptions by e xplicitly tracking the 

molecular hydrogen abundance using GRACKLE (Smith et al. 2017 ) 

as explained in Section 2.6 . 

The star formation rate for a gas element is given by, 

d M � 

d t 
= ε� 

ρf H 2 

t dyn 
, (1) 

where ε� = 0 . 02 is the star formation efficiency, ρ is the mass density, 

f H 2 is the molecular hydrogen fraction of the particle, and t dyn is the 

dynamical time (the time taken for a homogeneous, spherical gas 

cloud to collapse in free-fall). Stars are formed in a probabilistic 

f ashion, the lik elihood of which primarily depends upon the gas 

particle’s SFR, duration of the current time-step and total gas mass 

present. 

2.2 Two-phase ISM model 

In order to update the star formation model (see Section 2.1 ), we 

replaced the KMT model’s estimates with the molecular hydrogen 

fraction as calculated from the chemical network directly. Ho we ver, 

as the densities required for star formation are beyond the resolution 

limits of our cosmological simulations, we introduced a two-phase, 

sub-grid model for gas in the ISM wherein we model sufficiently 

dense clouds as being composed of both a warm (low-density) and 

cool (high-density) phase (Springel & Hernquist 2003 ). 

By default, gas particles represent a population of hot gas at 

relati vely lo w density. Ho we ver, once the gas is thought to be 

capable of forming stars ( n H > 0 . 2 cm 
−3 in our case) we acti v ate 

an additional phase within the particle, that of the cool, dense gas 

from which stars are formed. In practice, this acti v ation is carried 

out through tracking an additional density and energy field, and 

assuming that each phase contains half the total mass of the original 

particle. We allow ISM particles (by which we refer to those with 

both phases active) to revert to ‘standard’ gas particles if they 

are no longer potentially star-forming. Each simulation time-step, 

we update the cool phase density such that it maintains pressure 

balance with the warm phase, whose properties are in turn updated 

by the hydrodynamical solver. This pressure balance is expressed 

mathematically as, 

ρcool U cool = ρwarm U warm , (2) 

where U is the internal energy. It is important to note that in the 

two-phase regime, only the cool phase is explicitly cooled due to 

its rele v ance for star formation. The warm phase, the temperature 

of which is held at 10 4 K from the equation of state, is used for 

all other aspects of the simulation such as the hydrodynamic fluid 

solver. This approach enhances the density of the ISM sufficiently 

to form stars at rates comparable with the KMT model we replaced, 

whilst maintaining the self-consistency and accuracy of an explicit 

chemical network. 

It should be noted that as we model star formation stochastically 

(see Section 2.1 ), it is possible that a given gas particle will cool 

and collapse far beyond the threshold density for star formation, 

potentially reaching much larger densities before forming a star 

particle. 

2.3 Dust temperature 

The significance of dust in galaxy formation and evolution is not to be 

understated. The presence of dust grains in the galactic environment 

acts as a catalyst for molecular formation, namely H 2 , which is critical 

for cooling and star formation. Additionally, grains contribute to the 

thermodynamic state of the system whether that be through: heat 

exchange with the gas, heating from incident radiation fields, or 

cooling via thermal emission. 

2.3.1 GRACKLE ’s solver 

We employ GRACKLE (Smith et al. 2017 ) to handle the calculation 

of the dust temperature; accomplished by using Newton’s method to 

solve the heat balance equation, 

4 σT 4 gr κgr = 4 σT 4 rad κgr + � gas-grain , (3) 

where σ is the Stefan–Boltzmann constant, T gr and T rad are the tem- 

peratures of the dust grains and incident radiation field, respectively, 

κgr is the grain opacity, and � gas-grain is the rate of heat transfer 

between the gas and dust per unit grain mass. The left-hand and 

right-hand sides of equation ( 3 ) describe the cooling and heating 

contributions, respectively. As discussed in Hollenbach & McKee 

( 1989 ), the gas–grain term is a function of both the gas and grain 

temperatures. Specifically, 

� gas-grain ∝ 
(

T g − T gr 

)

, (4) 
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where T g is the gas temperature. From this definition, it can be 

deduced that when � gas-grain > 0, the dust is being heated by the gas, 

hence its appearance on the right-hand side in equation ( 3 ). 

The opacity of a grain is modelled as a function of its temperature, 

as presented in Dopcke et al. 2011 , 

κgr ∝ 

§ 

¨ 

© 

T 2 gr ; T gr < 200 K 

constant ; 200 K < T gr < 1500 K 

T −12 
gr ; T gr > 1500 K 

, (5) 

where we normalize κgr = 16 cm 
2 g −1 at T gr = 200 K (Smith et al. 

2017 ). The constant regime at intermediate temperatures models the 

e v aporation of the grain’s icy mantle, whilst the steep power law at 

extreme temperatures accounts for dust sublimation (Dopcke et al. 

2011 ). 

2.3.2 Inclusion of an external radiation field 

By default, T rad in equation ( 3 ) consists solely of contributions 

from cosmic microwave background (CMB) radiation. As discussed 

in Section 2.4 , the ISRF is computed at simulation run-time for 

each particle from characteristics of its local galactic environment. 

Therefore, T rad should incorporate this to impro v e the calculation of 

T gr . 

Pre-existing functionality within GRACKLE allows us to provide 

an ISRF by including an additional term in equation ( 3 ) such that it 

becomes, 

4 σT 4 gr κgr = 4 σT 4 rad κgr + � gas-grain + 	 ISRF G 0 , (6) 

where G 0 is the ISRF field strength in Habing units and 	 ISRF is the 

dust heating rate resultant from the ISRF (Habing 1968 ; Krumholz 

2014 ). The addition of this term circumvents the need to modify 

T rad directly, and allows us to pass our calculated ISRF to GRACKLE 

easily. 

2.4 Modelling the ISRF 

Local stellar radiation is the primary source of heating for dust 

grains in the ISM. Dust is heated by starlight o v er a wide range 

of the electromagnetic spectrum, from the UV down into visual 

wavelengths. When the gas is cooler than the dust, heat is transferred 

to the gas through the gas–grain collisions discussed abo v e. In our 

case, to compute the dust temperature, the local ISRF strength is a 

necessary input and therefore must be calculated at run-time. This 

is a non-trivial e x ercise, as the variables required for its direct 

computation (e.g. stellar luminosity) are not tracked during the 

simulation. 

Our work implements an on-the-fly scheme to calculate the ISRF 

incident upon a given gas particle; allowing us to account for the 

state of the local stellar environment at the current time-step. We 

model the ISRF as being proportional to the specific star formation 

rate (sSFR), where the proportionality is assumed to be that of the 

Milky Way, 

G 0 ,i = 
G 0 , MW 

sSFR MW 
sSFR i , (7) 

where i and MW denote the target particle and Milky-Way, re- 

spectively, and the total sSFR within the target particle’s local 

environment is denoted sSFR i . Specifically, we use sSFR MW = 

2 . 71 × 10 −11 yr −1 (Licquia & Newman 2015 ) and G 0 , MW = 

0 . 6 Habing (Olsen et al. 2017 ). For reference: 1 Habing ≡ 1 . 6 ×

10 −3 erg s −1 cm 
−2 . 

To calculate the sSFR for a given particle, we first find the total 

SFR and stellar mass within its kernel. Dividing these quantities 

gives the sSFR of the particle. Once every particle has performed this 

computation, we proceed to calculate the final value for each particle 

as the kernel-weighted average of all sSFR’s within a smoothing 

length. This is an attempt to minimize the impact of individual star 

particles with extremely high SFRs. 

In the future, it would be ideal to use a more sophisticated approach 

as the ISRF is largely responsible for dust heating. One method would 

be to use an external code such as STARBURST99 (Leitherer et al. 

1999 ) which is able to generate estimates of the luminosity for a 

range of input parameters; notably the initial mass function (IMF), 

stellar age, and metallicity. By interpolating o v er a grid of suitable 

parameter values, a lookup table for the luminosity can be created and 

later referenced during simulation run-time. Calculation of the ISRF 

using this estimate is then straightforward, for example, employed in 

Olsen et al. ( 2017 ) is, 

G 0 = 

∑ 

| � r gas −� r �,i | <h 

L � 

4 π | � r gas − � r �,i | 2 
M � 

10 4 M �
, (8) 

where L � is the stellar luminosity, | � r gas − � r �,i | is the separation 

between the target gas particle and stellar source, M � is the stellar 

mass of the source. Implementation of such a calculation is, how- 

e ver, challenging gi ven the resolution constraints of a cosmological 

simulation – hence its non-inclusion in this work. 

2.5 Dust growth and destruction 

Having implemented models for both the incident ISRF and dust 

temperature of a given particle, the final step is to include the 

modelling of dust. Dust is produced in our simulation identically 

to fiducial SIMBA , with grains forming through the condensation of 

metals ejected from supernovae and AGB (asymptotic giant branch) 

stars into the ISM (Dwek 1998 ; Dav ́e et al. 2019 ). 

Once formed, the dust population is evolved through consideration 

of three processes: growth via metal accretion, destruction via 

thermal sputtering, and destruction via supernovae shocks. To model 

these processes, we implement the work of Li et al. 2019 , highlighting 

any deviations from their method explicitly in the following sections. 

Furthermore, as modelled in SIMBA , grains are completely de- 

stroyed via astration (Mattsson 2021 ; Dayal et al. 2022 ) and in the 

presence of hot winds (Dav ́e et al. 2019 ). Any further processes, such 

as grain–grain shattering and non-thermal sputtering, not prescribed 

in Li et al. ( 2019 ) or Dav ́e et al. ( 2019 ) are omitted in this work. 

2.5.1 Metal accretion 

Dust grains grow in size through the accretion of gaseous metals, the 

rate of which is given by, 
(

d M gr 

d t 

)

growth 

= 

(

1 −
M gr 

M met 

)

M gr 

τaccr 
, (9) 

where M gr is the dust grain mass, M met is the total metal mass in 

both the gaseous and dust phases (Dwek 1998 ). Furthermore, τaccr , 

the accretion time-scale takes the form, 

τaccr = τref 

(

T ref 

T g 

)1 / 2 (
ρref 

ρg 

)(

Z �

Z g 

)

, (10) 

where τref , Z �, and ρref are the reference time-scale, solar metal- 

licity , and density , respecti vely; analogous v ariables for the gas are 
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subscripted ‘g’ (Hirashita 2000 ; Asano et al. 2013 ; Li et al. 2019 ). 3 

These constants are set to the following values in this work: 

τref = 0 . 4 Myr 

ρref = 2 . 3 × 10 −22 g cm 
−3 

Z � = 0 . 01295 . 

It may be useful to note that ρref ∼ 100 m H cm 
−3 , and the solar 

metallicity value originates from Cloudy, version 13 (Ferland et al. 

2013 ). Although the choice of these values is somewhat arbitrary, 

the y hav e been chosen to represent the ‘common’ physical scenario. 

There is one key difference in our model versus the Li et al. 

( 2019 ) model – we replace the reference temperature ( T ref = 20 K 

originally) with the dust temperature. This is done as a crude 

representation of the dust temperature’s influence on the accretion 

rate; specifically the sticking potential of metals onto grains (Spitzer 

2004 ; Hirashita & Kuo 2011 ). The exact form of the sticking potential 

is difficult to obtain with its many complex dependencies on the 

chemical composition of the grains in addition to the environment 

in which they preside (Jones & Nuth 2011 ). As our model does 

not attempt to represent the distribution of grain sizes, nor their 

chemical composition, integrating an accurate sticking potential is 

impracticable in this work. Furthermore, we must be careful to 

retain the characteristics of the original model, altering the accretion 

rate’s temperature dependence too much would constitute a new 

model itself and is not the aim of this work. We re-tune τref such 

that our model aligns with expected results for the stellar mass 

function at redshift 6. Exact details of these changes are presented in 

Appendix A , alongside a deri v ation of equation ( 10 ). 

It bears clarification that this model assumes a constant radius 

of 0.1 µm for all dust grains, omitting the inclusion of a grain 

size distribution. Thus, when dust grains grow/shrink in our model, 

we are referring to a change in their mass and metallicity; their 

cross-section (rele v ant in the formation of molecular hydrogen, see 

Section 2.6.2 ) remains constant. Models which account for the 

distribution of grain sizes are a current area of interest, and such 

future enhancements will make for an appreciable update to our 

model. We refer the curious reader to Romano, Nagamine & Hirashita 

( 2022 ), where both molecular hydrogen and dust are modelled using 

a distribution of grain sizes. 

2.5.2 Dust sputtering 

Thermal sputtering 4 is the process by which dust grains moving 

within a hot gas are abraded due to the collisions between the dust and 

gas phases: a result of the gas’ high temperature (Draine & Salpeter 

1979 ; Tielens et al. 1994 ). The sputtering time-scale is formally 

defined as τsput = a/ | ̇a | , where a is the grain radius. Ho we ver, as 

we do not model a grain size distribution, τsput is approximated as a 

function of the gas density and temperature within each gas element: 

for a comprehensive discussion of this please see Tsai & Mathews 

( 1995 ) and Li et al. ( 2019 ). With the sputtering time-scale calculated, 

the rate at which dust grains grow due to sputtering is given by, 
(

d M gr 

d t 

)

sput 

= −
M gr 

τsput / 3 
. (11) 

3 Please note that the original publication (Li et al. 2019 ) contains a 

typographic error in that the square root on the temperature term is omitted. 

The equation presented here corrects this. 
4 For a full discussion on dust sputtering, including non-thermal sputtering, 

please see Hu et al. ( 2019 ). 

2.5.3 Destruction via shocks 

Thermal sputtering of dust (see Section 2.5.2 ), whilst able to 

completely destroy small grains through continued erosion, is not 

sufficient for larger grains. The destruction of these large grains is 

primarily driven by shocks originating from supernova remnants, 

SNRs (Slavin, Dwek & Jones 2015 ). The time-scale for this destruc- 

tion is given by, 

τde = 
M g 

εγM s 
, (12) 

where ε = 0 . 3 is the grain destruction efficiency from Type-II 

Supernov ae, SNII, (McK ee 1989 ), γ is the rate at which SNII occur 

in the local environment, and M s is the mass of the shocked gas, 

per superno va, trav elling at 100 km s −1 or faster. It is assumed in 

these definitions that SNI (Type-I supernovae) are negligible relative 

to SNII due to the particular circumstances under which they occur, 

and their subsequent low explosion frequency. In practice, the SNII 

rate is passed to the model from the simulation itself, whilst the mass 

of shocked gas is calculated using the Sedov–Taylor approximation. 

2.6 The abundance of molecular hydrogen 

The abundance of molecular hydrogen within the ISM is largely 

dependent upon the amount of dust present. In the absence of 

dust, molecular hydrogen struggles to form efficiently due to its 

nucleic symmetry and subsequent lack of dipole transition. Upon 

the collision of two neutral hydrogen atoms, in the case that they 

bond to form H 2 , their excess kinetic energy will cause the molecule 

to exist in an unstable state. Unless this excess energy is radiated 

from the molecule, it will dissociate and the constituent atoms will 

separate. Due to the absence of dipole transition, H 2 must radiate via 

forbidden magnetic quadrupole transition. The lowest lying transition 

of this type has a transition probability of ∼ 10 −11 s −1 , which is far 

too unlikely to occur within the lifetime of the unstable molecule 

(Bromm 2013 ). 

Nevertheless, there are chemical pathways through which molec- 

ular hydrogen can form in the absence of dust (such as in the 

primordial case), although they are much slower. A brief discussion 

of both scenarios alongside their implementations will be presented 

below due to the no v el nature of their inclusion within SIMBA (see 

Section 2.1 ). 

2.6.1 The primordial case 

In the primordial gas, there exist three primary channels through 

which molecular hydrogen forms (Galli & Palla 1998 ); the first of 

which we will consider being the following, 

H + e − −→ H 
− + γ

H 
− + H −→ H 2 + e −

wherein a free electron associates with a neutral hydrogen atom, 

creating H 
−, which is stable due to its permanent electric dipole and 

resultant radiative transition. This proceeds form H 2 upon collision 

with another neutral hydrogen atom, which forms a stable molecule 

due to the ejection of the free electron which carries any excess 

energy; therefore removing the need for fast radiative emission. As 

the first reaction abo v e requires collision with a free electron, the 

ionization factor of the gas is primary in determining the ef fecti veness 

of this pathway. 

At high redshifts, z � 100, photons from the cosmic microwave 

background (CMB) are sufficiently energetic to dissociate the weakly 
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bound H 
− species necessary in the formation channel abo v e. How- 

ever, these photons are unable to destroy H 
+ 
2 and so we consider the 

second pathway, 

H 
+ + H −→ H 

+ 
2 + γ

H 
+ 
2 + H −→ H 2 + H 

+ , 

where the ejection of a proton remo v es an y e xcess energy from the 

newly formed molecule. This channel is significantly slower than the 

first and as such is only important in the regime under which the first 

cannot operate (Tegmark et al. 1997 ; Bromm 2013 ). 

The final pathway we will detail here is that of the three-body 

reaction, 

H + H + H −→ H 2 + H 

which only becomes ef fecti ve at high densities ( n � 10 8 cm 
−3 ) 

where the rate at which three-body collisions occur is non-negligible. 

Furthermore, as the density of the gas increases, so too does the rate 

of ion-electron recombination – ultimately reducing the density of 

free electrons in the gas and therefore the rate of H 2 formation in the 

first channel (Turk et al. 2011b ). 

2.6.2 In the presence of dust 

Dust grains are the primary channel through which molecular 

hydrogen is formed within the collapsing gaseous cloud described 

abo v e. The grains present within a dust-enriched cloud are sites of 

active H 2 formation due to their ability to capture hydrogen atoms 

on their surface, absorbing the atom’s kinetic energy upon collision. 

Over time, a large population of hydrogen atoms will accumulate 

on the surface of a grain. Able to mo v e slowly on the grain surface, 

these atoms will collide with one-another to form H 2 . Excess energy 

which threatens to destabilize the molecule will be used to o v ercome 

the sticking potential of the grain, allowing the hydrogen molecule 

to leave the grain surface and re-enter the gas phase. 

The dust-catalysed H 2 formation rate, as prescribed in Tielens & 

Hollenbach ( 1985 ), can be expressed as, 

R = 
1 

2 
v H n H n gr σgr εH 2 S( T ) cm 

−3 s −1 , (13) 

where v H , n H , n gr , σgr , εH 2 , and S( T ) are the average velocity and 

number density of hydrogen atoms, number density of dust grains, 

grain cross-section, efficiency of grain-bound molecular hydrogen 

formation, and the sticking coefficient of hydrogen atoms, respec- 

tively (Schneider et al. 2006 ). Due to the complex dependencies 

present in equation ( 13 ), we employ the following approximation 

shown in Hollenbach & McKee ( 1989 ), 

R 	 6 . 39 × 10 −15 

(

T 

300 

)1 / 2 

n gr n H S( T , T gr ) cm 
−3 s −1 . (14) 

The sticking coefficient describes how readily hydrogen atoms 

will become bound to the grain surface and is thus dependent on 

both the gas and grain temperatures as detailed in Hollenbach & 

McKee ( 1979 ), 

S( T , T gr ) = 

[ 

1 + 0 . 4 

(

T + T gr 

100 K 

)1 / 2 

+ 0 . 2 

(

T 

100 K 

)

+ 0 . 08 

(

T 

100 K 

)2 
] −1 

. (15) 

3  C O M PA R I S O N  WITH  OBSE RVATION  A N D  

FIDUC IA L  S I M BA 

In this section, we offer comparison between observed results, 

SIMBA ’s fiducial modelling prescription, and the new models pre- 

sented in this work. We include both simulation sizes: the larger box 

of side length 50 Mpc h −1 containing 2 × 1024 3 particles (baryonic 

and dark matter); and the smaller 25 Mpc h −1 box with the same 

number of particles, resulting in a simulation with 8 × higher mass 

resolution. These runs are labelled ‘m50n1024’ and ‘m25n1024’, 

respectively. All results presented in this section are taken from the 

redshift 6 snapshot unless explicitly stated otherwise. 

3.1 Mass functions 

In Fig. 1 we plot the SFR (left panel), dust mass (centre panel), and 

stellar mass (right panel) functions for galaxies identified in both 

our simulations (red) and the fiducial SIMBA runs (blue). The size of 

the simulation box is displayed by solid and dashed lines for the 50 

and 25 Mpc h −1 runs, respectively. Where appropriate, observational 

results have been added to serve as a reference for comparison 

between data sets. Observing the three panels we identify some 

general trends: our models predict larger number densities than their 

fiducial counterparts; the high-resolution boxes contain significantly 

more data at the lowest values; all four simulations display a high 

level of agreement throughout the intermediate-high values; and all 

simulated data sets ef fecti vely reproduce observational results. 

The divergence at low values arises purely due to numerical 

resolution; the higher resolution volume is able to resolve smaller 

systems. On the other hand, one can also see that the larger volume 

tends to have higher number densities at the very highest values. This 

is because the smaller volume is less able to produce a representative 

sample of the most mass massive systems. Therefore the most robust 

predictions are in the intermediate galaxy size range, and we will 

focus our discussion there. 

The leftmost panel describes the distribution of star formation rates 

produced by the simulations, in addition to various observational 

results for comparison. Here, it appears that robust predictions arise 

with the range of 10 −0 . 6 M � yr −1 � SFR � 10 1 . 2 M � yr −1 , which is 

resolved in both simulations but is not so large as to be subject to 

stochasticity due to the finite volume. Within this range, we see the 

slope and amplitude of the observational SFR functions is broadly 

well-reproduced by all the simulations. Also, there is generally good 

concordance between the predictions of the two volumes, suggesting 

that the SFR function is reasonably well resolution converged. 

That said, closer inspection reveals that within the robustly 

predicted range, the SIMBA-EOR simulations (red) yield somewhat 

better agreement with the observations as compared to the SIMBA runs 

(blue). SIMBA tends to produce a steeper slope than observed, and 

insufficient high-SFR galaxies. This is important because SIMBA has 

difficulty reproducing the very brightest early galaxies (Finkelstein 

et al. 2023 ), and this suggests that SIMBA-EOR may do a bit better; we 

will explore this further when we compare directly to UV luminosity 

functions next. Also, for both models, the 25 Mpc h −1 runs tends to 

predict values that are ∼ 0 . 1 dex lower than the 50 Mpc h −1 runs, 

indicating a slight level of non-convergence even within the well- 

resolv ed re gime. 

The dust mass function (shown in the centre panel) is seen to have 

some what dif ferent trends to the SFR function. First, we identify 

robust predictions within the range of 10 4 . 8 � M dust /M � � 10 6 . 6 , 

where all runs appear to give resolved predictions. Here, we see 

larger discrepancies between the new SIMBA-EOR predictions and 
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Figure 1. The mass functions for the star formation rate (left), dust mass (centre) and stellar mass (right) at redshift 6. The blue and red lines show results from 

fiducial SIMBA and this work’s runs, respectively. Further, solid/dashed lines differentiate between the 50/25 Mpc h −1 simulations. Left: We add the observational 

data presented in Smit et al. ( 2012 ), Duncan et al. ( 2014 ), and Bouwens et al. ( 2015 ) for comparison with our simulations and see a high level of agreement 

between all for SFR � 10 −1 M �yr −1 . At low star formation rates we see considerable divergence with resolution. Centre: We observe similar trends as were 

seen for the SFR; the box-sizes diverging significantly at M dust � 10 4 . 8 M �. It is expected that there is a tight correlation between SFR and dust mass due to 

its importance in the cooling of star-forming regions. Right: Data from Stefanon et al. ( 2021 ), Furtak et al. ( 2020 ), Navarro-Carrera et al. ( 2023 ), Harv e y et al. 

( 2024 ), Weibel et al. ( 2024 ), and Wang et al. ( 2024 ) is plotted alongside the simulation results to show their physicality; all of these are at redshift 6 unless 

specified otherwise in the legend. Tight agreement between the data and simulations is seen at larger stellar masses, whilst the simulations o v erestimate the data 

at low stellar mass. For each resolution it can be seen that our models produce more stellar mass than fiducial SIMBA across the domain. 

SIMBA , at least for the 50 Mpc h −1 run. Interestingly, the smaller 

volume shows substantially less differences; it is not entirely clear 

why. Neither volume is all that well resolution-converged, but in 

different senses: SIMBA-EOR ’s larger volume produces more dust, 

while SIMBA ’s produces less. Given the complex interplay between 

the dust model, star formation, metallicity growth, and other physical 

processes, it is not straightforward to interpret these trends. Ho we ver, 

it is clear that all the models produce significant masses of dust in 

the early universe. Therefore it will be important to account for 

dust extinction when examining forward-modelled properties in the 

observational plane. 

The galactic stellar mass function, shown in the right-hand panel, 

offers robust predictions in the range 10 7 . 8 � M � � 10 9 . 8 M � where 

the simulations are resolved. We see that the simulated runs, SIMBA 

and SIMBA-EOR , exhibit steeper gradients than the observational data 

sets present. Whilst all runs predict larger populations than observed 

at low stellar mass, as the stellar mass increases the computational 

models begin to converge towards the observed populations. At 

larger stellar masses, M � ∼ 10 9 . 6 M � we observe good agreement 

between the SIMBA-EOR model and both observational data sets. 

Whilst the fiducial SIMBA model displays noticeable discrepancies 

between the 25 and 50 Mpc h −1 boxes across much of the resolved 

domain, the SIMBA-EOR boxes show good agreement, highlighting 

our model’s robustness. Furthermore, the SIMBA-EOR model contains 

more sources at each stellar mass than fiducial SIMBA , a reflection of 

its generally higher star formation rate as shown in the leftmost panel. 

In summary, we see general agreement between the results of our 

model and the fiducial SIMBA model. Given that the fiducial model 

produced results which were physically viable itself, agreement 

with this is an ideal outcome for our model given its reduced 

parametrization and self-consistent nature which remo v ed the need 

for many assumptions previously used. The area where we see signs 

of our model offering impro v ement o v er its predecessor is around 

the resolution limit; though the impact of this is minimal. 

3.2 The UV luminosity function 

The UV luminosity functions for the simulations presented in this 

work are shown in Fig. 2 . We differentiate between the simulated 

box-size using red lines for the 50 Mpc h −1 run and blue lines for 

25 Mpc h −1 run, and between the SIMBA-EOR and fiducial SIMBA 

models with solid and dashed lines, respectively. Furthermore, we 

add an array of observational data sets to the panels at their respective 

redshifts, as described in the figure caption. We plot the luminosity 

function from redshift ∼ 11 to ∼ 6 in integer steps to observe its 

temporal evolution. It should be noted that we have assumed a 

composite extinction law to produce the photometric data used in 

this paper. This uses a Milk y-Way e xtinction la w for galaxies with 

sSFR < 0 . 1 Gyr −1 and a Calzetti extinction law for galaxies with 

sSFR > 1 Gyr −1 – intermediate galaxies use a linear combination of 

the two. 

To compute these UV magnitudes, a post-processed ray tracing 

procedure was ran using PYLOSER , which calculates the dust ex- 

tinction explicitly. This uses the dust properties of each particle as 

calculated in the simulation, meaning that the models implemented 

have a direct impact on the UV luminosity function. For example, 

if dust were ignored entirely, the UV luminosity function would 

show many more bright sources. On the other hand, if the dust 

populations were o v erestimated (if grains grew too quickly, for 

example) we would expect that the UV luminosity function would 

further underestimate the number of bright sources. We show the 

affect of dust extinction on the UV luminosity function for our 

simulations in Fig. 3 . 

First considering only the z ∼ 6 function, we observe acceptable 

agreement with the observational data at both simulated resolutions 

for the dimmest sources, whilst our models are shown to underes- 

timate the population of bright sources, though discrepancies never 

e xceed ∼ 1 de x. We see that whilst the 50 Mpc h −1 box contains 

sources brighter than its counterpart, its population of dim sources 

is diminished. This is a result of the simulation box-size (as larger 
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Figure 2. The UV luminosity function at varying redshift for both our 

50 Mpc h −1 (red) and 25 Mpc h −1 (blue) boxes. Where available, we plot 

fiducial SIMBA (dashed lines) predictions alongside our own (solid lines) for 

comparison. Furthermore, we include observational results from: Bouwens 

et al. ( 2015 , 2021 ) as yellow and black points, respectively; Ishigaki et al. 

( 2018 ) as grey points; Stefanon et al. ( 2021 ) as pink points; Harikane et al. 

( 2022 , 2023 ) as a purple line of best fit and crimson data points, respectively; 

and lastly McLeod et al. ( 2023 ) as green data points. These points are plotted 

on the axis corresponding to their redshift. We see that our model offers 

acceptable predictions, which are in general agreement with the observed 

data for the population of faint galaxies. Our model is seen to underestimate 

the number of bright sources, which may be in part due to the increased 

presence of dust shown in Fig. 1 . 

boxes contain more massive haloes/galaxies than smaller ones) and 

not a result of our models: as evidenced by the same phenomena 

occurring in the fiducial runs. Furthermore, turno v ers seen in the faint 

sources for some simulations is a result of numerical resolution in our 

simulations (akin to those present in the mass functions previously 

discussed in Section 3.1 ), and as such we should only draw results 

in the resolved region at lower magnitudes than the turnover’s peak. 

As the redshift decreases from ∼ 11 we see that, in general, 

the disparity between our simulations and observation ameliorates. 

Focusing on our 50 Mpc h −1 box, at z ∼ 11 our simulation fails to 

produce any bright sources, although the population of sources at 

M 1500 ∼ −19 are within ∼ 1 dex of the observations. Generally, we 

see that our results underpredict the observed data at this redshift. 

This shortfall is also noted in Finkelstein et al. ( 2023 ), where most 

Figure 3. The UV luminosity function at redshift ∼ 11 and ∼ 6 for both 

our simulated boxes. We show the 50 and 25 Mpc h −1 runs in red and 

blue, respecti vely, alongside the observ ational data presented in Fig. 2 . 

Furthermore, we display the UV luminosity function as calculated from the 

absolute magnitude with solid lines, whilst that calculated from the absolute 

magnitude omitting the dust properties with dashed lines. We see that there 

exists a significant difference between the dust present/absent luminosity 

functions at both redshifts, with the dust-obscured samples containing fewer 

high-brightness sources than their dust-absent counterparts. 

models considered show such a deficit, and it is posited that sample 

contamination may lead to an o v erabundance of observed sources. 

By redshift 8 we see that our simulations are in good agreement 

with available data sets for sources of moderate and dim brightness, 

though these observations do show scatter of ∼ 1 dex between 

themselves. As the redshift further decreases towards z ∼ 6 we 

see that our simulations begin to produce a higher population 

of bright galaxies, though still underestimating their number as 

expected from observation. The 25 Mpc h −1 box shows much the 

same e volution, ho we ver its ske w to ward dimmer galaxies results 

in lower populations of moderately bright sources when compared 

to the larger box. From this analysis, we learn that the size of the 

simulated region is crucial in generating high-brightness galaxies and 

expect that running our model in a larger box will produce a better fit 

to observ ation. Furthermore, observ ations themselves are limited by 

the brightness of objects (especially at the high redshifts presented 

here) and so only the most luminous galaxies will be observed, whilst 

the large population of dim galaxies are o v erlooked. 

To understand the effect of dust on the UV luminosity function, 

we show in Fig. 3 , the dust-obscured (solid lines) and dust-absent 

(dashed lines) results at redshifts ∼ 11 and ∼ 6. As in Fig. 2 , the 
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Figure 4. The SFRD’s evolution from redshift ∼ 11 to ∼ 6. Red and blue 

lines denote our 50 and 25 Mpc h −1 runs, respectively, whilst points show 

data from Madau & Dickinson ( 2014 ) (black), Donnan et al. ( 2022 ) (purple), 

and Harikane et al. ( 2023 ) (orange). We see that whilst both of our simulations 

o v erpredict the SRFD consistently, the 50 Mpc h −1 run is a vastly better fit to 

the data than the 25 Mpc h −1 run. 

50 and 25 Mpc h −1 runs are shown in red and blue, respectively, 

alongside various observed data sets. At both redshifts, we observe 

an increase in the number density of bright sources when the presence 

of dust is disregarded: as mentioned above, this is to be expected. 

Crucially, this figure highlights the significance of dust in the 

luminosity function, with the disparity between the dust-free and 

dusty cases manifesting directly in the plot. We immediately see that, 

at both redshifts, the omission of dust extinction raises the number of 

bright sources substantially, resulting in populations closer to those 

observed. Interestingly, whilst the z ∼ 11 results show a diminished 

population of dim galaxies when dust is ignored, the z ∼ 6 results 

show similar populations of dim galaxies between the two cases. This 

is a manifestation of the artificial, high-redshift feedback suppression 

present in SIMBA . This suppression is achieved by lowering the 

mass loading factor η, i.e. reducing the mass lost via winds. As the 

metallicity depends on the mass loading factor, Z ∼ ( 1 + η) −1 , this 

artificial feedback suppression ultimately increases the metallicity 

beyond what is typically expected (Finlator & Dav ́e 2008 ). In turn, 

this metal enrichment facilitates early dust growth/formation, leading 

to greater dust extinction. In short, a large number of dim galaxies at 

z ∼ 11 are richer with dust than conventional wisdom would suggest, 

ho we ver this is a result of the high-redshift feedback treatment within 

SIMBA ; a limitation which requires impro v ement in the future. 

3.3 The time evolution of the star formation rate density 

Fig. 4 shows the evolution of the star formation rate density (SFRD) 

with redshift. Our 50 and 25 Mpc h −1 runs are plotted as the red and 

blue lines, respectively. The black, purple, and orange points denote 

data presented in Madau & Dickinson ( 2014 ), Donnan et al. ( 2022 ), 

and Harikane et al. ( 2023 ) correspondingly. It is clear to see that in 

general, our simulations predict larger SFRDs than expected from 

the data across the entire redshift domain. 

There exists, ho we ver, a striking difference between our simula- 

tions, with the 50 Mpc h −1 low-resolution run displaying a signifi- 

Figure 5. The median galactic SFR surface density versus gas surface density 

relation found using our model (solid lines) and fiducial SIMBA (dashed lines) 

at z ∼ 6. Blue and red colouring indicates results from the 25 and 50 Mpc h −1 

box es, respectiv ely. Furthermore, the orange data points show the z ∼ 0 data 

sets of Robertson & Kravtsov ( 2008 ), whilst the green line shows the power- 

law fit presented in Bigiel et al. ( 2008 ). 

cantly closer fit to the data at high redshift than its 25 Mpc h −1 coun- 

terpart. Whilst both simulated boxes are in agreement to ∼ 0 . 2 dex 

at redshift 6, at redshift 11 they displaying a disparity of ∼ 0 . 9 dex; 

the larger box in 1 σ agreement with the recently observed data point 

of Donnan et al. ( 2022 ). We see that the 25 Mpc h −1 run’s SFRD- 

z scaling has a far shallower gradient than that of the 50 Mpc h −1 

run, resulting in the former’s significant disagreement with observed 

sources at high redshift. 

Given the tension displayed here between both of our simulations, 

it is sensible to conclude the presence of some resolution dependence 

in the star formation mechanisms at high redshift. Ho we ver, for 

future implementations of our model it is important to highlight the 

potential need for resolution-dependent tuning in the star formation 

models – none of which was carried out by us in the creation of this 

paper. Furthermore, simulations running to lower redshifts ( < 6) 

will require monitoring in this regard: our findings on our model’s 

low-redshift behaviour will be presented in a future paper. 

3.4 The Kennicutt–Schmidt relation 

In Fig. 5 we show the median Kennicutt–Schmidt (KS) relation 

(galactic SFR surface density versus gas surface density) for z ∼ 6 

galaxies simulated using the models developed in this work (solid 

lines) and those of fiducial SIMBA (dashed lines) – with blue/red 

denoting the 25/50 Mpc h −1 box es. Shaded re gions indicate the 1- 

σ error within each � gas bin. We plot the results of Robertson & 

Kravtsov ( 2008 ) as orange data points, though analytical care must 

be taken as this is a z ∼ 0 sample. Furthermore, we plot the power- 

law fit presented in Bigiel et al. ( 2008 ) as a green line; though this is 

a fit to local Universe observations and so does not represent objects 

at the redshift of our simulation. Moreo v er, this fit does not contain 

objects of � gas � 10 2 . 5 M � pc −2 in the original work, necessitating 

further caution when making comparison against the dense objects 

present in our simulation. 

Comparing the results of our model with that of fiducial SIMBA , 

we see that both are in close agreement as to the magnitude and 

gradient of the KS relation. In the � gas � 10 3 M � pc −2 region 

our model is shown to reproduce the results of fiducial SIMBA to 
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within 1- σ . Though these lines slowly diverge as the galactic mass 

increases they remain definitively within 2- σ . Furthermore, we do 

notice that the gradient of the KS relation found with SIMBA-EOR 

appears to be increasing at the most gas-dense galaxies, resulting in a 

gradient comparable with that of the fiducial simulation. We observe 

no prominent difference in behaviour between the two simulated 

resolutions, with the results of each model only differing in their 

minimum/maximum � gas values, whilst throughout their evolution 

the two boxes remain tightly coupled. 

The plotted data of Robertson & Kravtsov ( 2008 ) contains results 

at lower gas densities than found in our simulations, with no region 

of o v erlap between the two. This is simply a result of the largely 

disparate redshifts between our simulations ( z ∼ 6) and the data ( z ∼

0). Ho we ver, at � gas ∼ 4 × 10 1 M � pc −2 , we see that the galaxies 

simulated in our 25 Mpc h −1 box are in excellent agreement with 

the Robertson & Kravtsov ( 2008 ) data. Moreover, extrapolating our 

results down to lower densities, we see that the high-density end 

of the data set agrees to within 1 − σ of SIMBA-EOR ’s predictions. 

Ho we v er, this e xtrapolated agreement must only be considered for 

� gas � 2 × 10 1 M � pc −2 as the data is shown to change gradient 

below this. 

The power-law fit provided by Bigiel et al. ( 2008 ) shows good 

agreement with our simulations at � gas ∼ 10 1 . 5 M � pc −2 , with dis- 

parities between the two increasing until � gas ∼ 10 2 . 5 M � pc −2 , after 

which the fit predicts the SFR ∼ 1 dex greater than our simulations. 

It is important to highlight that the fit as originally presented 

does not increase past � gas ∼ 10 2 . 5 M � pc −2 and therefore this 

order-of-magnitude discrepancy is inconclusive. Moreover, the fit 

is constructed from objects in the local Universe, which will be at 

significantly lower redshifts than our simulations – another reason to 

apply analytical caution. 

To make any conclusive statements on our model’s performance 

with comparison to these data sets would be unwise with such a 

disparity in redshift (in addition to the density domain of the fit 

and simulations only coinciding for a small subset of sources), but 

the tight coupling between SIMBA-EOR and SIMBA suggests that our 

model is performing at least as well as the fiducial model. Once we 

are able to run SIMBA-EOR to lower redshifts, many observational 

data sets will become available for comparison. 

3.5 The mass–metallicity relation 

In Fig. 6 we plot show the mass–metallicity relation in the 50 

and 25 Mpc h −1 box es (left and right panels, respectiv ely) for both 

the simulations presented in this work and fiducial simba: these 

are shown in red and blue, respectively. The plotted lines show a 

least-squares, linear fit (in log-space) to the underlying data, the 

results of which are detailed in Table 1 . We also add a subset of 

the observational data presented in table 3 of Langeroodi et al. 

( 2023 ) as green points on the plot. We choose these points such 

that the observed sources have a spectroscopic redshift in the range 

7 . 2 � z � 8 . 5. Lastly, we show the distribution of galaxies identified 

in our simulations on the hexbin in the background. This is shaded 

by the number of counts in each bin, with darker shades indicating a 

larger number of sources. 

Comparing the two panels, we immediately notice the shift toward 

higher metallicities introduced in our simulations upon increasing 

the resolution. In contrast to our 50 Mpc h −1 fit, which is seen to lie 

within 1 σ of many observational points, our 25 Mpc h −1 fit seems to 

consistently o v erestimate the metallicity at given stellar mass. From 

Table 1 we see that the 25 Mpc h −1 run has an intercept ∼ 0 . 3 dex 

higher than its low-resolution counterpart. This, coupled with both 

runs having very similar gradients which are within 0.03 dex of one 

another, leads to the metallicity being systematically predicted ∼

0 . 3 dex larger in the 25 Mpc h −1 box than the 50 Mpc h −1 box. 

In contrast, comparing the fits of the fiducial runs we see different 

behaviour; namely their gradients being dissimilar, with the fit for 

the 50 Mpc h −1 box possessing a gradient ∼ 20 per cent larger than 

its 25 Mpc h −1 equi v alent. In the 50 Mpc h −1 box, the difference in 

gradient between the fit of our model and fiducial SIMBA results in 

their coincidence at log 10 ( M � /M �) ≈ 9. We see that the fiducial run 

fits the observational data in the 50 Mpc h −1 box less-well than our 

run. Ho we ver, the opposite appears true for the 25 Mpc h −1 box, 

where the fiducial run’s fit does not yet intercept ours, staying below 

it and passing through the observational sources which our models 

o v erestimated. 

The discrepancy between boxes discussed does seem to be 

manifestation of resolution dependence within the simulations, it 

instead may arise from the tuning (or lack thereof) within our 

models or the star formation model. Sub-grid models such as these 

require calibration of their free parameters to produce consistent 

results across different resolutions, which is usually achieved through 

comparison with known results, and is commonplace when using 

such models. Given that no such tuning w as undertak en for this paper, 

we do believe that Fig. 6 highlights a lessened resolution-dependence 

in our models than those of fiducial SIMBA . Although our runs 

perform worse (compared to the observational data provided) than 

the fiducial in the 25 Mpc h −1 box, what we do see is a consistency 

between the functional form of our fits which is not present in the 

fiducial. Whilst the fractional errors on the gradient and intercept 

between the larger and smaller boxes in our runs are 2.4 per cent and 

8.8 per cent, respectively. The analogous results for the fiducial runs 

are a fractional error on the gradient of 17 per cent and intercept of 

14 per cent. The smaller fractional errors observ ed abo v e for our runs 

are a clear indication that integration of our models has weakened 

the resolution dependence of the simulation and therefore impro v ed 

the stability of physical results. 

4  M O D E L  PR ED IC TIONS:  C O M PA R I S O N  TO  

K M T  

With confidence that our simulations are a reasonably accurate match 

to observed astrophysical relations, as shown in Section 3 , here we 

discuss specifically the modelling differences which arise from our 

replacement of the KMT model with our new two-phase ISM model. 

To achieve a direct comparison, we have taken a sample of 100 

galaxies at four stellar masses from 10 7 to 10 10 M �. For each 

SPH particle within a selected galaxy, we have computed the H 2 

fraction as estimated by the KMT model (Krumholz et al. 2009 ). 

This was done by constructing a ray centred on each particle, 

extending ±1 smoothing length along the x-axis, and integrating 

the dust mass along it to calculate the optical depth. This is slightly 

different to how it is calculated at SIMBA run-time, which uses the 

Sobolev approximation, but still serves as a reasonable calculation 

given the lack of differential fields in the snapshot. Using the dust 

optical depth, we then calculate the molecular hydrogen fraction as 

prescribed by KMT (Krumholz et al. 2009 ; Krumholz & Gnedin 

2011 ). Post-processing in this way allows us to compare between the 

explicit chemical modelling and KMT approximation for identical 

particles – something which cannot be achieved through comparison 

of simulated runs using both models (such as that presented in 

Section 3 ). 
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Figure 6. The mass–metallicity relation observed in both the 50 Mpc h −1 (left panel) and 25 Mpc h −1 (right panel) simulation boxes at z ∼ 6. Red and blue 

lines depict linear, least-square fits to the results produced by the models presented in this work and fiducial SIMBA , respectively . Additionally , results from table 

3 in Langeroodi et al. ( 2023 ) are plotted in green; these sources have spectroscopic redshifts in the range 7.2–8.5. Furthermore, the hexbin plot on each axis 

shows the distribution of galaxies found in our simulations, with darker shades corresponding to a higher count. Our models display more resolution dependence 

than the fiducial; the metallicity at fixed stellar mass increasing by ∼ 0 . 3 dex in the high resolution box. Furthermore, the larger box shows considerably better 

agreement with the observational data plotted than its smaller counterpart. 

Table 1. Results of the linear (in log-space) least-squares fits for the mass–

metallicity relation presented in Fig. 6 . 

Box-size (Mpc h −1 ) Model Gradient Intercept 

50 This Work (2 . 13 ± 0 . 022) × 10 −1 −2 . 8 ± 0 . 017 

50 Fiducial (3 . 9 ± 0 . 030) × 10 −1 −4 . 3 ± 0 . 024 

25 This Work (2 . 1 ± 0 . 017) × 10 −1 −2 . 5 ± 0 . 012 

25 Fiducial (3 . 2 ± 0 . 047) × 10 −1 −3 . 7 ± 0 . 034 

4.1 The distribution of molecular hydrogen 

Fig. 7 shows histograms of the probability density of a galactic SPH 

particle possessing a H 2 fraction within one of ten equally spaced 

bins. The red and blue lines show the molecular hydrogen fractions as 

calculated by our model during simulation run-time, and as calculated 

from the KMT model through post-processing, respectively. The 

solid lines represent results for the 50 Mpc h −1 box, whilst the dotted 

lines represent the 25 Mpc h −1 box. Each subplot contains the 100 

closest galaxies to the stellar mass annotated on the axis, allowing us 

to co v er a wide and representativ e range of galaxies in our analysis. 

Focusing first on the sample of ∼ 10 7 M � galaxies, we immedi- 

ately see that our model and KMT have major disagreements when 

f H 2 > 10 per cent . Whilst the KMT model predicts roughly the same 

amount of fully molecular as fully atomic gas (we use the terms fully 

molecular and fully atomic in this section to refer to the highest and 

lo west bins, respecti v ely, for conv enience) our simulation predicts 

almost no fully molecular, and an abundance of fully atomic, gas. For 

particles with f H 2 > 10 per cent we see a positive correlation with 

the probability density in the KMT case, and a ne gativ e correlation 

for our model. 

As we increase the stellar mass of the galaxies in our sample, we 

see shifts in the behaviour mentioned for the ∼ 10 7 M � case. In the 

∼ 10 8 M � sample, the KMT model is predicting significantly more 

particles in the fully molecular regime than the fully atomic, meaning 

the probability density for a particle to contain f H 2 < 90 per cent 

falls significantly. Our models show the opposite behaviour, the 

population of fully molecular particles increasing dramatically, 

flattening the slope of the intermediate values as a result. 

A continuation of these behaviours is seen in the ∼ 10 9 M �

sample, the KMT model again shifting particles towards the fully 

molecular and away from the fully atomic. We see here that a 

particle pulled from the KMT model’s distribution is o v er 10 × more 

likely to possess 90 per cent < f H 2 ≤ 100 per cent than the next 

most probable bin. On the other hand, our model’s distribution is 

flattening, and though the population of fully molecular gas continues 

to increase, we do not see the exceptionally low relative probabilities 

exhibited in the KMT case. 

Finally, the histogram containing the ∼ 10 10 M � stellar mass 

sample shows an extension of the effects present before. Here, the 

KMT model shows an exceptionally steep gradient in the probability 

density between its two highest bins, increasing by almost two orders 

of magnitude. The lower bins, including the once significant fully 

atomic bin are roughly 1000 × less likely than the fully molecular 

case. Conversely, the histogram for our model shows the fully 

molecular bin as containing only 2 × the probability density of 

its atomic counterpart. This is a significant difference between the 

models, KMT predicting that the vast majority of particles in massive 

galaxies are fully molecular. The other important distinction between 

the models here are their gradients. As mentioned, KMT shows a 

very large spike at the highest bin, and has a rapidly increasing 

gradient prior. Our model, ho we ver, displays a rather flat distribution, 
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Figure 7. A histogram showing the probability density for a galactic SPH 

particle to contain a given fraction of H 2 . The red lines show the molecular 

hydrogen fraction calculated using our new model, the solid and dotted lines 

representing data from the 50 and 25 Mpc h −1 box es, respectiv ely. The blue 

lines show a post-processed calculation of the H 2 fraction as estimated 

by the KMT model for each particle in our data set. We selected the 100 

galaxies with stellar masses closest to 10 7 , 10 8 , 10 9 , and 10 10 M � to create 

four data sets sampling the stellar masses present in both boxes; the stellar 

mass of the sample is shown as an annotation on its axis. It is seen that 

the KMT model consistently predicts large amounts of fully molecular gas 

throughout the stellar mass range, whereas our model shows a procedural rise 

in the population of fully molecular particles with increasing stellar mass. 

Furthermore, the KMT model displays significantly less partially molecular 

gas particles than our model, an effect which is exacerbated at large stellar 

masses, where we see that our model predicts a much flatter distribution. 

the probability density varying by roughly 0.5 dex in the range 

10 per cent < f H 2 ≤ 90 per cent . Whilst these intermediate bins 

are still less probable than the extremes, we would reasonably expect 

to see a large number of particles containing these fractions in our 

simulations; the same cannot be said for those in the KMT model. 

The last observation to discuss in Fig. 7 is the agreement between 

the simulated box sizes. Looking at the intermediate stellar mass bins 

(the highest and lowest contain particles from only one of the boxes 

due to their resolution limits) we see that in the case of both the 

KMT and our model, the distributions for both box sizes are in good 

agreement. Whilst there are discrepancies in the exact probabilities 

themselves, the general trends discussed above are clearly followed 

at both resolutions. 

4.2 The H 2 fraction’s metallicity and dust scaling 

Continuing our investigation into the modelling of molecular hy- 

drogen, Fig. 8 shows how the median H 2 fraction scales with key 

physical quantities across ten equally spaced bins. In the left column 

we sho w ho w metallicity af fects f H 2 , and in the right column, its 

scaling with the dust-to-gas ratio, which we normalize to its Milky- 

Way value of 9 . 387 × 10 −3 (Pollack et al. 1994 ). Each row of the 

figure represents a different sample of 100 galaxies around the stellar 

mass indicated by the annotation in the left panel. These samples are 

Figure 8. The dependence of metallicity and dust-to-gas ratio on the H 2 

fraction in galaxies of varying stellar mass. In each row of the figure, we 

show results for a sample of the 100 galaxies closest to the stellar mass 

indicated in the annotation in the left panel: these samples are identical to 

those presented in Fig. 7 . The left and right columns of the plot show how f H 2 
varies with the metallicity and dust-to-gas ratio (normalized to the Milky Way 

value of Pollack et al. 1994 ), respectively. In each panel the x-axis is split into 

10 equally spaced bins, the median molecular hydrogen fraction within each 

calculated. Red and blue lines show results from our model and the KMT 

model, respectively, with solid and dashed lines distinguishing between the 

simulated box-sizes as denoted on the figure. 

identical to those used in Fig. 7 . Blue and red lines show results from 

the KMT model and our model, respectively, the solid and dotted 

lines distinguishing between the simulated box-sizes. 

The top row of the figure plots the scaling relations for galaxies 

with stellar masses ∼ 10 7 M �, on which we see an immediate 

disparity between the models. Whilst the molecular hydrogen content 

of the gas increases steadily with metallicity in our model, the KMT 

model shows an extremely rapid scaling, reciprocal in nature. As the 

metallicity increases from Z = 10 −2 Z � to Z = 10 −3 / 2 Z � in the 

KMT model, the median molecular hydrogen fraction increases from 

0 per cent to 80 per cent whilst our model reaches only 10 per cent 

o v er this interval. At this stellar mass, we see that the KMT model 

reaches the fully molecular regime at Z ≈ 10 −1 / 2 , at which point our 

model predicts that only 60 per cent of the hydrogen is molecular. 

Similar behaviour is seen when considering how the H 2 fraction 



SIMBA-EOR 1305 

MNRAS 535, 1293–1314 (2024) 

scales with the dust content of the gas. The KMT model again 

predicts a stronger dependence on the dust-to-gas ratio when it comes 

to forming molecular hydrogen than our model. This is seen clearly 

in the gradients of the curves, and the maximal H 2 fraction reached 

in each case. 

The 10 8 M � sample shows much the same behaviour as the 

10 7 M � sample; the KMT model exhibiting an extremely rapid 

increase in molecular hydrogen content with metallicity, plateauing 

into the fully molecular regime before our model predicts a H 2 

fraction of even 50 per cent. A difference we do see to the previous 

sample ho we ver, is that our model does reach the fully molecular 

regime at sufficiently large metallicities. Though the gradient of the 

curve is much the same in both samples, the increased galactic mass 

has allowed for higher metal and dust content. In the KMT model, 

the 25 Mpc h −1 box scales at much the same rate in both samples 

also. Furthermore, we see that whilst the difference between the 

box-sizes in our model are generally minimal (except at the highest 

metallicities where resolution effects are seen), the KMT model has 

major disparities in both the metallicity and DTG scaling relations. 

F or e xample, the 50 Mpc h −1 box predicts f H 2 ≈ 60 per cent at Z ≈

10 −1 . 9 Z �, whereas the 25 Mpc h −1 box predicts that the hydrogen 

is fully atomic. A similar, though less exaggerated discrepancy can 

be seen in the DTG scaling, where the larger box forms molecular 

hydrogen much more readily than its smaller counterpart. 

As we mo v e to the 10 9 M � sample we see the KMT model is now 

predicting much more molecular hydrogen than it was previously. 

Where the 25 Mpc h −1 box’s scaling relations did not change too 

much between the previous two samples, here we see a dramatic 

shift towards the fully molecular regime. In the left panel we see 

the KMT model predicts f H 2 > 70 per cent at even the lowest 

metallicities, whereas our models are predicting f H 2 < 5 per cent . 

Furthermore, the right panel also shows a distinct increase in the 

KMT model’s gradients compared to the last sample; though this 

is not as pronounced as it is in the left panel. On the contrary, 

we see that our model, in both its metallicity and DTG scaling, 

displays congruent behaviour with the previous stellar mass bin, 

whilst showing very little resolution dependence. 

The final sample shows almost no scaling with either the metallic- 

ity of dust-to-gas ratio for the KMT model, its hydrogen remaining 

> 90 per cent molecular in the least dusty and metallic conditions. 

Looking back to Fig. 7 , we see this behaviour manifest in the radical 

increase in probability between the highest two f H 2 bins. On the 

other hand, the metallicity scaling for our model is seen to remain 

roughly consistent with its previous behaviours at lower galactic 

stellar masses; whilst the gradient of the DTG scaling is seen to 

increase in dustier particles. Examining again the other samples, 

we do see that the f H 2 versus DTG curve for our model steepens 

gradually with the stellar mass of the sample. Ho we ver, the same 

cannot be said for the metallicity relation, which remains very stable, 

ignoring resolution ef fects. Relati ve to the strong dependence on the 

stellar mass that the KMT model exhibits here, our model is largely 

independent of the size of the host galaxy. 

Complementing this analysis, we also show the molecular hydro- 

gen fraction as a function of the HI + H 2 number density in Fig. 9 . 

The blue, green, and red lines show the median H 2 fractions from our 

SIMBA-EOR model, post-processed KMT estimations and the results 

of Polzin et al. ( 2024 ), respectively. For each box-size we show all 

particles within a 300 galaxy sample, 100 galaxies at each stellar 

mass as shown in Figs 7 and 8 – although we do not distinguish 

between the bins in this case. Behind the median lines we display a 

monochromatic hexbin distribution showing the particle count within 

each bin; darker cells containing a higher number of particles, though 

Figure 9. The median molecular hydrogen fraction of galactic particles 

versus the neutral hydrogen density. We include all galactic particles that 

exist within a sample of 300 simulated galaxies, chosen identically as in 

Figs 7 and 8 . The blue, red, and green lines show the results for our model, 

KMT and Polzin et al. ( 2024 ), respectively. Beneath the median lines we 

show a hexbin plot for the count of particles within each bin, darker cells 

correspond to a larger count. 

the exact numbers are not important for our analysis. Ho we ver, it 

is important to note that the simulations of Polzin et al. ( 2024 ) are 

explicitly for the ISM of a galactic disc, which is not only significantly 

higher resolution, but has limited context when compared with the 

diverse sample of galaxies present in our cosmological simulation. 

Our model shows reasonably good agreement with the results 

of Polzin et al. ( 2024 ), particularly in the small box at densities 

associated with the sharp transition from atomic to molecular gas 

( n ∼ 10 cm 
−3 ). In both our boxes, the slope of f H 2 versus n HI + n H 2 

becomes significantly shallower abo v e f H 2 ∼ 0 . 2, whereas in Polzin 

et al. ( 2024 ), f H 2 reaches unity within a dex of the transition density. 

This could highlight differences in the physical conditions at high 

density experienced in our cosmological simulation compared with 

the single galaxy of Polzin et al. ( 2024 ). 

Comparing our results to the KMT model, we see that KMT 

estimates larger H 2 fractions across the density domain – this is 

e xpected giv en the results of our previous plots (see Figs 7 and 

8 ). Finally, we also see, particularly in the large box, a rise in the 

median molecular hydrogen fraction at very low densities. This is 

due to a small fraction of dusty particles that exist within newly star- 

forming regions. We discuss this small population of particles fully 

in Section 5.2 and reserve further discussion until then. 

5  M O D E L  PR ED IC TIONS:  DUST  A N D  ISM  

PROPERTIES  

In this section we investigate the dust and ISM properties calculated 

using our new model. To achieve this we added four new fields to the 

snapshot outputs written by SIMBA : the dust temperature, the local 

interstellar radiation field strength incident on the particle, and both 

the density and internal energy of the cool ISM component added in 

our two-phase model. Here we will explore the relationship between 

these and verify that our modelling is realistic and produces sensible, 

physically consistent results. 

5.1 The dust-to-gas and dust-to-metal ratios 

In Fig. 10 , we find that the dust-to-gas ratio (DGR) in our model 

rises less steeply with metallicity than the original fit provided in Li 
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Figure 10. The dust-to-gas ratio (top row) and dust-to-metal ratio (bottom row) as a function of metallicity for galaxies identified in both our 50 (left column) 

and 25 (right column) Mpc h −1 boxes. The colour bar shows the mean specific star formation rate in each bin. The dotted purple lines are linear (in log-space) 

least-squares fits through the data. The red dashed line present in the top row shows the linear fit from Li et al. ( 2019 ). Additionally, we show data collected 

from infrared observations; crosses depicting the results presented in Relano et al. ( 2022 ), and circles depicting the results presented in Rela ̃ no et al. ( 2020 ) 

for the M101 galaxy. It is clear to see that the dust-to-gas ratio from our model grows less-steeply than that of its predecessor, and that our simulated galaxies 

contain dust populations comparable to those observ ed. F or the dust-to-metal ratios, we see that our fits highlight a relatively flat, though positively correlated 

dependence on metallicity. 

et al. ( 2019 ); both converging toward agreement at around one solar 

metallicity. At low metallicity, our model produces a significantly 

larger DGR than the fit of Li et al., showing disparity of ∼ 1 . 3 dex 

at Z = 0 . 1 Z � for the 50 Mpc h −1 box. The 25 Mpc h −1 box shows 

a result similar to, although slightly lower than, this with a ∼ 0 . 9 

dex disparity at identical metallicity. This discord may be largely 

be explained by the fact that both the original fit and our fit were 

computed at disparate redshifts of z = 0 and z = 6 respectively: 

Table 2 details the explicit functional form of each fit. 

As the metallicity approaches its solar value, log 10 ( Z/Z �) = 0, 

both fits converge to a difference of only ∼ 0 . 3 dex. Furthermore, 

the dust populations seen at high metallicities show good agreement 

with the z ∼ 0 observations presented in Rela ̃ no et al. ( 2020 , 2022 ); 

the former’s data closer to our fit, and the latter’s closer to Li 

et al. ( 2019 )’s fit. As the redshift between our simulation and these 

observations is large it is unwise to make any conclusions further than 

the fact that our simulation produces galaxies with dust populations 

akin to those seen in reality. 

Additionally, we observe that for both boxes, the (average) sSFR 

falls with increasing metallicity. The 50 Mpc h −1 box ho we ver sho ws 

a peak in the sSFR at the high-metallicity and displays a generally 

weaker trend than the 25 Mpc h −1 box in this regard. 

The relationship observed in Fig. 10 , which shows a clear positive 

correlation between DGR and metallicity, is expected from physical 

considerations alone. We know that dust grows via accretion of 

metals (Section 2.5.1 ) and will therefore have higher abundance 

within gas of greater metal content. Inversely, gas with little metal 

will be unable to sustain high grain-accretion rates, suppressing the 

DGR ratio. Ho we v er, there may e xist physical environments in which 

the DGR is lower than expected for a given gaseous metal fraction. 

In such cases, as can be seen in Fig. 10 as the points lying well below 

the fit, although the metal content is sufficient to sustain a larger 

abundance of dust, there also exists a non-negligible contribution to 

the destruction of grains. For example, in highly star-forming regions 

it may be the case that dust destruction due to thermal sputtering 

(which becomes more efficient in dense environments) or shocks 

are more/equally as potent as the rate at which the dust is being 

produced/grown. This scenario would result in a DGR lower than 

expected from the metallicity of the gas alone. 

Additionally, from Fig. 10 we conclude that the sSFR decreases 

with increasing metallicity; as can be seen most clearly in the higher- 

resolution 25 Mpc h −1 simulation. Although this result can seem 

somewhat perplexing upon first inspection, it is a well-observed 

(see Andrews & Martini 2013 for example), though non-universal 

relationship. In Yates, Kauffmann & Guo ( 2012 ), the slope of 

the metallicity–SFR relation is shown to vary with galaxy mass, 

becoming positiv e/ne gativ e in high/low-mass galaxies: which we 

explore further in Fig. 11 . Here we observe an obvious negative 

sSFR–Z correlation within low-mass galaxies, which turns-o v er at 

galactic stellar masses M � � 10 9 M � to exhibit a positive correlation; 

as described in the aforementioned Yates et al. ( 2012 ). Through 

comparison of both figures, we can deduce that the points of 

largest sSFR (which peak at ∼ 10 Gyr −1 ) in the 50 Mpc h −1 box 

are contributions from the most massive galaxies. It is clear then, as 
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Table 2. The mathematical expression of each best fit line for the DGR as a function of metallicity – as seen 

in Fig. 10 . 

Simulation Redshift Fit 

Li et al. ( 2019 ) 0 log 10 ( DGR ) = ( 2 . 445 ± 0 . 006 ) log 10 ( Z/Z �) − ( 2 . 029 ± 0 . 003 ) 

This work: 50 Mpc h −1 box 6 log 10 ( DGR ) = ( 1 . 405 ± 0 . 005 ) log 10 ( Z/Z �) − ( 1 . 779 ± 0 . 006 ) 

This work: 25 Mpc h −1 box 6 log 10 ( DGR ) = ( 1 . 809 ± 0 . 006 ) log 10 ( Z/Z �) − ( 1 . 752 ± 0 . 007 ) 

Figure 11. The median sSFR as a function of metallicity for all galaxies in 

each simulation box. The coloured lines (described for each axis individually 

in the legend) show the dependence of galactic stellar mass on the slope of the 

sSFR–Z relation. Error bars show the 1- σ deviation within each metallicity 

bin, each of which are required to contain three galaxies at minimum to appear 

on the plot. This constraint is only rele v ant for the most massive galaxies in 

each box as they are sparse in number. It can be seen that the low-mass 

galaxies exhibit decreasing sSFR with increasing metallicity, whereas the 

largest galaxies (which are found primarily in the 50 Mpc h −1 box) show a 

positive sSFR-Z correlation. This behaviour can explain the outlying points 

of high metallicity and sSFR in Fig. 10 . 

to why the ne gativ e sSFR–Z correlation depicted on the colour-bar 

of Fig. 10 is more pronounced within the 25 than the 50 Mpc h −1 

box – there is a lack of galaxies massive enough to have entered the 

positively correlated regime in the smaller box. 

A complex and multifaceted analysis is required for a complete 

physical understanding of an individual galaxy’s placement on 

the DGR-Z-sSFR plane. Unfortunately, such physical discussion is 

beyond the scope of this paper and so we recommend reading Yates 

et al. ( 2012 ) for a rigorous discourse on the subject; subsequently 

deferring any further analysis of our own to a future work. 

Complementing the abo v e discussion on the dust-to-gas ratio, 

Fig. 10 also presents the dust-to-metal (DTM) ratio as a function 

of metallicity in the bottom row of panels: the dotted line showing a 

least-squares fit of the data to a linear function (in log-space). The fit 

for both boxes display a shallo w, positi ve correlation with a gradient 

of 0 . 292 ± 0 . 005 and 0 . 288 ± 0 . 004 for the 50 and 25 Mpc h −1 

box es, respectiv ely. Although the DTM ratio scales at almost the 

same rate in both boxes, it is clear to see that there is a large offset 

between them at a given metallicity. For example, the larger box 

estimates an equal amount of dust and gas metals, whereas the smaller 

box’s fit predicts M dust ∼ 0 . 4 M gas , metal , at solar metallicity. 

The observed positive correlation between the DTM ratio and 

metallicity is expected from both the literature (De Vis et al. 2019 ; 

Li et al. 2019 ; Priestley, De Looze & Barlow 2021 ) and the modelling 

done in our simulation. Equations ( 9 ) and ( 10 ) show that the rate of 

dust growth via accretion is directly proportional to the metallicity of 

the gas. Therefore, in high- Z environments we observe considerable 

migration of metal from the gas to dust phase, increasing the DTM 

ratio. 

A result of particular note is that the DTM ratio exceeds unity in 

the 50 Mpc h −1 box, showing that a small subset of galaxies in our 

sample possess more metallic mass in dust than they do in gas: this is 

not observed in the smaller box. Furthermore, we see different shapes 

in the distributions between box sizes, the smaller box possessing a 

population of high-metallicity low-DTM galaxies which are largely 

absent in the larger box. The existence of this population in the 

smaller box further validates our discourse in Section 4.2 , where 

we argue that the abundance of dust does not necessarily increase 

with metallicity as its production is dependent upon stellar feedback 

mechanisms which are somewhat sensitive to the resolution of the 

simulation. 

5.2 The dust temperature 

We explore the relationship between the ISRF incident on gas 

particles in our model and the subsequent temperature of the dust they 

contain in Fig. 12 . The top and bottom ro ws sho w results from our 

50 and 25 Mpc h −1 box es, respectiv ely, with each column displaying 

a different physical quantity on the colour bar. For each panel we 

split the x-axis into 30 (approximately regular) hexagonal bins and 

calculate the mean statistic within each to display on the colour bar: 

except in the case of the first column which is a count of the number of 

particles contained within the bin. Our data set contains all particles 

which are identified to exist within a galaxy. 

Across all panels we identify three primary regions of interest: 

(1) the ‘primary’ sequence where the dust temperature is positively 

correlated with the ISRF strength; (2) the sequence of constant 

dust temperature with increasing G 0 at ∼ 10 1 . 3 ≈ 18 K, the CMB 

temperature floor; (3) a population of high- G 0 low- T dust particles 

which are not at the dust temperature floor, this region is vastly more 

populated in the 50 Mpc h −1 simulation. 

Investigating first the primary sequence, we see that in both simula- 

tions, the 10 2 � G 0 / Habing � 10 4 (10 1 . 8 � T dust / K � 10 2 . 4 ) region 

contains the largest population of particles. In general, along this 

sequence we observe that as the ISRF strength increases, so too does 

the density of the cool-phase ISM and molecular hydrogen fraction. 

The dust-to-gas ratio does not display a noticeable dependence on 

G 0 in this region compared to that exhibited in others. 

The sequence at which the dust temperature is constant at ∼

10 1 . 3 K ( ≈ 18K ) for the entire range of G 0 at first seems counter- 

intuitive. We would expect that in general, the stronger the radiation 

heating the dust, the larger the dust temperature will become. 

Ho we ver, the ef ficiency of the radiative cooling scales with the 

dust temperature and remains comparable in magnitude to the ISRF 

heating rate. If the dust is sufficiently sparse such that the gas–grain 

collisions are infrequent, heat exchange from the gas to the dust 

will be slow, resulting in the constant temperature behaviour we 

observe. It is also important to note that the temperature of this floor 

necessarily coincides with the CMB temperature as T dust ≥ T CMB , 

which can be seen in equation ( 6 ). 
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Figure 12. The dust temperature of all galactic particles as a function of the local interstellar radiation field G 0 incident upon them, for both our 50 (top row) 

and 25 (bottom row) Mpc h −1 boxes. We divide our grid into approximately regular hexagonal bins such that there are 30 along the x-axis, the colour of each 

quantifying the mean statistic (except for the counts). Each column of the figure places a different property on the colour bar, left-to-right these correspond to: the 

number of particles, the density of the cool-phase ISM gas, the molecular hydrogen fraction, and the dust-to-gas ratio scaled to that of the local Universe (Pollack 

et al. 1994 ). Furthermore, the first column contains solid and dashed red lines which show the dust temperature scaling as ∼ G 
1 / 6 
0 and ∼ G 

1 / 4 
0 respectively; 

these are useful references for our discussion. We observe a population of high- G 0 low- T dust particles in the larger box which are largely absent in its smaller 

counterpart. In both boxes, the majority of particles seem to exist along a ‘primary’ sequence for which the dust temperature is positively correlated with ISRF 

strength. Additionally, there exists a second sequence present at both resolutions, where the dust temperature remains constant at ∼ 10 1 . 3 ≈ 18 K at all values 

of G 0 . Comparison between columns reveals that the cool-phase density and molecular hydrogen fractions are tightly correlated as expected. Of particular note 

is the region of maximal molecular hydrogen abundance in the bottom-right corner of the 50 Mpc h −1 panel. This region does not appear in the smaller box, 

highlighting a significant lack of fully molecular gas as seen in Fig. 8 . 

Taking a look at the 50 Mpc h −1 run, we see that the dust-to- 

gas ratio increases with G 0 along this sequence, until at G 0 � 10 7 

Habing the gas–grain coupling term becomes significant and the 

temperature of the dust begins to rise. We will discuss in detail the 

relative strengths of each heating and cooling term (see equation 6 ) 

in Section 5.3 next. 

The final region to highlight is the population of high- G 0 low- T dust 

particles which exist above the temperature-floor. The size of this 

region varies greatly with resolution, the 50 Mpc h −1 run containing 

a much larger population here than the 25 Mpc h −1 run which has 

orders of magnitude lower particle counts. Furthermore, whereas the 

larger box has many populated bins (with counts > 0) in this region, 

its smaller counterpart has only six. Inspecting the position of these 

bins carefully, we notice that the about half of these six bins do not lie 

within the same region as the 50 Mpc h −1 box; instead manifesting 

at marginally lower G 0 . Most likely, these particles are those which 

exist in newly star-forming regions, where the sSFR has recently 

seen a large increase, but insufficient time has elapsed for this to 

manifest in the gas temperature. These particles should then soon 

join the ‘primary’ sequence as their gas is being rapidly heated. 

Turning our attention to the physical properties in this region, a 

striking feature is the abundance of molecular hydrogen. Whilst the 

smaller box still reaches large abundances towards the high- G 0 end 

of its primary sequence, the larger exhibits a far greater population 

of fully molecular gas which is absent in the former. Marrying this 

contrasting behaviour between resolutions back to our discussion in 

Section 4.2 (Fig. 8 in particular) we can see that the deficiency of 

particles in this region leads to a lack of fully-molecular gas. As 

e xpected, this re gion also contains large dust-to-gas ratios which are 

needed to facilitate the production of molecular hydrogen. 

We see a large range of interstellar radiation field strengths within 

our simulations, varying by ∼ 8 . 5 dex from lowest to highest. In 

contrast, the dust temperature varies by ∼ 2 dex at most, showing 

a relatively weak coupling between them. Take for example the 50 

Mpc h −1 box’s primary sequence: at G 0 ≈ 1 Habing, we see that 

T dust ∼ 40 K. If we increase the ISRF by a factor of 1000, we see that 

T dust ∼ 100 K – an increase of only 2 . 5 ×. This is readily explained if 

we consider the case where the ISRF is dominant o v er all other heat 

sources in the heat balance equation (equation 6 ), from which we 

find κdust T 
4 

dust ∼ G 0 . For dust temperatures < 200 K, we know that 

κdust ∼ T 2 dust , therefore T dust ∼ G 
1 / 6 
0 . When 200 < T dust / K < 1500 

we know that κdust ∼ constant and therefore T dust ∼ G 
1 / 4 
0 . We see 

then that the dust temperature scales more strongly with the ISRF at 

intermediate temperatures, ho we v er this is still a v ery weak power 

la w, which e xplains the v ast range dif ferences between the ISRF 

and dust temperatures: for further discussion on how the ISRF seen 

in our simulations corresponds to the dust temperature please see 

Appendix B . Moreo v er, in the first column of Fig. 12 we show both 

the ∼ G 
1 / 6 
0 and ∼ G 

1 / 4 
0 scaling of the dust temperature in the red solid 

and dashed lines, respecti vely. This sho ws clearly that the primary 

sequence we identified follows these scaling relations closely, with 

the their boundary occurring at G 0 ∼ 10 4 . 3 Habing. 

In addition to how the dust temperature scales with G 0 , it is impor- 

tant that we also gain an understanding of the temperature at which 

the majority of the dust exists, as one of the major changes made in 

this w ork w as to remo v e the constant dust reference temperature of 
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Figure 13. A histogram (500 equal-width bins) showing the dust temperature 

distribution of all galactic particles in both our 50 Mpc h −1 (purple) and 

25 Mpc h −1 (orange) simulation boxes, as seen on the y-axis of Fig. 12 . The 

first peak at ∼ 10 1 . 3 K ≈ 18 K corresponds to the constant, low-temperature 

sequence identified in Fig. 12 . The abrupt, high-amplitude nature of this 

peak suggests that the dust is unable to cool any further than this. In both 

simulations we see a well defined peak at ∼ 10 2 . 1 K ≈ 126 K which contains 

significantly more probability than any other region (bar the temperature 

floor). Both simulations exhibit similar maximal dust temperature values of ∼

10 3 . 25 K ≈ 1778 K, the 50 Mpc h −1 box having a slightly larger probability 

at this value. 

20 K previously used (see equation 10 ). Fig. 13 shows the probability 

distribution of particle dust temperatures: purple and orange lines 

show the 50 and 25 Mpc h −1 simulation box es, respectiv ely. From this 

we can recognize key features discussed in Fig. 12 such as the high- 

amplitude, abrupt peak at T dust ≈ 10 1 . 3 K ∼ 18 K corresponding to 

the CMB temperature. 

As discussed next in Section 5.3 , the ISRF is dominant o v er all 

other terms (except in the densest environments where gas–grain 

collisions are frequent) with regards to heating the dust, and so the 

dust temperatures found here are largely a direct result of the G 0 

calculation (see equation 6 ). The peak at T dust ≈ 10 2 . 1 K ∼ 126 K 

corresponds to the highest count bins in the primary sequence, around 

which both simulations converge. Ho we ver, we see that the larger box 

contains many more particles in the pre-peak region than the smaller 

box; i.e. more particles with a lower dust temperature. In contrast, the 

smaller box contains more particles in the post-peak domain, where 

the dust temperature is greater, than its larger counterpart. Looking 

back to Fig. 12 , we can see to which regions these discrepancies 

correspond. Most obviously, the pre-peak particles are those which 

sit in the high- G 0 low- T dust population (most pre v alent in the 50 

Mpc h −1 box) and the low-temperature end of the primary sequence. 

Particles absent from the high- G 0 low- T dust population in the 25 

Mpc h −1 box exist instead in the primary sequence, which manifests 

on the histogram as a peak of larger width. Post-peak we are 

observing the high-temperature end of the primary sequence, a region 

in which particles from the smaller box are more abundant until 

T dust ≈ 10 2 . 7 ∼ 501 K where their population declines past that of 

the larger box. 

Comparing the dust temperatures calculated for all particles in our 

simulations and the constant 20 K dust temperature used previously, 

we see that fiducial SIMBA was assuming that all particles had 

(approximately) the lowest dust temperature possible – our floor 

sitting at ∼ 18 K. Through modelling the local ISRF for each 

particle and explicitly solving the gas–grain heat balance to calculate 

the dust temperature, we find dust temperatures two orders of 

magnitude larger than was previously assumed. Furthermore, we 

see that particles existing above the temperature floor are likely to 

posses a dust temperature of ∼ 126 K, roughly six times the assumed 

reference value. Order-of-magnitude changes in the dust temperature 

will subsequently increase the characteristic time-scale at which dust 

grains accrete gas-phase metals (equation 10 ), ultimately decreasing 

the growth rate. Observations of high-redshift, dusty galaxies have 

shown the existence of a large population of hot dust (Viero et al. 

2022 ; Jones et al. 2024 ) in the early Universe. The modelled 

polynomial relationship between the dust temperature and redshift 

reported in Viero et al. ( 2022 ) results in an estimate of T dust ∼ 74 K 

at redshift 6, whilst the redshift ∼ 8 . 31 observations from Jones 

et al. ( 2024 ) measure dust temperatures � 90 K. Whilst not as hot as 

the temperatures we are commonly seeing in our simulations, these 

observations are a clear departure from the ∼ 20 K values thought to 

be representative; further demonstrating the need for sophisticated 

dust treatment. Moreo v er, the sample of observ ed galaxies are likely 

not representative of our simulated sample as we are not bound 

by observational constraints. To offer a lik e-for-lik e comparison we 

would need to think carefully about our target selection in order to 

mimic that carried out in these works. 

5.3 Dissecting the gas–grain heat balance 

The radiative cooling term shown in Fig. 14 , which describes the 

heat emitted from the grains, is in steady-state thermal equilibrium 

with the heating terms by construction. In fact, this is how the dust 

temperature is calculated in equation ( 6 ), and therefore we know that 

the cooling rate should trace the net heating rate. As the heating is 

dominated by the ISRF in our case, it should come as no surprise 

that the cooling rate follows the ISRF heating rate closely. We do 

see, ho we ver, marginal fluctuations between the cooling and ISRF 

heating terms. It is reasonable to believe that these emerge as a result 

of minor variations in the physical conditions present. Furthermore, 

due to the necessity of heat balance, we know that the ISRF (in 

our case) is responsible for setting the dust temperature. This means 

that the high dust temperature values present in our simulation could 

possibly arise from an o v erestimation of G 0 . 

As mentioned abo v e, we see that the ISRF is the domi- 

nant source of heating across the range of dust abundances 

present, its heating rate remaining constant at ∼ 10 5 . 6 erg s −1 g −1 

and ∼ 10 5 . 4 erg s −1 g −1 for the 50 and 25 Mpc h −1 boxes, re- 

spectively, when log 10 ( DTG / DTG local ) < 0. At high densities, 

log 10 ( DTG / DTG local ) � 0, we see divergent behaviour between 

our simulations. The smaller box’s heating rate falls to ∼

10 4 . 5 erg s −1 g −1 by log 10 ( DTG / DTG local ) ≈ 10 0 . 6 , whilst the larger 

box’s increases to ∼ 10 5 . 9 erg s −1 g −1 . Referring back to Fig. 12 , we 

see that the 50 Mpc h −1 box contains a larger number of particles 

with a dust-to-gas ratio exceeding that of the local ISM value 

than its 25 Mpc h −1 counterpart. Furthermore, the smaller box’s 

most dust abundant particles occur at lo w-ISRF v alues; a contrast 

to their occurrence at high-ISRF values in the larger box. These 

characteristics explain the discrepant behaviour seen between the 

boxes at the largest dust abundances. To understand why the ISRF 

heating rate is generally lower in the 25 Mpc h −1 box (at all dust 

abundances) we refer back to Fig. 1 , where it is shown that the larger 

box contains more particles with intermediate-high SFRs and stellar 

masses than the smaller. Given that we calculate the ISRF incident 
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Figure 14. The median dust heating and cooling rate for all galactic particles 

in both our 50 and 25 Mpc h −1 runs, displayed by the solid and dashed lines, 

respectively, as a function of the dust-to-gas ratio normalized to the value 

observed in the local Universe (Pollack et al. 1994 ). To compute the median 

rate we sort the data by its dust-to-gas ratio into 100 regular bins. Each term 

present in the heat balance equation (see equation 6 ) are displayed as follows: 

the gas–grain heat transfer in red; the radiative cooling in green; the radiative 

heating from the CMB in blue, and the radiative heating from the ISRF in 

orange. 

on a particle by the sSFR of its neighbouring particles (equation 7 ) it 

follows that, generally, galactic particles in the 50 Mpc h −1 box will 

be irradiated by larger ISRFs than those in the 25 Mpc h −1 box. 

The rate at which the CMB heats the dust is negligible relative 

to that of the ISRF. Remaining constant at ∼ 10 2 . 2 erg s −1 g −1 

while log 10 ( DTG / DTG local ) � −2, there is no appreciable difference 

between the simulation boxes. Ho we ver, as log 10 ( DTG / DTG local ) > 

−2 the 25 Mpc h −1 box is seen to remain constant whilst the 

50 Mpc h −1 box’s heating rate increases marginally. Similar to the 

behaviour displayed for the ISRF, the smaller box’s CMB heating 

rate drops appreciably at for the most dust-abundant particles whilst 

the larger box’s spikes in this regime. The CMB temperature is 

constant across all particles – given that it is inversely proportional 

to the cosmological scale factor T CMB = T 0 ( 1 + Z ) – and so any 

interparticle variance in its heating rate arises from differences in the 

grain opacity (see equation 5 ). Given that its heating rate is ∼ 3 dex 

lower than that of the ISRF, it has a negligible contribution to the 

o v erall heat balance. Ho we ver, this does highlight the rele v ance of 

the ISRF’s inclusion; without which we would find v astly dif ferent 

dust temperatures to those presented in this work. 

The final heating term describes the rate of energy transfer as the 

gas and grains collide. Unlike the previous terms discussed, this can 

act to either heat or cool the gas depending on the direction of the 

temperature gradient. Furthermore, due to the collisional nature of 

this process, we expect a strong positive correlation with the dust-to- 

gas ratio, which is clearly seen in Fig. 14 . F or e xample, within dust- 

sparse gas, log 10 ( DTG / DTG local ) < −3, the collisional heating rate 

is entirely ne gligible relativ e to the other terms, contributing even 

less than the CMB radiation. Ho we ver, in dust-rich environments 

log 10 ( DTG / DTG local ) > 0 the gas–grain heat exchange is significant, 

reaching rates comparable to that of the ISRF radiation’s heating. 

Slight variations between the two simulated resolutions are observed 

across the range of dust abundances. The high-resolution run shows 

a consistent linear scaling, whilst the low-resolution run’s median 

appears more turbulent. Given that collisional processes such as these 

are highly dependent on environmental specifics, fluctuations in the 

collisional heating rate between regions of identical dust-to-gas ratio 

are expected. 

6  C O N C L U S I O N S  

The importance of the link between the ISM and star formation in 

galaxies is well established. The KMT model has crucially provided 

a high-fidelity and computationally feasible solution to simulating 

the co-evolution of metallicity, dust, and molecular hydrogen within 

galaxy simulations. As our ability to model each of these aspects 

separately has developed, we now wish to finally connect them so as 

to lay the groundwork for a fully self-consistent replacement of the 

KMT model – as we have attempted to do here. This will allow us 

to impro v e each aspect individually as it becomes possible to do so 

with innovations in modelling methods and computational hardware. 

The new model presented here combines the non-equilibrium H 2 

chemistry solver, GRACKLE , with the dust evolution model of Li 

et al. ( 2019 ). This allows us to simulate the cosmic evolution 

of dust and its impact in catalysing the formation of molecular 

hydrogen, in addition to their joint thermal regulation of the ISM 

and subsequent influence on star formation. We use this new model, 

SIMBA-EOR , in two cosmological simulations which we run down to 

z ∼ 6. We compare their results with fiducial SIMBA simulations, in 

which the cooling, dust evolution, H 2 formation, and star formation 

are modelled independently of one-another. Our main findings are 

summarized below: 

(i) We confirm that our simulations are consistent with key SIMBA 

results, in addition to v arious observ ations, through comparison of 

the SFR, dust mass, and stellar mass functions. 

(ii) Calculating the photometric properties of our galaxies, we find 

that the brightest observed sources (which have proved difficult to 

reproduce previously) are reasonably well modelled in our work at 

redshift 6. We see that the high-redshift dust extinction is larger than 

expected, which is a result of SIMBA ’s artificial feedback suppression. 

(iii) Through post-processing our simulated galaxies to obtain 

the KMT-estimated H 2 fractions, we find that, compared with the 

results obtained by solving the chemical network, the KMT model 

o v erestimates the number of particles with 80 per cent < f H 2 ≤

100 per cent and underestimates those with 0 per cent < f H 2 ≤

20 per cent . 

(iv) We find that the ISM of our simulated galaxies are most 

frequently experiencing incident radiation of ∼ 10 3 Habing at z ∼ 6; 

though this varies greatly depending on environmental specifics. 

Dissecting the gas–grain heat balance, we find that the ISRF 

dominates all other sources of dust heating in all but the most extreme 

environments where gas–grain collisions are sufficiently frequent. 

(v) The expected dust temperature within our model is ∼ 126 K, 

which is an order-of-magnitude larger than the reference temperature 

(20 K) used in dust model of fiducial SIMBA . We confirm that this 

temperature coincides with an ISRF of ∼ 10 3 Habing. 
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There are many avenues to be explored in continuing this work into 

the future, the most immediate being investigation of the low-redshift 

behaviour of our model. Secondly, confirmation/enhancement of 

the ISRF model is a crucial task in the continuation of this work. 

Whilst the calculation implemented is well moti v ated and does not 

yield unphysical results, the o v erwhelming significance of the ISRF’s 

contribution to dust heating necessitates further work. The addition 

of an explicit luminosity-driven calculation (as discussed in 2.4 ) is an 

obvious candidate for such work. Furthermore, the ISRF goes hand- 

in-hand with the issue of dust shielding, the KMT approximation 

for which (a scaling with surface metal density) was remo v ed in this 

work. Essentially, the effect of dust shielding is to attenuate the ISRF 

heating term in the heat balance equation (equation 6 ). Implementing 

a justified and self-consistent calculation of this attenuation will be 

important in future works. Finally, the last suggestion we will offer 

here is a rigorous investigation into the cause of the resolution- 

dependencies highlighted in this work – that of the disparate high- 

G 0 lo w- T dust population sho wn in Fig. 12 being of particular note. 

As this population contains the vast majority of fully-molecular and 

dust-abundant gas particles, it is important that we understand the 

physical conditions which lead to its existence (or lack thereof); an 

investigation which was beyond the scope of this work. 
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APPENDIX  A :  T H E  DUST  AC C R E T I O N  

TIME-SCALE  A N D  STICKING  POTENTIAL  

Consider the following situation, spherical dust grains of constant 

mass density grow through the accretion of gas-phase metals on their 

surface. The collisional cross-sections of these grains are equal to 

their geometrical cross-sections, i.e. we do not consider electrostatic 

forces. The composition of the grain determines which metal it 

must accrete in order to grow, this metal is known as the ‘key 

species‘, denoted by X in our equations (Zhukovska, Gail & Trieloff 

2008 ). When a gas-phase metal strikes a grain, there is a probability, 

ξ ( T gr , T X ), that it remains bound to the surface, we call this the 

‘sticking potential’. 

With these assumptions in mind, we can construct the rate at which 

gas-phase metals strike the grain surface as, 

R coll = πa 2 〈 v X 〉 n X , (A1) 

where a is the radius of the grain, 〈 v X 〉 is the average speed of the 

key gas-phase metals, and n X is their corresponding number density 

(Hirashita & Kuo 2011 ; Asano et al. 2013 ). We can then write the rate 

at which the gaseous metal population is depleted through accretion 

as, 

d m acc 

d t 
= R coll m X ξ ( T gr , T X ) , (A2) 

where m X is the atomic mass of the key metal species. As we do 

not model different grain compositions in our simulation, we simply 

assume that the accreted species are split equally among the metals 

present. This allows us to write n X m X = ρg Z g , where ρg is the mass 

density of the gas and Z g is the gas metallicity. Furthermore, we 

assume that the metals are in thermal equilibrium with the gas. 

Combining equations ( A1 ) and ( A2 ) with these assumptions we 

obtain, 

d m acc 

d t 
∼ πa 2 T 1 / 2 g ρg Z g ξ ( T gr , T g ) , (A3) 

where we set 〈 v g 〉 ∼ T 1 / 2 g assuming the gas follows a Maxwell–

Boltzmann distribution. 

We now turn our attention to the rate at which the grains themselves 

grow through accretion. The mass of a spherical grain with constant 

mass density, σ , is simply given by m gr = 4 / 3 πa 3 σ . Differentiating 

this with respect to time we find, 

d m gr 

d t 
= 4 πa 2 ȧ σ, (A4) 

where ȧ ≡ d a/ d t . Assuming the grains only grow through accretion, 

we know that the rate at which metals are depleted from the gas due 

to accretion must equal the growth rate of the grain. This means that 

we can equate equations ( A3 ) and ( A4 ), then rearrange to find, 

ȧ ∼
1 

4 σ
ρg Z g T 

1 / 2 
g ξ ( T gr , T g ) . (A5) 

The dust accretion time-scale is defined as τacc ≡ a/ ̇a . Using the 

abo v e equation we obtain, 

τacc 	 τacc , 0 ξ
−1 ( T gr , T g ) 

(

ρref 

ρg 

)(

Z ref 

Z g 

)(

T ref 

T g 

)1 / 2 

, (A6) 

where we have inserted three characteristic reference values to 

determine the specific normalization of the density , metallicity , and 

temperature individually. Furthermore, we have added an overall 

normalization to the accretion rate, τacc , 0 . The three reference values 

should be chosen such that they represent typical values in the 

physical scenarios being modelled. The accretion rate normalization 

should be set to a reasonable value and tuned to suit the specific use 

case. 

We do this parametrization to leave us with an equation akin to 

that pre v alent in the literature (Asano et al. 2013 ; Li et al. 2019 ). 

Note that as we do not model a grain size distribution, the radius of 

the grain is absorbed into this normalization. Ho we v er, we hav e not 

assumed that the sticking potential is unity, as is typically done in 

the literature. This is because it depends on the grain temperature, a 

parameter of key focus in our work. 

As discussed in Section 2.5.1 , the exact form of the sticking 

potential is incredibly complex, so much so that it is impracticable to 

include in our current simulations which do not track grain compo- 

sitions or the grain size distribution, in addition to the chemistry or 
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cooling required for grains of specific compositions. We can reason 

ho we ver, that in general, the sticking potential must depend on the 

energy of the metal-grain collision. If they collide violently, at high 

energies, then we expect there to be a low probability that the metal 

will remain bound to the grain surface. Oppositely, if the collision 

takes place at low energies, the metal will have a high chance of 

remaining bound to the grain. 

The hydrogen-grain sticking potential presented in Hollenbach & 

McKee 1979 is a good example of such behaviour, 

ξ ( T gr , T g ) ∼
1 

√ 
T gr + T g + 1 

, (A7) 

where we have neglected to include the higher power terms of 

T g presented in the original paper for simplicity. We see that this 

equation behaves as reasoned above – as the total temperature 

approaches zero, the sticking potential approaches unity, i.e. there 

is a 100 per cent chance that the metal remains bound to the grain 

surface. Oppositely, as the temperature of one or both of the particles 

approaches infinity, the sticking potential approaches zero, i.e. the 

metal will never remain bound to the grain surface. 

Ho we ver, the issue with implementing this equation into our model 

is its dependence on the gas temperature, which would affect the 

accretion time-scale’s behaviour significantly. A complete inclusion 

of the sticking potential, as a function of both the gas and grain 

temperatures, would require the development and implementation of 

an entirely different model designed for this purpose. We therefore 

make the choice to adopt a sticking potential of the form, 

ξ ( T gr ) ∼ T −1 / 2 
gr . (A8) 

which introduces only a weak scaling with the dust temperature, 

ensuring the continued validity of the model with these changes. We 

can then re-write the accretion time-scale as, 

τacc 	 τref 

(

ρref 

ρg 

)(

Z ref 

Z g 

)(

T gr 

T g 

)1 / 2 

, (A9) 

where τref is a constant; please see Section 2.5.1 for details on the 

reference values used in our work. Comparing this with equation 

( A6 ) you will see that in total we have essentially set T ref = T gr ; this 

is the claim we make in Section 2.5.1 . 

In conclusion, whilst we want the dust temperature to appear in 

the accretion rate equation (as it makes intuitive sense for this to be 

the case and provides better self-consistency between models) we 

carry this out in the simplest way possible. We have made many 

simplifying assumptions in lieu of fully modelling the grain sizes 

and compositions, and taken advantage of the fact that the model of 

Li et al. ( 2019 ) is sub-grid with four free-parameters which require 

tuning. A result of this inherent ambiguity is that we can add a simple 

dependence on the dust temperature, which acts to increase/decrease 

the rate of accretion subtly, whilst allowing the rest of our dust model 

to feed back to the rate at which it grows. To ensure the validity 

of our model after these changes, we re-tuned the τacc , 0 parameter 

(renaming it τref for clarity) such that the redshift ∼ 6 stellar mass 

function it predicts is in alignment with contemporary results from 

both observation and simulation. 

APPENDIX  B:  T H E  ISRF’S  I M PAC T  O N  DU ST  

TEMPERATURE  

Fig. B1 shows the relationship between the dust temperature and G 0 

in the ISRF-dominated regime (see equation 6 ). We show this for 

two grain opacities, κgr ∼ T 2 gr (red) and κgr ∼ constant (blue), which 

apply at low and moderate dust temperatures, respectively. On the 

Figure B1. The relationship between the ISRF strength and dust temperature 

as modelled in our simulation. On the primary axis we show how the dust 

temperature scales with G 0 assuming that the ISRF is the dominant source of 

heating. We show this for two grain opacities, one which scales quadratically 

with the dust temperature (red) and one which is constant (blue). The marginal 

axes show the normalized number density of galactic particles from our 50 and 

25 Mpc h −1 simulations; which we colour purple and orange, respectively. 

Identically coloured dotted construction lines are drawn across both the 

marginal and primary axes to show the values of peak probability. 

marginal x-axis we show the probability density, P , of ISRF strengths 

within our simulated galaxies; purple representing our 50 Mpc h −1 

box and orange representing our 25 Mpc h −1 box. The marginal 

y-axis shows an equivalent histogram for the dust temperature. 

Furthermore, we add dotted construction lines indicating the position 

of the peaks within each distribution. 

As detailed in Section 5.2 , we find that our simulated galaxies 

contain a large proportion of dust at T gr ∼ 126 K – here we wish 

to give further explanation to the existence of this population. Fig. 

14 shows that the ISRF is dominant o v er all other dust heating 

processes, except at extreme densities where gas–grain collisions 

become significant. Therefore, if we ignore both the CMB and gas–

grain heating terms from equation ( 6 ) we find that T 4 gr ∼ G 0 /κgr , 

where the dust opacity, κgr is a function of the dust temperature. 

Ignoring the limit in which grains are sublimated, we model the 

grain opacity as ∼ T 2 gr when T gr < 200 K, and ∼ constant when 

200 < T gr < 1500 K. For each of these opacities, assuming ISRF 

domination, we can then calculate the dust temperature resultant from 

varying ISRF strengths. This relationship is shown on the primary 

axis in Fig. B1 , with the quadratic dust opacity scaling in red, and its 

constant counterpart in blue. 

On the marginal y-axis we show the probability density of galactic 

dust temperatures from our simulation, and draw dotted construction 

lines across the axis at the peak value. As stated previously, we see 

that this peaks occurs at ∼ 10 2 . 1 ∼ 126 K. In similar fashion, we 

also show the probability density of galactic ISRF strengths on the 

marginal x-axis. Drawing construction lines accordingly we see that 

the histograms peak at ∼ 10 3 Habing. 
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If we now use this typical G 0 value and calculate the dust 

temperature in the regime of ISRF-domination as explained above, 

we find that, when the grain opacity is scaling quadratically, the dust 

temperature is ∼ 126 K. This calculation is illustrated on the plot, 

as for each simulation the construction lines can be seen to cross on 

the scaling relation. Ultimately, this analysis confirms that the dust 

temperatures present in our simulations are a direct result of the ISRF 

as it is dominant o v er all other heating terms. 
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