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ABSTRACT This paper provides a comprehensive and, to our knowledge, the first review of inclusive
human-computer interaction (HCI) within autonomous vehicles (AVs) and human-driven cars with partial
autonomy, emphasizing accessibility and user-centered design principles. We explore the current technologies
and HCI systems designed to enhance passenger experience, particularly for individuals with accessibility
needs. Key technologies discussed include brain-computer interfaces, anthropomorphic interaction, virtual
reality, augmented reality, mode adaptation, voice-activated interfaces, haptic feedback, etc. Each technology
is evaluated for its role in creating an inclusive in-vehicle environment. Furthermore, we highlight recent
interface designs by leading companies and review emerging concepts and prototypes under development or
testing, which show significant potential to address diverse accessibility requirements. Safety considerations,
ethical concerns, and adoption of AVs are other major issues that require thorough investigation. Building on
these findings, we propose an end-to-end design framework that addresses accessibility requirements across
diverse user demographics, including older adults and individuals with physical or cognitive impairments.
This work provides actionable insights for designers, researchers, and policymakers aiming to create safer
and more comfortable environments in autonomous and regular vehicles accessible to all users.

INDEX TERMS Autonomous vehicles, in-vehicle systems, AI-based accessibility accommodation,
human–computer interaction.

I. INTRODUCTION
The global market value for vehicles for disabled people has
been projected to reach $46.30 billion by 2034, presenting
a Compound Annual Growth Rate (CAGR) of 4.97%
from 2024 to 2034 [1]. This growth is driven by the increasing
demand for accessible transportation solutions, particularly
wheelchair-accessible vehicles, which dominate the market
due to their essential role in providing mobility for individuals
with disabilities. North America leads the market, with a
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$10.5 billion market value in 2023, expected to rise to
$16.2 billion by 2032, reflecting strong regional demand for
inclusive mobility options [2], as illustrated in Figure 1.

To meet the growing market demand, Autonomous Vehicles
(AVs) has opened unprecedented opportunities for accessible
transportation. Beyond their potential to improve efficiency
and safety, AVs provide a significant opportunity for
enhancing mobility and independence for individuals with
disabilities. Central to this vision is the integration of inclusive
Human-Computer Interaction (HCI) systems, which ensure
accessibility and usability needs are fulfilled for all passengers,
regardless of their physical or cognitive abilities. Similarly,
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FIGURE 1. Vehicle disabled market statistics in worldwide. (Up) The vehicle
disabled market in 2023 [1], and (bottom) the vehicle disabled market
growth from 2022 to 2023 [2].

most human-driven vehicles fail to cover the diverse needs
of drivers and passengers with partial physical and cognitive
impairments, thereby undermining their inclusivity. Despite
advancements in Artificial Intelligence (AI) and user interface
technologies, accessibility remains an underexplored aspect of
both regular vehicle and AV system design. This underscores
the need for HCI systems that provide fair, convenient, and
inclusive accessibility for individuals with varying levels of
ability across diverse demographics.
To fill the gaps, this paper provides a systematic review

of AI-powered accessibility enhancements in autonomous
vehicles (AVs), focusing on Human-Computer Interaction
(HCI) for people with disabilities. For better reading
accessibility, the paper outline is summarized in Figure 2.

A. MOTIVATION
According to World Health Organization (WHO) statistics
from 2011, more than a billion people worldwide have some
form of disability [5]. Around 16.6 percent of the population of
the entire United States aged above 65, thus requiring special
accommodations [6]. Mobility-related issues are common
among these groups, which significantly affects their quality
of life [7], [8], [9], [10], [11]. Every state in the US has high
disability prevalence, with the minimum being 7.67% and the
maximum above 15% averaging around 10% based on the
2018 5-year estimates from the American Community survey
[12] as shown in Figure 3. Among all individuals who never
leave their homes, 54 percent are the ones with disabilities, and
about half a million of those individuals indicate they never
leave their homes because of transportation difficulties [13].

Even though many individuals with disabilities can and do
drive safely, they may encounter additional challenges that
could impact their driving experience. Our analysis found
a positive correlation (r = 0.672, p < 0.0001) between
disability rates and traffic fatality rates [3], [4], suggesting that
higher disability prevalence may be associated with increased
crash risks, as shown in Figure 3.

Fortunately, AVs are becoming increasingly more common
and are expected to revolutionize the transportation industry
in the upcoming years [14], [15], [16]. AVs have the potential
to enhance the lives of these individuals substantially [17],
[18], [19], [20]. A timeline of various in-vehicle accessibility
technologies dating back from their early days to today’s
contemporary systems is shown in Figure 4.

FIGURE 2. The organization of this review paper.

B. ACCESSIBILITY CHALLENGES AND LEGISLATIVE GAPS
Although this technological leap has induced significant
hope among individuals who are unable to use current
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FIGURE 3. Disability Statistics in the United States. (left) Disability prevalence at county-level [3]; (right) Crash rate compared to disability rate [4].
A high correlation between the crash-related fatality and disability rate is observable (r=0.672, p < 0.0001).

transportation systems, the design decision is crucial to ensure
these technologies remain accessible in the long run with
evolving needs, standards, and societal conditions.

[21], [22], [23], [24]. Moreover, several studies show a
small percentage of research on human-machine interface
(HMI) research targets under-explored user groups such as
the visually impaired and older adults, highlighting the need
for broader accessibility in-vehicle technology to improve
safety and independence [25].
Our study emphasizes the need to re-evaluate in-vehicle

systems and components, advocating for strategies that
enhance their inclusivity for these user groups. We also
highlight the absence of comprehensive federal laws in the
US governing AVs for these groups. Over the years, there has
been a gradual increase in the number of states considering
legislation related to AVs, but such legislation has not
adequately addressed the needs of people with disabilities [26].
This poses a significant difficulty among these individuals
when AVs are deployed as Mobility as a Service (MaaS) [27].

C. APPROACHES
Standardizing these technologies is crucial to enable these
groups of individuals to access and use these services [28].
There exists some recent literature focusing on the AVs’
applicability to enhance the quality of life; however, there
is a lack of emphasis on how these technologies can be
made inclusive [29], [30], [31]. To bring this into perspective,
we conduct this review and identify current technological
gaps that make these systems not so accessible. We also
incorporated methods that are not already compliant with
inclusive design but have the potential to be adapted and scaled
to facilitate improved interaction mechanisms for people with
disability. We also investigate barriers to making existing
technology more inclusive. In our assessments, We account
for the end user’s interactions with the vehicle, from ingress
to egress, considering all the challenges an individual might
face and potential solutions.

D. REVIEW CRITERIA
This review aims to explore diverse user needs through a
careful analysis of influential literature that has significantly
shaped the field. Following the PRISMA’s systematic

review protocol [32], we conducted a multi-stage literature
screening. Our initial search across Google Scholar, IEEE,
and ACM databases yielded over 1,300 records. After
applying exclusion criteria focused on relevance, language,
accessibility, and human-centered design, we filtered the
results to over 100 highly relevant publications. These
were subjected to a thematic analysis, following Braun
and Clarke’s approach [33], where publications were coded
iteratively to identify emerging themes. The resulting dataset,
primarily sourced from IEEE, ACM, and Elsevier, forms the
foundation of this review, ensuring a comprehensive analysis
of accessibility and inclusion for in-vehicle HCI for AVs.
In addition to these, we also considered several technical
reports, government reports, road maps, statistics, and recent
feature announcements from company websites and updates
relevant to the review. This curated review thus highlights
gaps in existing literature and suggests directions for future
research, providing a foundational resource for developing
accessible AV systems.

E. EXISTING REVIEWS
Most reviews that explore AV technologies often overlook
accessibility and HCI requirements merely focusing on the
technical aspects. On the other hand, HCI reviews that consider
accessibility and inclusion lack vehicular context, hence
disregarding subtle details on AV features. Our review is the
first to bridge this gap by bringing both aspects into perspective
while summarizing the recent technological innovations. For
our review, we adhere to the standard framework that defines
all vehicles as ‘Autonomous’, with varying levels of autonomy
as defined by the Society of Automotive Engineers (SAE)
[34]. Under this definition, Level 0 refers to vehicles with no
automation, while Level 5 represents full automation, thus
considering regular vehicles with varying levels of partial
autonomy.
In this study, we mainly focus on papers that are most

relevant to inclusive and accessibility topics. Top-cited papers
were identified through a search of Google Scholar and
IEEE Xplore using the keywords ‘autonomous vehicles’,
‘accessibility’, ‘inclusion’, and ‘human-computer interaction’.
In advance, we summarize the key highlights of each related
review paper to assess whether or not specific topics have been
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FIGURE 4. Timeline of various in-vehicle accessible technologies.

thoroughly covered. Table 1 highlights the major contents
covered by each review paper and its potential limitations
and technical gaps. fVI in this table, denotes the In-vehicle
Interactions. The focus of this table is on highly cited and
most relevant papers. The publication year of these articles
ranged from 2017 to current. To our surprise, many review
papers lacked sufficient details on some of the core concepts
of in-vehicle interactions, such as Ethics, Trust, Safety, User
Acceptance, adoption of autonomous driving in society,
and features implemented via Vehicle-to-Everything (V2X)
interactions. Furthermore, we noticed that almost all of these
review papers missed personalization, one of the most crucial
factors regarding disability. As a reference, Figure 5 illustrates
the distribution of disability types and their prevalence rates
for the working-age population [35]. Disability types are
inherently different when it comes to user interaction; hence
ignoring the personalization factor generates a bias in these
technologies being favorable to specific disability types and
rendering them useless for others. Almost all of this literature
discussed user experience without this consideration, which
greatly misses out on requirements and personalization needs
for different disability types. Another important aspect that
was greatly missing in this literature was vehicle-to-everything
interaction. We noticed literature that discussed in-vehicle
interaction greatly missed out on interaction with external
communication, such as with pedestrians and other road
objects or vehicles. Situational awareness is a major aspect
of in-vehicle interaction, and safety doesn’t refer to those
inside but also to others outside. In-vehicle users should be
able to get enough information about the surroundings to
ensure a comfortable user experience. In case of an unforeseen
emergency, in-vehicle users should be able to find the best way

FIGURE 5. Disability Types: Count and Prevalence Rate for 2022 for
working age 18-64 based on [35].

to ensure safety. When considering vulnerable user groups,
ensuring every vehicle action to provide relief is important.
Unfavorable vehicle actions without clear information to the
in-vehicle user can easily lead to feelings of shock and anxiety.
Also, they could be at risk of post-traumatic stress disorder
(PTSD) even though psychological impacts can vary greatly
depending on the circumstances and the individual’s resilience.
At minimum user’s experience is greatly affected failing to
consider these factors.

II. RECENT INNOVATIONS AND ACCESSIBILITY
This section highlights recent technological advancements
with a direct impact or significant potential opportunities
to enhance accessibility. As AVs transition from concept to
reality, they hold the potential to revolutionize mobility for
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TABLE 1. Summary of HMI design.
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individuals with disabilities and older adults. Disabled/older
users generally face difficulties in independent mobility, such
as inadequate public transportation and reliance on caregivers.
AVs help address these limitations by paving the way for safer,
more convenient, and universally accessible transportation
while potentially accommodating unique mobility needs [47].
However, eliminating this need for a driver also requires higher
levels of automation. Thus, it’s imperative to incorporate
advanced technologies such as voice commands, accessibility
features, and adaptive navigation systems to facilitate intuitive
user interaction.
Additionally, the other contributors are emerging assistive

technologies outside the AV industry. Wearables like
Ray-Ban’s smart sunglasses offer significant potential for
integration with AV systems. These glasses provide features
such as haptic feedback for visually impaired individuals,
bone-conduction speakers for those with hearing disabilities,
& AI-based voice commands to assist users with disabilities.
By integrating these technologies into AV systems, situational
awareness for blind individuals can be significantly enhanced.
These devices provide additional information about the
environment & surrounding objects for the users [48].
Moreover, they are highly personalizable and can be
configured per specific disability needs. For instance, blind
individuals can focus more on audio and haptic interaction
and some handy gestures like double tap to get quick feedback
about the surroundings or any specific vehicle settings, and
individuals with hearing disability can focus more on audio
rendering through bone conduction with simple gesture
activation. Similarly, cognitive disability users can generate
gestures to activate easy help settings to remind them of
specific features of the vehicle’s voice activation to assist
them with specific tasks like controlling Air conditioners, for
instance. Wearable glasses are still in progress but have much
to offer for accessibility.

Similar efforts in wearables can be seenwith AppleWatches,
which uses AI to combine motion sensors and optical heart
rate monitor data to detect sign language for individuals with
communicating disability. Their Assistive touch feature uses
these sensor readings to support users with limited mobility
with upper body limb differences. It allows them to control
their watch without touching the screen or controls. Detecting
subtle muscle movements and tendon activity allows users
to control the watch with hand gestures, such as clenching a
fist or pinching a thumb and index finger. This feature helps
them perform tasks such as answering calls, controlling the
onscreen pointer and accessing other device features [49].
Wearable devices can greatly help users engage and disengage
in non-driving-related activities (NDRA), serve for smooth
handover and avoid mode confusion in critical scenarios.

Brain-computer interfaces (BCIs) such as Neuralink are yet
another wearable transforming accessibility paradigm [50].
BCIs allow individuals to control systems, including vehicles,
using only brain activity. While these technologies are in the
early stages, they provide immense potential to eliminate
the need for physical interaction with HMIs and smooth

accessibility for individuals with severe motor impairments.
Companies like Synchron and Paradromics also explore non-
invasive(no surgery required) and semi-invasive BCI solutions
that could further facilitate autonomous vehicle control. Such
developments could eventually allow AVs to be operated
solely through brain signals, removing barriers for nearly
all disability types [51]. However, fully integrating BCI
technology with AV systems remains an open challenge,
particularly ensuring reliability and safety during long-
term deployments. These technologies reshape the future of
wearable devices and especially serve great applications in
in-vehicle interaction.

A. INCLUSIVE HMIs
Inclusive HMI(I-HMIs) refers to systems designed to ensure
equitable access, usability and interaction for all individuals
regardless of age, physical, or sensory and cognitive abilities.
I-HMI essentially helps bridge the gap between technology
and users with diverse needs, enabling seamless interaction
through adaptable and intuitive design principles. Some of the
key elements of a well-designed I-HMI include

• Flexibility and Personalization: Interfaces should be
adaptive to individual needs, such as modifying control
layouts or interaction styles based on their profiles.

• Error Tolerance: Features like predictive text, undo
options, and simplified controls that reduce cognitive
load and minimize user errors.

• Accessibility Integration: Compliance with global
accessibility standards(e.g., WCAG, ADA etc.) ensures
that interfaces can cater to a broad range of impairments.

I-HMI can be used for any modern-day application; however,
for our review, we focus on I-HMIs for in-vehicle interaction.
However, we might also derive implementations from other
applications that might be a potential implementation for
in-vehicle use.
Current in-vehicle HMIs integrate multi-modal interfaces

such as voice commands, touchscreens, and haptic feedback,
which improve usability for individuals with physical or
sensory disabilities. For example, adaptive voice-activated
systems enable hands-free operation, while tactile interfaces
provide feedback for visually impaired users [68]. Meanwhile,
recent research highlights the integration of augmented
reality (AR) into HMIs, enabling visually impaired users
to interpret their surroundings using real-time sensory
data. Such advancements make vehicles more intuitive and
accessible [69]. Some of themost popular current and potential
future Accessible technologies are demonstrated in Figure 6.

B. ADVANCEMENTS IN WEARABLES AND THEIR
POTENTIAL IN IN-VEHICLE INTERACTION
The evolution of wearable technology in the last decade has
significantly expanded its applicability in various domains,
including vehicles. Modern wearables such as smartwatches,
augmented reality(AR) glasses, virtual reality(VR) headsets
and brain-computer interfaces provide innovative ways for
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TABLE 2. Accessibility features of current wearable and potential integrations.
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FIGURE 6. Current and Future Technologies that can be advanced to facilitate accessibility.

TABLE 3. Accessibility features of current wearable and potential integrations.

users to engage with vehicle systems, enhancing accessibility,
convenience and safety. Innovations in AI-based hand gesture
recognition, as demonstrated in the Apple Watch, are
enhancing accessible interactions in complex sign-language
translation. These systems have the potential to interpret
hand movements to control navigation, entertainment systems,

or vehicle settings, which is suitable for individuals with
speech impairments [70]. Gesture control combined with
haptic feedback can further improve and facilitate users
with visual impairments by providing a physical sense of
confirmation for action execution. These technologies can
provide audio-visual alerts, situational updates, and emergency
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notifications, all enhancing interaction and accessibility for a
broader user base.
Google Glass was the first consumer-oriented augmented

reality (AR) device, launched in 2013 as a wearable
glasses-based platform, paving the way for subsequent
advancements in AR technology. Ever since, we’ve seen
significant innovations in AR/VR. Some of the new mixed
reality technologies, like Apple Vision Pro, have already
incorporated significantly accessible interaction mechanisms
such as eye-based controls with either or both of the eyes,
speech selection, wrist control, head control and several
personalizable accessibility adjustments. Microsoft Hololens
is another such instance that incorporates holographic
interactions. Google Glasses also initiated technologies such
as bone-conduction audio, which is great for older users
or users with significant hearing loss. These technologies,
however, not currently incorporated in some of these most
popular mixed reality headsets, might serve as an additional
accessibility aid in the future. Above all, we’ve seen substantial
innovation in Brain-Computer interfaces, which facilitate
control by thought, meaning users can interact with digital
interfaces by just thinking. Neuralink N1 is one such instance
that has been successfully implanted and has shown great
results in user interaction and can significantly boost the
interaction capabilities of individuals with paralysis or any
other significant physical limitations. These technologies,
though in their current form, are invasive(requiring surgery);
there is a great possibility that these will one day be used as
a regular wearable without surgery. This will solve almost
all interaction challenges, leading to a universally inclusive
interaction mechanism that can be used even by users with
no disability. We highlight recent innovations, their current
functionalities, and their potential in-vehicle use in Table 2.

C. ADVANCEMENTS IN VEHICLE ACCESSIBILITY
Major companies are driving innovations in vehicle interaction
aiming to enhance safety and user experience. Companies
like Tesla are advancing autonomous vehicle technology
with their Full Self-Driving (FSD) software [71], enabling
hands-free travel for disabled users [72]. While achieving full
Level 5 autonomy may take time, we are closer than ever to
experiencing these capabilities. Tesla’s voice commands and
app-based controls enable individuals with limited mobility
or physical impairments to operate features such as opening
doors, adjusting settings, and initiating driving modes without
manual intervention. One of its popular Summon features
allows users to retrieve the car autonomously in areas like
parking, greatly reducing the dependency on others. The
BMW iDrive system’s new natural language processing
accommodates users with varying technological familiarity,
allowing intuitive voice commands [73]. Their gesture
recognition provides an alternate input method for users
with physical impairments, reducing reliance on traditional
touch buttons. The Mercedes-Benz MBUX’s AI-powered
voice assistant adapts to individual speech patterns, promoting

inclusivity for users with speech impairments or accents.
Augmented reality navigation simplifies complex driving
scenarios, offering visual overlays that assist those with
cognitive or visual impairments. Google’s Waymo’s ride-
hailing services are designed to be accessible or passengers
with disabilities. The app provides customization options for
assistance during rides, such as wheelchair-loading support,
and ensures seamless communication through intuitive user
interfaces and visual cues [74]. Rivian and Ford have
incorporated similar features in the form of automated lift
systems andmodular seat adjustments that accommodate users
with wheelchairs. Modular designs allow vehicle interiors to
be customized based on user-specific needs, thus enabling
greater flexibility for individuals with physical impairments
[75]. AI-assisted navigation systems can also predict mobility
patterns and automatically adjust seat orientation or height
to optimize accessibility [76]. Ford’s features also facilitate
V2X communication that enhances accessibility by enabling
real-time traffic updates and alerts, improving safety for deaf
or cognitively challenged drivers. The BlueCruise hand-free
system with it’s auto-drive empowers drivers with limited
physical mobility to travel independently.

Vehicle Companies also highly prioritize using Augmented
Reality in the form of Heads-up displays and more immersive
and large front displays. Some major ones include the BMW
Panoramic Vision [77], which offers a full-width display
projected onto the windscreen and critical driving information,
navigation, and entertainment seamlessly integrated within the
driver’s line of sight. This also helps greatly enhance safety
by reducing the need for drivers to glance away from the
road. The Mercedes EQS True HUD facilitates AR overlays
for navigation and projects turn-by-turn directions directly
onto the windshield while also displaying key information
such as speed, lane-keeping assistance and collision warnings
in the driver’s view [78]. This expansive projection area
provides a more futuristic and immersive experience while
facilitating more room for personalization. Mercedes-Benz
MBUX hyperscreen is another example with a massive curved
display spanning the dashboard, integrating multiple screens
into a single panel [79]. This AI-powered screen personalizes
content and suggestions based on user habits and preferences
while facilitating a passenger display for entertainment and
controls, ensuring convenience for all occupants. They also
facilitate haptic feedback and intuitive touch controls for easy
user interaction.
WayRay, a Swiss deep-tech company founded in 2012,

specializes in augmented reality (AR) and holographic display
technologies for vehicles. It is one of the pioneers in True
AR HUDs. It develops systems that project holographic
3D imagery onto windshields or other surfaces without
additional wearables such as glasses [80]. Some of its proposed
holographic solutions seamlessly integrate elements of the
metaverse into vehicle displays, delivering a cutting-edge
and immersive interaction experience that defines the
future of in-car technology. Its Holograktor, also shown in
figure 7, features holographic AR, which projects navigation,
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FIGURE 7. Innovative automotive display/visualization technologies, featuring BMW Panoramic Vision, Mercedes EQS Head-Up Display, Wayray True
AR HUD, Mercedes-Benz MBUX Hyperscreen, Wayray’s Holograktor, Digital Twin and Metaverse applications, and Metaverse integration by Wayray on
Holograktor. Translation to VR opens up endless accessibility opportunities.

entertainment and contextual information in a more immersive
manner in both its windshield and side windows for all
occupants [81]. Their focus with this prototype is on
ride-hailing and creating a unique experience for rear-seat
passengers. These technologies highlight the leap towards
more futuristic user interaction that can be a great accessibility
benefit for disabled users as well. The above-explained display
technologies are visualized in figure 7 and 6.
One major challenge with these advanced technologies

is their increased cost, making them less accessible and
affordable for disabled user groups who could benefit the most.
Thus, the cost is another factor that makes these technologies
inaccessible despite the added accessibility features.

D. DATA-DRIVEN PERSONALIZATION AND USER
ADAPTATION
Personalization enhances accessibility in autonomous vehicles
(AVs) by adjusting features to meet individual user needs such
as seat position, climate control, and human-machine interface
configurations. For example, systems can emphasize essential
navigation information and reduce non-critical alerts for users
with cognitive impairments [82]. Machine learning algorithms
anticipate user requirements, enabling vehicles to adapt in
real-time and offer proactive assistance [83]. Incorporating
biometric sensors, wearable devices, and gaze-tracking
technology further refines personalization. For example, eye-
tracking can monitor user engagement to address issues such
as mode confusion or excessive non-driving-related activities

(NDRA) [84]. Additionally, AI-powered assistants can set
reminders for users with memory challenges or alert them
to unsafe behaviors, such as disengagement during critical
driving phases [85]. Combining these advancements, AVs
can anticipate and meet the needs of users with various
cognitive or sensory impairments, providing a more seamless
and supportive driving experience.

E. INDUSTRY COLLABORATION AND POLICY
FRAMEWORKS
Advancements in accessibility are achieved by technological
innovation and collaborative efforts across the industry [86].
Partnerships between technology companies, disability advo-
cacy groups, and policymakers help create standardized
guidelines for accessible AV design. The National Science
Foundation and other organizations have been instrumental in
funding research initiatives focused on inclusivity. Regulatory
frameworks that mandate universal design principles are
crucial for widespread adoption. For instance, policies
incentivizing manufacturers to include accessibility features
can accelerate progress in this domain. Collaboration also
enables identifying specific user needs through inclusive
research practices, such as participatory design, ensuring
that the voices of individuals with disabilities are integrated
into the development process. Industry-wide adherence to
universal design standards fosters innovation and levels the
playing field for smaller companies aiming to create accessible
technologies [87].
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F. GOVERNMENT LED ACCESSIBILITY INITIATIVES ACROSS
COUNTRIES
Government-led initiatives ensure AVs don’t repeat the
mistakes of traditional transit systems, which often excluded
disabled users. With Disability population being significantly
less compared to normal population, private companies
often prioritize profit-driven features over accessible design.
Without regulatory frameworks and proactive policies,
AV manufacturers risk perpetuating existing transportation
inequities. Government intervention is thus essential to
maintain fairness as observed from following existing
initiatives. By mandating standards, funding innovation, and
fostering collaboration, policymakers can turn AVs into a
tool for liberation—not another barrier. We also highlight
additional country wise enacted government policies in 4.

1) SETTING UNIVERSAL ACCESSIBILITY STANDARDS
Governments establish legally binding standards(eg:
wheelchair securement systems, voice/gesture interfaces etc.)
to ensure AVs accomodate diverse needs. One instance is
the American with Disabilities Act(ADA) which mandates
accessible public transit vehicles which now inform AV design
guidelines for ramps, seating and communication interfaces.
98% bus today meets ADA standards, which demonstrates
how regulation drives compliance and similar mandates can
help prevent exclusionary designs [88], [89].

2) FUNDING INNOVATION AND COST REDUCTION
Developing accessible AV features (e.g., AI-powered navi-
gation for blind users) requires significant R&D investment.
Governments provide grants and tax incentives to offset costs.
The U.S. Department of Transportation’s Inclusive Design
Challenge awarded $5 million to teams creating AV interfaces
for passengers with vision, mobility, and cognitive disabilities
[90]. Projects like Columbia University’s ‘‘Mobi’’ (a voice-
guided AV interface) emerged from such funding, proving
targeted investment accelerates accessible tech.

3) ENSURING EQUITY IN EMERGING MARKETS
Without oversight, AV services might prioritize affluent, non-
disabled users. Governments enforced service mandates (e.g.,
wheelchair-accessible fleets) and price controls guarantee
equitable access.Eg: California’s AutonomousVehicle Deploy-
ment Regulations require AV operators to submit accessibility
plans, including partnerships with disability organizations [91].
Companies like Waymo now partner with the Foundation for
Blind Children to test AVs with blind passengers [92], [93].

4) PREVENTING DISCRIMINATION THROUGH ENFORCEMENT
Bias in AI systems (e.g., facial recognition ignoring non-
standard gestures) can exclude disabled users. Governments
mandate algorithmic audits and accessibility certifications.
The EU’s Accessibility Act requires AV software to comply
with accessibility standards, penalizing non-compliant com-
panies [94]. Similar U.S. proposals, like the Transportation

FIGURE 8. Factors affecting quality of service.

Accessibility Innovation Act [95], aim to audit AV AI for bias,
ensuring systems recognize diverse mobility aids.

5) FACILITATING COLLABORATION BETWEEN
STAKEHOLDERS
Governments convene disabled communities, tech firms, and
policymakers to co-create solutions, ensuringAVs address real-
world needs. Example: Canada’s Accessible Transportation
for Persons with Disabilities Regulations (ATPDR) involved
consultations with 6,000+ disabled individuals, shaping
policies now applied to AV pilots. ATPDR-driven feedback
led to retrofitted AV shuttles in Toronto with tactile buttons
and audio cues. One key challenge is however, retrofitting
AVs for accessibility is 30% pricier than standard models thus
requiring subsidies.

6) ADDRESSING LEGAL GAPS IN LIABILITY AND SAFETY
AV accidents involving disabled passengers pose complex
liability questions. Governments define safety protocols (e.g.,
emergency evacuation tools) and insurance requirements.
Example: The NHTSA’s 2022 Exemptions allow modified
AVs for wheelchair users while maintaining safety standards,
balancing innovation and protection [96].

7) DRIVING LONG-TERM SYSTEMIC CHANGE
Market forces alone won’t prioritize accessibility. Govern-
ments embed inclusivity into urban mobility plans (e.g.,
AV-only lanes with accessible pick-up zones). For instance,
Singapore’s Enabling Masterplan 2030 [97] drives systemic
change by embedding disability inclusion into laws (e.g.,
accessible building mandates), workforce policies (e.g., hiring
incentives), and infrastructure (e.g., transport upgrades) (e.g.,
24/7 audible traffic signals at 325 crossings, 98% barrier-free
bus stops by 2025). Singapore’s broader mobility strategy also
supports for AV-related disability features like wheelchair-
accessible pods [98].
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TABLE 4. Global accessibility mandates across transportation sectors, detailing policy frameworks, infrastructure targets, and measurable outcomes for
disabled commuters in the U.S., Brazil, Canada, EU, and Japan.

III. VEHICLE INCLUSION AND USER EXPERIENCES
In this section, we discuss the factors influencing the inclusion
of in-vehicle systems in AVs. These systems, designed to

enhance accessibility and usability for diverse users, address
the limitations of traditional interfaces by providing adaptive
and intuitive interaction. By catering to the needs of older
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adults and disabled users, inclusive in-vehicle systems help
improve the driving experience and promote independence by
ensuring universal access to autonomous transportation, thus
fostering social equity and mobility for all.

A. USAGE OF IN-VEHICLE SYSTEMS (IVS)
Implementing in-vehicle systems is generally widespread,
but their ease of use for individuals with disabilities is
not guaranteed. These technologies may also negatively
affect older adults, who rely on them rather than seeking
physical assistance or human interaction. This challenges the
automotive user interfaces [125] and demands incorporation
for further accessibility assistance. User Adoption and
Acceptance are affected by these factors as well, which in
turn influence the deployment of AVs in our society. It was
revealed that, on average, participants have about 25 percent of
the most available technologies in their vehicle, of which they
only use 70% of those available systems regularly. In contrast,
the rest, 30%, were mostly unused or least used ones [126].
The navigation system and light assistant were the most used,
while the parking pilot, traffic jam assistant, and parking spot
finder were the least used. Drivers who do not use certain
systems attribute it to the fact that they do not need the
system or trust the specific system or technology. To reduce
clutter and cognitive demand, these technologies can thus
be incorporated in a customizable configuration that allows
users to personalize their frequently used features in the main
UI while hiding unused ones. It is also logical to add less
hardware that is software scalable to provide all the desired
controls and features without a significant increase in cost
while also providing a less intricate user interface.

B. QUALITY OF SERVICE (QOS)
AVs are expected to become prevalent as mobility-as-a-
service (MAAS) vehicles, primarily through ride-sharing
services [127]. QOS is the crucial aspect of user experience
when using these services. Inspecting factors affecting overall
service quality can be complex and even, in some cases,
requires the developers and researchers to perform actual
studies rather than ones that are simulator-based [128],
thus making the development cycle lengthy and expensive.
However, based on the current research, the service quality
during the traveling and drop-off phase is the significant factor
that affects the overall satisfaction of the vehicle user [128].
Specifically, the reliability and robustness of the system,
speed of travel, and kindness of the overall service were
identified as crucial factors in the traveling stage. At the
same time, accessibility, information, and communication
were found to be essential in the drop-off stage. This can
be even more pronounced for individuals with a disability,
and the impact of these factors increases proportionally based
on the inability’s intensity. Physical well-being (including
reducing motion sickness), peace of mind, aesthetics, social
connectivity, proxemics, usability, association, and pleasure
are essential while designing passenger experience in such

vehicles [129]. Factors affecting the quality of services are
shown in 8.

C. USER PREFERENCES
In AVs, user Preferences are shaped by a wide range
of user needs, spanning comfort, safety, accessibility, and
adaptability to individual lifestyles. These preferences are
crucial to designing human-machine interfaces (HMI) that
foster trust and satisfaction among diverse user demographics.
Tailoring in-vehicle systems to accommodate specific user
requirements facilitates the acceptance of autonomous
technologies. It enhances the overall driving experience by
addressing unique needs related to information accessibility,
personalized driving styles, and system usability. By prior-
itizing these preferences, autonomous vehicle designs can
provide a seamless and user-centered experience that meets
the expectations of varied passenger groups, ensuring that all
users—regardless of age, physical abilities, or familiarity with
technology—feel supported and comfortable within AVs.

1) IDENTIFICATION OF USER NEEDS
To achieve broad acceptance of AVs across diverse user demo-
graphics, it is imperative to develop vehicular applications and
user interfaces tailored to meet users’ expectations. While
such expectations are inherently subjective and vary with
individuals and regional nuances in usage patterns [130],
it is essential to implement the necessary changes to
meet all users’ requirements. Determining these needs is
a challenging process involving synthesizing input from
various perspectives. It is critical to differentiate between
genuine needs and mere wants and prioritize features that
enhance usability. Expert interviews represent a particularly
valuable source of information for this purpose. Various
needs such as accessibility, personalization, user experience
customization, space needed for various in-vehicle activities,
information needs for presenting relevant information, and
overall well-being was crucial for in-vehicle context [131].
Designing HMI also becomes complex due to the difficulty
of requirements engineering, including poor representation
or communication of user characteristics and needs. This is
also true for individual interpretations by development team
members, which could be error-prone and potentially biased
by individual beliefs, leading to design deviation from what
the user wants [132]. It is imperative to consider both users
and the experts in the design process to account for the errors
caused by experts and the users themselves.

2) TYPE AND DETAIL OF PRESENTED INFORMATION
The type and detail of information presented to the user
play a vital role in optimally addressing the effectiveness
of information transfer and their trust and user concerns.
In the case of blind users, regarding the presentation and
transmission of information, findings suggest that passengers
of autonomous shuttles desired all three types of information
(basic, technical, and supplementary) during their ride [133].
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The basic information would be similar to the information
currently given by current public transportation systems,
like the next destination and information such as stopping
or departing. Technical information would explain how
the shuttle works, and real-time sensor data of what the
autonomous shuttle detects, to be shown by default. The
supplementary information would be those that would be given
in case of a problem with the shuttle and how it can improve
the users’ feeling of safety within the shuttle during the ride
when such situations are encountered. Blind users also felt
their concerns and apprehension being addressed when they
were aware of their surroundings with the help of increased
situational awareness and interaction, thus enhancing their
intent to use these technologies [134].

3) PERSONALIZATION OF DRIVING STYLES
Driving style significantly impacts user experience in
autonomous vehicles (AVs), influencing comfort, engagement,
and trust [135]. Younger users, who associate driving
enjoyment with interactive decision-making, may experience
reduced satisfaction in AVs unless the system adapts to their
previously learned driving behaviors [136]. In contrast, older
adults do not inherently resist autonomous driving but tend
to develop greater trust, perceived safety, and acceptance
after direct exposure to AV technology rather than relying on
preconceived notions [137]. Speed preferences further vary,
with older users favoring stability and younger, working pro-
fessionals prioritizing efficiency [138]. To enhance inclusivity,
AVs should support personalized driving adaptations that
accommodate diverse user expectations, ensuring accessibility
and engagement across different demographics. For instance,
an AV could retain the driving dynamics of conventional fuel-
powered vehicles, emulating acceleration patterns, braking
behavior, and steering responsiveness while allowing users to
customize these profiles, enabling a seamless transition for
those accustomed to traditional driving styles [139].

IV. HMI DESIGN
The human-machine interface (HMI) plays a critical role in
the journey process, particularly for vulnerable user groups,
despite being overshadowed by the popularity of AVs. Based
on self-reported usability experiments with elderly adults,
better-experienced usability of the HMI is positively correlated
with cognitive abilities, particularly that of the working
memory [140]. Additionally, trust in technology was positively
linked to high usability scores for the HMI. Interaction,
functionality, and contextual factors are the major dimensions
that contribute to the design and evaluation of these interfaces
when deployed commercially as a MaaS [141]. The appealing
experience of these interfaces is also crucial to persuade
users to accept AV. There is no one-size-fits-all solution to
designing an optimal HMI [142] that accounts for the user
experience. Thus, the fixed interfaces currently being deployed
in commercial vehicles are inadequate. Instead, the system
must adapt and be personalized to the user’s needs. It is

recommended to make these systems highly accessible at a
bare minimum to ameliorate the issue of being inaccessible to
some users instead. Including two or multiple of these HMIs
with various multi-modal interaction mechanisms can also
be a way to account for the needs that might not be fulfilled
with the use of a single HMI [132], as in the absence of the
human-driver to mediate support. One example in this context
can be in making ingress and egress easier for disabled and
older users by provisioning enough usability or providing
multiple HMIs to provide minor corrections to the location to
navigate to the exact location and prevent extra walking [140].
A specific HMI, in this case, can be helpful for them to
fine-tune the location of the vehicle departure and arrival.

A. eHMI AND IN-VEHICLE HMI INTEGRATION
Neglecting out-of-vehicle interaction while understanding
the in-vehicle user experience might be problematic, as this
increases the risk of accidents. With the increasing functional-
ity of automation systems, communication needs and strategies
with other Human road users change, and the passenger
becomes less involved in the actual driving task. Considering
many different HMI elements can be combined into an overall
concept so that the requirements for the various automation
levels and the role of the passenger can bemet [143]. Examples
include warning feedback in case of any unusual interaction
with external users that may be dangerous. Displaying what
the seated vehicle eHMI currently displays might be a better
way to inspect if the vehicle is providing the right information
to the outside world and also be able to amend if not as desired.
A recent study by Gelbal (2024) on vehicle-to-pedestrian
(V2P) communication employed smartphone sensors and
Bluetooth technology to relay pedestrian movements to drivers
through warning systems which helped them with increased
situational awareness. These integrations enhance pedestrian
safety and situational awareness within the vehicle and
improve the in-vehicle experience for disabled and older adults
by creating alternative routes with fewer pedestrians. This
reduces the anxiety, complexity and cognitive demands of
manual control, making it easier by letting vehicles travel
through less crowded environments. A similar approach could
also include vehicle delays that allow pedestrians to cross
the road, preventing vehicles from stopping too close to
pedestrians.

B. HEADS-UP DISPLAYS (HUD)
HUDs have been one of the promising innovations in
visualizing information in an autonomous vehicle. Along
with these innovations comes the potential side effect of
visual distraction and its significant impact on driver’s
cognition under different illumination levels, which might
be critical for older adults, individuals with low cognitive
abilities, and vision. Color luminance significantly affects
visibility, with blue and purple colors having the lowest
visibility [144]. White outlines significantly impact visibility,
while grey outlines have no significant impact. Luminance
and luminance contrast are critical design factors to improve
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TABLE 5. Proposed inclusive in-vehicle interaction design framework.

cognitive efficiency and reduce visual fatigue. They thus
are. Thus, they reference for designing AR-HUD interface
characters in AVs and providing. Providing is also crucial for
promoting trust and situational awareness when displaying
certain information. It was also further shown that the
HUD design affects the perception of external events and
vehicle performance [145], thus demanding careful design
consideration.

1) TEXTS AND VISUALS
Customizing regular text is a highly desirable feature in
interface design. However, the importance of text within
certain applications, often overlooked, can be equally
significant. For instance, When displaying information to
low-vision individuals using a regular in-vehicle display,
it was found that regular font type and size are less of an
issue than the generally available navigation map, which is
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mostly unclear, suggesting a need for optimizing map graphics
and adjusting the map size [149].

2) MULTI-MODAL USER INTERACTION
Touch, haptic, and voice-based interfaces have great potential
to make AVs more accessible to people with disabilities [166],
[167]. By providing an intuitive and easy-to-use interface,
touch sensors can enable users with various disabilities
to control and navigate functions from their driver’s seat.
The effectiveness and reliability of touch-based sensors
also make them an appropriate choice for the automotive
industry [154]. Similarly, voice-based interfaces allow for
hands-free and distraction-free interaction with the vehicle’s
systems, improving safety and convenience for passengers.
Using voice-based status feedback has resulted in greater
situational awareness and overall positive impact. Results
indicated that participants in the condition without audio
notifications required the highest level of concentration,
suggesting the increase in ease of use and overall journey
experience [148]. Integrating smartphones with the in-vehicle
system can be one way to scale the personalization of
user experience [43] and facilitate an additional HMI.
Studies have claimed integrating smartphone-based apps
(e.g., Waymo’s integration) can help with easy information
processing [168] and solve many accessibility challenges that
BVI individuals face. This approach will enable audio and
haptic interaction capabilities for completing various tasks
related to autonomous mobility and fit well into the critical
need for broadening the applications of information access
technologies. Haptic feedback improves users’ primary task
performance and adds an immersive experience to the in-
vehicle interface [146]. There are tremendous opportunities
afforded by touchscreen-based smart devices that employ
native multi-modal feedback mechanisms, for these can serve
as a primary channel of haptic interaction and convey spatial
information, such as graphical and non-textual information,
which are inaccessible to current screen readers. In case of
vehicle takeover, delivering driving state information and
warnings, visual, haptic-tactile, and auditory signals are the
suitable cues [143] that can be delivered using smartphones.

3) ENHANCING ACCESSIBILITY THROUGH V2X
Vehicle to Everything(V2X) is a communication technology
that enables real-time data exchange between vehicles
and various entities in the environment, including other
vehicles(V2V), infrastructure(V2I), pedestrians(V2P) and
networks(V2N). By leveraging wireless communication, V2X
can help enhance road safety, traffic efficiency and overall
driving experience by notifying users of information such as
road closures, evacuation routes and hazardous conditions.
Real-time exchanged information can be relayed through
vehicle HMIs, improving situational awareness. For instance,
a prototype was developed to display V2X safety alerts
to drivers and passengers, capturing messages from radio
communication between the vehicle’s onboard unit and

external sources. The system presents alerts such as emergency
brake lights, forward collision warnings and red-light violation
warnings, which can be particularly beneficial for drivers with
disabilities when provided in a timely manner [85]. There is
a possibility that V2X-enabled vehicles can receive priority
at traffic signals, reducing travel time and complexity for
drivers with mobility challenges [169]. Additionally, V2X
technology facilitated communication, enabling features like
signal priority and preemption(prioritize emergency vehicles).
These capabilities can be integrated into in-vehicle systems
to provide real-time updates on traffic signals and road
conditions, allowing drivers with disabilities to navigate
more safely and efficiently [170]. Moreover, V2X technology
supports applications that assist pedestrians with vision
disabilities. Field tests of mobile applications utilizing V2X
communication have shown that 83% of participants felt safer
when using the app compared to not using it [171].

One of the most critical benefits of Vehicle-to-Everything
(V2X) technology is its ability to drastically reduce emergency
response times which is essential in case the user in-vehicle
is having difficulty gaining control. By enabling real-
time communication between vehicles, infrastructure, and
emergency services, critical information can be shared
instantly in life-threatening situations. For instance, when
a vehicle detects a crash or sudden loss of control, V2X
can automatically alert nearby emergency services and
transmit precise location data, traffic conditions, and even
vehicle occupant details. This allows first responders to plan
their routes more efficiently and arrive at the scene faster,
potentially saving lives in scenarios where every second
counts [169].

4) ROLE OF AI IN ADVANCED INTERACTION AND RESEARCH
Current AI-based interactions, though seemingly similar, are
completely different than those in the past few years, like
simple voice-based interaction, VR-based interaction, simple
assistive agents etc. Advanced data-driven AI has recently
been introduced with the advent of Large Language(LLMs)
and Diffusion Models and has shown tremendous capabilities
in realism, intelligence and reasoning. BCI is another
major application that AI will advance. Generative AI
models, including transformers and diffusion models, can
significantly enhance BCI systems in the development
phase by improving brain function understanding to guide
researchers, rehabilitation, and actual usage once deployed.
Various LLM deployments, such as ChatGPT and Grok,
are highly capable interactive agents paired with recent
hyper-realistic video generation models such as SORA; there
is a great possibility to create hyper-realistic anthropomorphic
agents with human-like voices, facial expressions, or gestures
and can serve as more intuitive and relatable in-vehicle
agents. By simulating human communication patterns and
emotional cues with human-like personnel, these agents can
help enhance user trust and comfort by helping them feel at
ease. Another benefit of these advanced AI incorporations
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is improvement in communication clarity. These agents can
convey complex information, such as navigation updates or
safety alerts, in an engaging and easily understandable manner.
Personalization is another benefit, as they can be customized
based on tone, language, complexity, and feedback based on
user preferences, driving conditions and accessibility needs.
These agents can also facilitate smooth transitions between
handovers as well. With carefully crafted prompts, they can
help better guide users to avoid mode confusion and relieve
the cognitive load, making AI much more approachable,
trustworthy and supportive and aiding user acceptance and
comfort. [172] explores applications like data augmentation,
signal enhancement andmore complex pattern recognition that
AI can enhance. BCI users show large variability in the usage
patterns and have difficulty controlling the signal response
known as BCI illiteracy. With Adaptive AI integrations such
as in Neuralink [173], [174], they can learn from previous data
and help with BCI illiteracy by helping them gain control of
the system. Moreover, the more these systems are deployed,
much more capable system can be developed with distributed
training by learning to account for variability across users,
making the interaction easier for all user learning abilities.
Ethical and privacy-related concerns are inherent to training
with these data types and should be addressed in future studies
once the technological deployment is more mature.
Speech to text applications are another major area where

AI contributes. Given the current LLM enhancements,
AI can generate video captions and enable voice control
functionalities with much more precision. [175]. Google has
brought up significant steps in enhancing the accessibility
here. The project Euphonia enables a personal speech model
for users with atypical speech by collecting utterances from
hundreds of people around the world [176], [177]. The
personalized model reduced the error rate significantly from
31% to 4.6% and, in many cases, outperformed human
transcribers unfamiliar with a particular person’s speech or
communication style. A graphene-based wearable artificial
throat has been developed to accurately recognize vocal
patterns and generate realistic speech, especially for those
with voice disorders or communication difficulties [178].
Google also released an app, Project Relate, which provides a
personalized interaction medium for these disability groups
[179]. Environmental sounds are another way to provide
situational awareness, and ProtoSound [175] is yet another
effort that identifies sounds in the environment and displays
the entity related to that sound. For instance if a dog is
barking, a picture of a dog would be shown. They also
facilitate the personalization aspect so that users can make a
few recordings of sounds of their desired environment (like
home or office, for instance; some generic sounds like a fire
engine, for instance, are provided) and train the corresponding
representations [180]. Text filtering and text-to-speech are
other applications that greatly benefit from AI. People who
struggle due to dyslexia, lack of fluency or even low vision
to interpret the text can have a personalized view of the text

that they want to read with technologies like Android Reading
App [181]. It can also read out text with the most recent text-
to-speech models with more expressive natural voices that are
easy to understand. It can also help filter out unwanted content
across the screen. Similar technology can have great potential
to be integrated into vehicle features, allowing selections to
be biased toward the user’s history unless the user specifically
targets areas on the screen.
AI has advanced substantially in understanding complex

image representations [182]. Visual assistant tools like
Google Lookout [183] and Microsoft’s SeeingAI [184]
convert camera-detected objects into audio information. They
also serve as screen readers and can identify currency,
read barcodes, and more. These tools are becoming more
personalizable, allowing users to train them to recognize
specific items in their homes by letting them train with their
own captured images and labels.

5) HMI DESIGN METHODOLOGIES/PRINCIPLES
The design of theHMI is a crucial determinant of the prevailing
user interaction trend that has continued for years. The
proposed frameworks must also be flexible and generalizable
to future configurations to establish an inclusive design culture.
To account for accessibility, impairment-specific sensory
substitutions should be made available to compensate for one’s
dysfunctional sensory input [185]. Incorporating inclusive
design principles in the HMI is thus essential to ensure that
it accommodates the diverse needs and preferences of a
wide range of users, regardless of their abilities. Lack of
standardization in the design of automated functions may
lead to confusion and human error [186]. One of the most
considered HMI design methodologies includes participatory
design. Researchers claim that, given the low-cost, low-impact
characteristics of the project and few resources available, the
participation of one co-designer is sufficient in the design
process. It does not risk the over-design of the prototype [187].
Some of the key considerations while using a participatory
design are to make sure the environment is accessible,
user design methods are adaptable as per the needs of the
co-designer (select methods that require less or no visual
proficiency), design solutions are in accessible formats, and
a right number of co-designers are considered as increasing
the number uselessly would not contribute much to the design.
A viable approach for aiding HMI researchers to design
a better HMI involves finding research gaps that contrast
various elements of vehicle user, vehicle, target activities,
and system Input/Outputs [147]. The second would be to
specify subjects, i.e., the passenger’s personal information and
scenario of vehicle usage. The third step involves specifying
the target activities, which involves researchers clarifying the
aspects of wellness they hope to solve through HMI design
while considering passengers’ needs and demands sufficiently.
For the fourth step, specifying system interactivity involves
systematic consideration of the input and output of the system
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and then comparing which combination of system IO can
achieve the target activities more effectively. The final step is
the design of HMI for autonomous wellness within the bounds
of the elements mentioned above. These design principles can
be leveraged to develop interfaces for older and disabled users.

C. HMI AND AUTONOMOUS DRIVING EXPERIENCE
EVALUATION
Interaction evaluation is equally important to validate
the designed HMI configuration. Self-report measures
have been more effective for evaluating HMI designs for
Level 3 Automated Driving and above [188]. Self-report
methods include asking users to report their thoughts, feelings,
and experiences while interacting with an interface using
rating scales, questionnaires, interviews, etc. A virtual reality
simulator for HMI evaluation has also been found to enhance
the ecological validity of the system [140] interaction. Studies
suggest validating autonomous driving systems by gathering
continuous, quantitative information from physiological
signals during a virtual reality driving simulation can be a
great way to understand the user’s condition and gain valuable
insights on the user experience [145]. This methodology
was also shown to aid in designing sensory subsystems by
considering practical HMI constraints, further improving
users’ acceptance of autonomous driving systems. Another
effective way to evaluate the HMI experience would be an
ethnographic study, which provides in-depth insights into how
users use the system and account for their concerns in a real-
world scenario. Adding before-and-after ethnography to the
Wizard of Oz experiment has been shown to yield unexpected
insights grounded in human experience and expectations of
everyday driving and commute [189]. In this method, before
and after interviews are conducted with study participants
immediately before and following WOz testing sessions. This
approach enables the participants to delve into their emotions
(such as trust, mistrust, or anxiety) and their distinctive driving
habits and commuting patterns and examine how they relate
to their overall experience during the test.

V. DRIVER ADAPTATION AND HANDOVER MECHANISMS
Creating a suitable user adaptation system has been one
of the major challenges in accounting for anxiety during
travel, situational awareness, and the driver’s adaptive role.
The interaction must meet user needs while being adaptive
enough to convey all information and allow quick driver re-
engagement. State anxiety has a significant negative effect
on trust, situational awareness, and role adaptation [161]
if not handled carefully. The transitional phase of vehicle
automation presents critical challenges, where human drivers
have a truncated yet crucial role in monitoring and supervising
vehicle operations. However, numerous challenges remain
to overcome concerning the continued role of human
drivers, including safety, trust, driver independence, failure
management, third-party testing, and regulation of current
and future vehicle automation technologies [28]. Research
suggests considering a multidisciplinary approach to address

the challenges of these technologies when considering the
evolving roles of vehicles and users. Additionally, balancing
competing priorities in the design of transportation is crucial.
We present some crucial aspects of driver adaptation below:

A. ENGAGEMENT IN NON-DRIVING RELATED ACTIVITIES
(NDRA)
One of the primary advantages of using AVs is the ability to
engage in non-driving-related activities (NDRA). Reducing
human control in AVs raises concerns, particularly regarding
in-vehicle interaction. Therefore, the HMI must support users
in NDRA and manual control modes by providing appropriate
information and feedback. For example, displaying the dura-
tion of NDRA availability can enhance safety and facilitate
timely re-engagement. Providing appropriate features during
NDRA can help users have amuchmore entertaining ride. This
can greatly help improve system usability and acceptance, as it
reduces cognitive load(especially when engaging in NDRA)
and makes interactions more purposeful [165]. Additionally,
effectively presenting this information using appropriate user
feedback(for instance, added haptic feedback for hearing
disability and next steps for cognitive) and images can alleviate
frustration and allow for a smoother transition to NDRA.
Drivers can engage with peace of mind, knowing they will
be notified well before a required handover. However, the
type of information and feedback might need to vary among
different user groups; for instance, individuals with cognitive
impairments may require not only a timer but also guidance
on the next steps, while those with hearing impairments might
benefit from haptic feedback to draw their attention to the
display when audio cues are insufficient. This necessitates
personalization according to user needs to ensure quick and
effective re-engagement.

B. DETECTING MODE CONFUSION
The use of partial automation on public highways has
demonstrated increased acceptance and trust of autonomous
vehicle technologies among riders and improved perceived
safety. However, research indicates a potential safety issue
related to decreased engagement and monitoring of the
roadway compared to manual driving. Additionally, steering
wheel sensors are unreliable in assessing driver engagement
with the monitoring system, leading to more confusion and
increased risk as drivers may engage in non-driving activities
while still believing the vehicle is in control [162]. With
mode confusion, the driver is confused about the vehicle’s
current operating mode and, therefore, about their role. This
is a serious concern for older individuals and individuals
with low cognitive abilities who are more likely to have poor
situational awareness of the system. One way to detect older
drivers’ mode confusion has been by inferring the driver’s
perceived AV mode using gaze behavior. Gaze behavior can
be identified using a classification model pre-trained on eye-
tracking data collected from the participants. The features
could distinguish between the driving scenarios of automated
and non-automated as perceived by the drivers [163].
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TABLE 6. Additional considerations for overall AV acceptance.

The level of information on driver takeover guidance
also plays a vital role in takeover performance and mode
confusion. HMI, which informs the driver of the status
and reasons for the takeover (can be verbal), is found
to facilitate good takeover performance, lower perceived
workload and increased positive attitudes, thus being an
optimal HMI interaction approach [155]. Age differences can
also significantly affect the driver’s takeover performance.
Compared to younger drivers, older drivers were found to
take longer to switch back to the manual driving position
after receiving the takeover request. They were also slower
to make lane-changing decisions to overtake a stationary
car ahead [155]. Furthermore, even with this approach of
providing takeover information ahead of time, older drivers
had the highest resulting acceleration, steering wheel angle,
and riskiest takeovers. Thus incorporating older drivers
in the design process while considering their capabilities
and needs contributes significantly to developing accessible
takeover. It might be a good approach for these vehicles to
communicate with intelligent infrastructure to update drivers
with information on system limitations and concerning road
and traffic conditions. This emphasizes building collaboration
between the automated vehicle research community and the
C-ITS (Cooperative Intelligent Transport System) [155].

C. DRIVER HANDOVER SITUATION
The transition from automated to manual driving can be a
major issue related to human factors in AV usage. There is a
need to communicate the active driving mode unambiguously,

taking into account the impact of NDRA carried out by the
user while driving to adjust the delay period of the warning
for takeover [164]. Thus, the importance of monitoring the
driver’s attention and other road users not equipped with
automated driving functions exists. The system additionally
needs to emphasize the differences in infrastructure and
inform the vehicle driver if manual driving is recommended
in a specific location. Lower-level AVs might need more
manual engagement, and thus, users should be prepared for
re-engagement. Cognitive decline is one of the major factors
leading to the inability to drive manual vehicles in older adults.
The prevalence of dementia doubles every 20 years because of
the aging [197], and thus, even middle-aged users can face the
consequences. Older drivers experience age-related declines in
visual perception and cognitive functions but can compensate
by driving more cautiously. However, they may have difficulty
with distractions like mobile devices and navigation systems
and may take longer to respond to hazards [84]. It was also
revealed that participants might face age-related presbyopia
(farsightedness), which requires them to wear reading glasses
while engaging in in-vehicle activities. This can be even more
pronounced when a user is required to take manual control of
the vehicle quickly. Studies identified that even five seconds
of emergency hand-over period was insufficient for older
participants to remove and store their glasses safely [159].
Thus, it is also important to incorporate an adaptable system
that warns the user ahead of time (adjusted per their conditions)
to provide enough time to re-engage. AV riders were also
found to prefer a two-step procedure using text and speech for
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communication rather than a one-step procedure to inform
for takeover. It has also been demonstrated that the best
takeover request interface received significantly higher user
experience ratings than theworst [156]. It is also recommended
to provide additional assistance in reversing, parking, and
pedal misapplication and the ability of the system to override
manual control like autonomous braking in cases when the
driver takes an accidental step, which also needs to be handled
by the driver adaptation system [160].

1) USE OF AR AND VR
Training users can be an effective way for them to successfully
perform take-over in real driving scenarios without any
emergency stops. Training using AR/VR programs resulted
in faster reaction times than the video tutorial. It provided
a better sense of immersion and isolation, which helped the
participants better familiarize themselves with the vehicle
and driving situations [193]. Thus such technologies have
been proven beneficial for older adults in better understanding
the usage of AV and, most importantly, enhancing trust in
autonomous systems.

2) COMMUNICATION WITH OTHER ROAD USERS
Although in-vehicle user interaction is typically the focus
of attention, handover situations are critically influenced by
events that occur in the outside world. In these instances,
information is conveyed from the environment to the driver
or vehicle operator, particularly when other vehicles are
present on the road. Utilizing eHMI in other vehicles
could facilitate the efficient communication of information
regarding status or intent to vulnerable road users. These
interfaces may be located within a vehicle or in the
surrounding infrastructure, enabling them to communicate
with other vehicles continuously. Infrastructure-embedded
eHMI positively affected lower arousal and earlier slowing
down of the vehicle and provided the driver ample time
to take manual control if necessary [150]. These eHMI
systems contributed equally to the participants’ crossing
decision compared to that in the vehicle. Two significant
components that contribute to the effectiveness of this
approach are the separation of information and its intended
recipient and the non-distracting, easy cognitive processing
of the information. If not properly addressed, these two
factors may create cognitive overload and confusion among
older adults or individuals with lower cognitive abilities
taking control of the vehicle. Thus, further research is still
required.

3) VOICE-BASED GUIDANCE
As discussed earlier, the driver’s eye gaze is vital in the
driver’s handover and manual interaction. Vocal guidance is
proven to guide visual attention effectively. However, user-
based customization is required due to variability in visual
information stream utilization [157]. Current AV designs
may not address unique handover interaction requirements,
as evidenced by minimal center console gazing during

manual driving. Furthermore, when evaluated in level three
and four vehicles in a free-form and pre-defined condition
in a dual-controlled driving simulation with two human
drivers, it was identified that the drivers were open to
information transfer and preferred interactive questioning
and checklists [198]. Similarly, when driver performance
was compared under two distraction conditions, electronic
reading and voice chat, participants in voice chat were found
to perform better in the take-over requests than those in the
electronic reading state in a four-second handover condition.
Additionally, the participants in the voice chat condition had
a more favorable body posture, making it easier to regain
manual driving [158].

VI. ETHICS, AV ACCEPTANCE, AND USER PERCEPTION
The advent of AVs represents a significant milestone for the
automotive industry; however, it is imperative to consider
the ethical implications of this technology, particularly for
older or disabled individuals. AVs will eventually make
decisions without the input of a human driver, making it
essential to establish ethical guidelines that prioritize the
safety and well-being of all occupants and those in the
surrounding environment. Special attention must be given
to individuals with special needs who may require additional
accommodations or support to ensure their safety. Moreover,
concerns about AVs extend beyond ethical considerations,
including in-vehicle system malfunctions, knowledge and
learning, and functional and hedonic motivation [126]. Factors
such as education level, age, and attitude toward AV also affect
people’s perception of AVs. Research suggests that younger
individuals with less education tend to be more open to AV and
willing to share roads with them. In contrast, older individuals
with even higher education appear to be more reluctant [199].
This may explain why older adults hesitate to use AVs, even if
they can quickly adapt to the human-machine interface (HMI).

Studies examining trust and acceptance of highly automated
driving systems (HADs) among younger and older drivers
have shown that both groups consider HAD trustworthy and
acceptable, with trust and acceptance showing comparable
developmental patterns over different stages of system
experience [200]. Positive initial experiences with HADs
were crucial in establishing drivers’ trust, acceptance, and
system usage. However, the potential risk of over-reliance
and misuse of HADs has also been identified. Future
research should focus on designing HMIs for HADs
that support adequate system experiences from the initial
phase to appropriate ongoing usage, particularly for older
drivers. Finally, to comprehensively assess the relationship
between AVs and ethics, it is essential to consider several
key factors, such as criminalization, paternalism, privacy,
justice, responsibility, transparency, justice and fairness, non-
maleficence, responsibility, privacy, beneficence, freedom,
autonomy, trust, sustainability, dignity, and solidarity [201].
Addressing these issues will ensure AVs’ safe and ethical
operation.
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TABLE 7. ADAS technologies with inclusion and assistive classification by function.

FIGURE 9. Proposed Framework for end-to-end in-vehicle interaction demonstrates how to design inclusive in-vehicle interaction experience in
the proposed paper.

A. AV ACCEPTANCE
For elderly and special needs drivers, research and design that
considers their limitations must be emphasized. Incorporating

advanced assistance systems and improving interior design
aspects can help improve usability and safe driving [153].
Trust is found to have a positive correlation to perceived
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safety and driving comfort [195]. Because of low trust,
automated vehicle control felt less pleasant than human
vehicle control in all aspects of the driving experience, thus
having a lower system acceptance. It is imperative to provide
enough information while driving. Similarly, the term cutting-
edge had a positive relationship with user acceptance, while
bothersome and apprehensive were some emotions having a
negative relationship [128]. Studies suggest there is a need for
marketing future AV taxi services, including providing early
service experiences, maximizing differentiation between AV
taxi and conventional taxi services, addressing low-reliability
issues, and optimizing speed service for individual users.
Recent studies have also shown that older drivers experienced
better control and driving efficacy while riding in an AV as
compared to interacting with a simulator [194], indicating
that exposure to the AV may result in a superior mode of
automation that influences user acceptance by revealing what
it’s actually like. However, in cases where actual physical
experiences are not possible, AV simulators have also been
shown to provide initial exposure that increases trust and
acceptance [202], [203]. Themobility level in older adults(also
majorly affected by cognitive performance) has been shown
to significantly and positively affect AV perception and desire
for knowledge [190]. Even higher education individuals tend
to have more negative opinions regarding AV safety compared
to others [191]; however, their opinions are more likely to
shift towards the positive side after a successful test ride [192].
Thus it’s imperative to provide any forms of demonstrations
and hands-on training for increased trust and perceived safety.
With more recent AI developments, AI coaching has been an
emerging strategy for training and generating AV experiences.
However, one should be careful about the type of information
to deliver [204] for efficient learning. For instance, too much
information has been shown to create a sense of overwhelm
and more visual information was preferred. However, properly
tuned AI coaching has great potential for increased trust,
confidence, and expertise.
In the case of BVI individuals, hope for independence

and freedom, skepticism about the needs being met, safety
concerns, and affordability were identified as major factors
that affected the attitude and willingness to use AV [20].
When developing these technologies, these factors must be
considered in the design process from the outset. Moreover,
manufacturers also need to consider special policies that let
these user groups experience these technologies before mass
deployment to confirm whether the accessibility needs are
met. Additionally, the definition of accessibility should not
only apply to the technological aspect but also the reduction
of profit margins the manufacturers make considering the
high cost these disabled user groups with relatively low
income [196] need to pay. Thus, public information campaigns
must also emphasize the freedom to travel and reassurances
concerning safety while addressing affordability concerns.
Blind and visually impaired individuals were found to favor
the concept of self-driving vehicles and are optimistic about

the potential benefits for mobility and independence [152].
However, older adults and thosewith higher levels of education
were found to express concerns about their ability to operate
the technology and whether their needs were adequately
considered in its design. Additionally, visually impaired
respondents expressed concerns about legal liability and
spurious claims.

B. TRUST
Age has shown to be positively correlated with an individual’s
initial opinion on AV Safety [191]. Indeed, people older
than 60 are shown to be significantly more concerned about
safety [205], [206] even though they tend to show interest
in learning and trying out these technologies [190]. This
greatly affects their willingness to adopt AV technologies
in more publicly deployed forms, such as connected and
automated vehicles (CAV) [207]. Using anthropomorphic
agents to create a two-way conversational interaction with
the user has been found to increase the user’s perceived trust
and pleasure, with passengers feeling more in control of the
journey experience when accompanied by the agent [151].
Using anthropomorphism in the agent’s design creates a more
‘forgiving’ experience, in which passengers are more willing
to accept reliability and dependability issues. Modern AI
technologies such as GANs have been proven to be effective in
generating these types of visual representations [182], [208],
[209], [210], [211] that can be tailored to a specific user.

1) PERSONALLY OWNED AND SHARED USE VEHICLE
CONTEXT
Various factors influence public acceptance of full driving
automation for personal and shared-use vehicles. Some
prominent factors were safety, compatibility, trust, ease of use,
and usage cost. Perceived usefulness, trust, and compatibility
were found to have a more significant impact on the behavioral
intention to use personally owned concepts than shared-use
concepts [212].

VII. INCLUSION TECHNOLOGY AND POLICY
FRAMEWORKS
This section delineates the relationship between driving
inclusion and classical Advanced Driver Assistance Systems
(ADAS) to establish a systematic framework for inclusive
driving design. While ADAS technologies have significantly
improved road safety, driving convenience, and automation,
their role in promoting inclusion remains under-explored [213].
One goal should be to comprehensively evaluate these
technologies, analyzing their capabilities, limitations, and
potential to support a diverse range of users, including those
with disabilities and older adults. To achieve this, focus on
existing ADAS technologies such as adaptive cruise control,
lane keeping assist, and blind spot monitoring is required.
Each system should be evaluated regarding inclusion and
accessibility to highlight its strengths and gaps. As illustrated
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in Table 7, by distinguishing technologies that directly enhance
inclusion from those primarily focused on general safety
and convenience, we aim to provide actionable insights for
designing future inclusive driving systems.
ADAS encompasses a range of technologies designed to

enhance safety, convenience, and inclusion in driving [214],
[215], [216]. For safety, features like Automatic Emergency
Braking (AEB) prevent or mitigate collisions by automatically
applying brakes, while Collision Avoidance Systems (CAS)
use steering or braking to avoid potential crashes. Electronic
Stability Control (ESC) maintains vehicle stability during
sharp turns or slippery conditions, and Anti-lock Braking
Systems (ABS) prevent wheel lock-up during sudden
stops, ensuring better control. Inclusive safety features like
Pedestrian Detection identify and react to pedestrians in the
vehicle’s path, protecting vulnerable road users. For lane and
speed assistance, Adaptive Cruise Control (ACC) dynamically
adjusts speed to maintain safe distances, Lane Departure
Warning (LDW) alerts drivers if they drift out of their lane,
and Lane Keeping Assist (LKA) provides steering inputs
to keep vehicles centered. Traffic Sign Recognition (TSR)
enhances inclusion by detecting and displaying road signs,
ensuring critical information is accessible. Parking assistance
technologies, such as Parking Assistance Systems, help drivers
maneuver into parking spaces, while Rear Cross Traffic Alert
(RCTA) and Blind Spot Monitoring (BSM) reduce collision
risks by warning of approaching vehicles or those in blind
spots. Driver monitoring systems also play a critical role;
the Driver Monitoring System (DMS) tracks driver attention
and alertness, and Tire Pressure Monitoring Systems (TPMS)
ensures proper tire maintenance by providing real-time alerts.
Lastly, HUDs project essential driving information onto the
windshield, improving focus and accessibility for drivers
by reducing distractions. These technologies create a robust
ecosystem for safer and more inclusive driving.

A. CATEGORIZING INCLUSION IN AVS
Despite decades of research and deployment, the traffic
and transportation sector has not fully leveraged these
advancements to create universally inclusive solutions. This
limitation underscores the need for a clear evaluation standard
to distinguish assistive technologies from truly inclusive ones.
Assistive technologies primarily aim to support specific tasks
or user groups, often lacking the flexibility and adaptability to
meet the diverse needs of all drivers, particularly those with
disabilities. In contrast, inclusive technologies are designed
with universal usability, ensuring safety, accessibility, and ease
of use across a wide range of users and scenarios. To address
this gap, a systematic framework is essential for evaluating and
categorizing technologies based on their inclusion capabilities.
Such a framework would provide a robust metric to assess how
well current and emerging technologies align with the goals
of driving inclusion. Establishing these standards can guide
future developments toward solutions that enhance safety and
convenience and ensure accessibility and equity in modern
transportation systems.

B. EVALUATION OF EXISTING SOLUTIONS
Assistive technologies often focus on individual vehicle
safety but may introduce broader inefficiencies. For instance,
dynamic cruise control can lead to frequent acceleration
and braking, disrupting traffic flow and causing congestion.
This proposal emphasizes the importance of developing
standardized evaluation metrics to assess the holistic impact of
these technologies. Such metrics would identify technologies
that genuinely enhance safety and efficiency, distinguish those
with neutral effects, and flag those that may introduce systemic
harm. Moreover, examining situations where individual
safety gains conflict with broader transportation efficiency
is imperative, ensuring balanced advancements.

C. A VISION FOR INCLUSIVE AV DESIGN
A proposed framework in Table 5 provides a detailed
overview of the design considerations that support various
interaction phases, from entering the vehicle to exiting
and every interaction. We also present various factors that
need to be considered during this phase, such as providing
smartphone-based controls for fine-tuning ingress and egress,
personalizing the HMI interface based on the user’s needs, and
providing situational awareness of the surroundings. Addition-
ally, we recommend incorporating multi-modal interactions,
using anthropomorphic agents to improve conversational
interaction, and providing region-based adaptation for the
HMI. Furthermore, the framework highlights the importance
of designing takeover warnings using multi-modal feedback,
adjusting pre-takeover alarm periods based on the age group,
and providing additional assistance for quick driver re-
engagement. The table also emphasizes the need to provide
enough mode information to avoid state anxiety, allow quick
engagement, and articulate driving mode while considering
NDRA impact to adjust takeover warning delay. Overall, the
table provides a comprehensive list of considerations that
should be taken into account by designers and developers of
AVs to ensure a safe, comfortable, and personalized driving
experience for all users. The information presented in the table
is valuable for researchers, practitioners, and policymakers
working in AVs. It provides an essential guide to designing
effective and efficient AVs that meet the needs of all users.
We also visualize and present this framework in Fig 9.

We also propose a comprehensive framework, outlined in
Table 6, that encompasses key considerations for enhancing
the acceptance of AVs. This framework highlights four major
components crucial to addressing the barriers related to AV
usage among various groups. The first component focuses
on identifying user needs to ensure that AVs are designed
to cater to the specific requirements of diverse user groups.
The second component involves developing strategies to
train individuals to become familiar with AV technology,
particularly those who may be less inclined or able to adapt
to new technological advancements. The third component
emphasizes the importance of trust and affordability, which
are significant barriers to the widespread adoption of AVs.
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Addressing safety, privacy, and security concerns is essential to
increase trust. Furthermore, affordability is crucial in making
AVs accessible to everyone, regardless of socioeconomic
status. Finally, the fourth component highlights the need
for design standardization at the government level [217].
By establishing a consistent in-vehicle interaction standard
across various vendors, users can learn once and easily use
AV services from different providers. Overall, our proposed
framework serves as a roadmap for stakeholders to enhance the
acceptance of AVs among diverse user groups. We believe that
addressing the key considerations outlined in our framework
can pave the way for a future where AVs significantly improve
transportation efficiency and safety.

VIII. MISSING GAPS AND OPEN PROBLEMS
There is a notable delay in integrating advanced accessibility
features, already implemented in devices like a regular
smartphone, into a vehicle interaction system. One reason
might be the cost of ownership, as only higher-end vehicles
incorporate some of these features while the affordable ones
keep them minimal. Even with that, the accessibility features
in a regular smartphone are much more capable than those
found in expensive vehicle models [218]. This disparity
highlights a significant gap in policies that should mandate
such accessibility features, at least the basic ones. Fortunately,
with advancements in AI, we can expect future vehicles to
approach a high level of autonomy and interaction to become
more adaptive and responsive to user needs through software
enhancements.

However, significant gaps remain that need attention, even
though AI is advancing faster than any technology we’ve
seen. One key issue is performance inconsistency. While many
tools perform well in most scenarios, they may fail in certain
others, and even a few failures can substantially impact user
interaction. A notable example is the 2018 incident involving
an Uber self-driving car in Arizona, where the AI system
failed to detect a pedestrian crossing the road, resulting in
a fatal accident. Investigations revealed that the vehicle’s
safety driver was distracted and the AI system did not identify
the pedestrian in time to prevent the collision. [219]. The
explainability of actions or responses generated is another
challenge currently being addressed. Sometimes, these tools
may generate unpredictable outputs without logical reasoning.
It has also been evident that users often overtrust AI, which
might lead to significant setbacks if it fails [220].
The pace of AI development is outpacing regulatory

frameworks, creating uncertainty about accountability in
cases of system failures. Legal and ethical questions
about liability, particularly in autonomous systems, remain
unresolved, posing challenges for widespread adoption in
accessibility-focused applications. For instance, in some
regions, manufacturers classify their autonomous systems as
Level 2 to avoid liability, as Level 3 systems would require
them to assume responsibility for driving tasks [221], [222],
[223]. Interoperability is yet another issue that needs to be
addressed. There is a lack of standards for how different

AI and accessibility systems should interact both within
the vehicle and with external environments like pedestrians
and other vehicles [224]. This can result in disjointed user
experiences, particularly when moving between different
vehicle manufacturer systems. For instance, in 2022, a fleet of
Cruise AVs in San Francisco experienced a communication
failure, causing multiple vehicles to cluster and block
traffic for hours. This incident highlighted how the lack of
standardized communication protocols between AVs and their
environment can result in significant disruptions [225], [226].

Robust real-world testing is also another major issue. Many
AI tools and systems are evaluated under ideal conditions
that fail to reflect the complexity and variability of real-
world scenarios. This gap in testing and validation might lead
to unexpected failures when deployed at scale, especially
in critical environments like AVs. A notable incident is
that a Tesla Model 3 in Autopilot mode failed to avoid a
collision with a stationary Ohio State Highway Patrol cruiser
in 2022 [227], although the Tesla Autopilot systemwas already
extensively tested and widely deployed.
Moreover, Brain-Computer Interfaces and assistive wear-

ables seem to offer promising routes for enhancing accessibil-
ity, yet their practical application faces significant challenges.
Technically, BCIs encounter issues such as the need for
invasive procedures to achieve accurate signal readings, which
pose medical risks, while non-invasive methods often suffer
from poor signal quality due to interference and may require
expensive amplification hardware [228]. User adoption is also
restricted by privacy concerns associated with development
since assistive wearables process sensitive health data that
could be misused if not properly protected [229].
Lastly, the accessibility gap is further widened by the

digital divide. Users from low-income or rural areas often lack
access to the infrastructure required to support these advanced
systems, such as reliable internet connectivity or compatible
hardware [230]. Without addressing these fundamental
barriers, even the most advanced AI solutions risk becoming
inaccessible to large sections of the population. Bridging
these gaps requires a multi-pronged approach, encompassing
policy reform, inclusive design practices, thorough testing
protocols, and efforts to ensure equitable access. Collaborative
initiatives between industries, governments, and advocacy
groups are also crucial to unlocking the full potential of
AI-driven accessibility technologies [231].

These challenges highlight the need for further development
and oversight of AI technologies used in accessibility contexts,
such as AVs, to ensure they are reliable and transparent.

IX. DISCUSSION
A. RELATION WITH ADAS
While assistive technologies, such as adaptive cruise control
and automatic emergency braking, enhance safety and
convenience, they often fail to meet the broader needs of
diverse user groups, including individuals with disabilities
and older adults. For instance, ACC offers dynamic cruising
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capabilities but may fail during emergencies or cause safety
risks due to direct drivetrain interactions [217], [226], [227].

B. RELATION TO AUTONOMOUS DRIVING
Vehicle inclusion design is closely tied to the level of
autonomy. At lower levels (Levels 1-2), inclusion efforts
are primarily focused on safety features such as automatic
emergency braking and lane departure warning. These features
enhance safety and reduce driver fatigue but do not fully
accommodate users unable to perform driving tasks. Moderate
autonomy (Level 3) introduces capabilities like highway
lane-keeping and adaptive speed adjustments, which address
inclusion by reducing physical and cognitive demands c [34].
However, manual intervention in complex scenarios still limits
accessibility. Higher autonomy levels (Levels 4-5) hold the
greatest potential for inclusion, offering hands-free operation
and features like automated lane merging and full self-driving
capabilities. These advancements enable individuals with
disabilities and older adults to achieve greater independence.
Nonetheless, legal uncertainties around liability for fully
autonomous systems pose significant barriers to widespread
adoption and inclusive design implementation [223].

C. RELATION WITH TRANSPORTATION
Inclusive design in autonomous driving extends its impact
on transportation networks, reshaping traffic systems at a
systemic level. Advanced driving technologies contribute to
safer and more efficient transportation, even at basic autonomy
levels. For instance, Toyota’s Dynamic Radar Cruise Control
(DRCC) and lane-centering assist enhance road safety by
reducing human error [232]. Modern vehicles’ Vehicle-
to-Everything (V2X) communication capabilities transform
cars into active participants in interconnected transportation
ecosystems. For instance, HERE Technologies developed
HD live map system for both BMW and Mercedes-Benz to
achieve real-time route planning through data-sharing [233].
This interoperability enables dynamic traffic management,
continuously monitoring and adjusting road conditions and
vehicle locations. As more vehicles adopt autonomous and
connected technologies, urban transportation systems can
become safer, more efficient, and inclusive, benefiting the
entire mobility ecosystem.

D. ETHICAL CONSIDERATIONS
The integration of inclusive features in autonomous vehicles
raises complex ethical and legal challenges. While these
systems can enhance mobility for older adults and individ-
uals with disabilities, liability concerns inhibit widespread
adoption. Determining responsibility in accidents—whether
it lies with the human driver or the autonomous system—
remains legally unclear, discouraging manufacturers from
prioritizing accessibility-focused innovations [28], [34], [217],
[226]. Another critical issue is automation complacency,
where drivers become overly reliant on assistive systems
like AEB or ACC and fail to intervene when necessary.

This risk is particularly pronounced in partially automated
vehicles (Levels 2-3), where users may assume the system
can handle all situations, leading to delayed reactions in
emergencies [227]. Addressing these concerns requires clear
regulations to define liability and ensure accountability. Addi-
tionally, user education is essential to promote responsible
engagement with automation and prevent over-reliance [224].
Without these measures, the full potential of autonomous
systems to improve accessibility and equity may remain
unrealized.

E. FUTURE DEVELOPMENT
Previous research predominantly mostly focuses on older
adults and individuals with visual impairments, which may
leave other disability groups underrepresented. Additionally,
the diverse range of cognitive and physical abilities among
users creates significant challenges in designing universally
inclusive systems. For example, individuals with motor
impairments can have varying levels of severity, and those with
blindness can have different levels of impairment. Future work
should address these gaps by considering a wider spectrum of
disabilities and exploring adaptive, personalized solutions to
ensure accessibility for all individuals.

X. CONCLUSION
This paper has presented a comprehensive discussion of
designing an inclusive in-vehicle human-machine interface,
focusing on addressing the needs and abilities of older adults
and individuals with various disabilities. Our proposed end-to-
end framework for in-vehicle interaction incorporates various
technologies to facilitate the actions a driver might need to take
to improve user acceptance of AVs. Our findings have impor-
tant implications for researchers and manufacturers designing
inclusive in-vehicle interaction systems. Specifically, our
framework provides a valuable reference point for developing
more accessible and personalized interfaces that accommodate
all individuals’ diverse needs and abilities. Additionally, our
work provides insight for researchers studying user needs
and ways to improve the acceptance of AVs. The proposed
architectural design offers guidelines on developing more
inclusive in-vehicle interaction systems that can enhance the
overall driving experience for all individuals. Noting that many
assistive technologies are still required to cover the diverse
needs of passengers with disability, we hope our review on
the current practice and lacking features will inspire further
research in this area and lead to more innovative solutions
to improve the lives of older adults and individuals with
disabilities.
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