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ABSTRACT

LiDAR-based 3D semantic segmentation is one of the most widely used perception methods to support scene
understanding of self-driving vehicles. Most publicly available LIDAR datasets for driving scene segmentation,
such as SemanticKITTI, nuScenes, and SemanticPOSS, provide only a single type of LiDAR configuration.
Therefore, testing a trained model with a different channel configuration than the training dataset is sometimes
inevitable in real-world applications. Despite the significance of this LiDAR channel mismatch problem in the
machine learning pipeline, little research has focused on investigating the impact of the LiDAR configuration
shift on a model’s test performance. This paper aims to provide referenceable baseline experiments for the
LiDAR configuration shifts. We explore the effect of using different LiDAR channels when training and testing
a 3D LiDAR point cloud semantic segmentation model, utilizing Cylinder3D for the experiments. A Cylinder3D
model is trained and tested on simulated 3D LiDAR point cloud datasets created using the Mississippi State
University Autonomous Vehicle Simulator (MAVS) and 32, 64 channel 3D LiDAR point clouds of the RELLIS-3D
dataset collected in a real-world off-road environment. Our experimental results demonstrate that sensor and
spatial domain shifts significantly impact the performance of LiDAR-based semantic segmentation models. In the
absence of spatial domain changes between training and testing, models trained and tested on the same sensor
type generally exhibited better performance. Moreover, higher-resolution sensors showed improved performance
compared to those with lower-resolution ones. However, results varied when spatial domain changes were present.
In some cases, the advantage of a sensor’s higher resolution led to better performance both with and without
sensor domain shifts. In other instances, the higher resolution resulted in overfitting within a specific domain,
causing a lack of generalization capability and decreased performance when tested on data with different sensor
configurations.
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1. INTRODUCTION

The ability of autonomous vehicles to perceive their surrounding environment is crucial for identifying nearby
objects and planning safe driving routes.! Many autonomous driving systems depend on cameras and 3D Light
Detection and Ranging (LiDAR) sensors to achieve this task. LiDAR sensors are particularly vital in off-road
environments such as forests,? construction sites,® and disaster sites® because they can compensate for the
limitations of cameras by being able to directly measure distances and by being more robust to weather and
lighting changes. Consequently, research on LiDAR semantic segmentation is being actively conducted to enable
semantic scene understanding in off-road environments. LiDAR semantic segmentation involves assigning a label
to each point in the point clouds collected from LiDAR sensors and classifying the corresponding points as
objects or background elements. This process allows autonomous driving systems to recognize and differentiate
the components of their surroundings, facilitating the planning of safe driving routes.
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Despite the importance of LIDAR sensors in unstructured off-road environments, the number and diversity of
open datasets featuring off-road LiDAR driving data are limited compared to those for on-road LiDAR driving
datasets.2®6 Most annotated LiDAR driving point cloud datasets, such as SemanticKITTL" nuScenes,® and
SemanticPOSS,? primarily focus on on-road environments. Additionally, most of these datasets provide data
collected using only a single LiDAR configuration. LiDAR configurations consist of various factors, such as
field of view (FoV), range, resolution, and sensor mounting position. Changes in these factors can influence the
accuracy and distribution of sensor data, potentially impacting the performance of semantic segmentation models.
However, few studies have explored the effects of different LiDAR configurations on semantic segmentation
performance.

Collecting and annotating off-road LiDAR point cloud datasets for autonomous driving requires significant
time and effort. Consequently, it is sometimes necessary to use pre-trained models on existing datasets when
conducting semantic segmentation in new off-road environments. However, obtaining an off-road LiDAR dataset
that encompasses various off-road scenes and LiDAR configurations suitable for generalizing the pre-trained
model’s performance is challenging. Therefore, it is essential to understand how applying a pre-trained semantic
segmentation model, trained on a specific driving dataset with a particular environment and configuration, affects
its performance when tested on different off-road environments with varying LiDAR configurations.

In this paper, we aim to experimentally investigate the impact of sensor domain shifts caused by LiDAR
configuration changes between training and testing sets on the performance of off-road semantic segmentation
models. To achieve this, we conduct experiments using a real-world off-road LiDAR dataset from RELLIS-3D'°
and a simulated off-road LiDAR dataset generated using the Mississippi State University Autonomous Vehicle
Simulator (MAVS).!! By training and testing a Cylinder3D!? model for the task of semantic segmentation and
examining the effect of different LiDAR configurations on the segmentation performance, we aim to address the
following research questions:

1. How does each configuration parameter change influence the semantic segmentation model’s performance?

2. What is the impact of sensor domain shift caused by configuration differences between training and testing
data on the semantic segmentation model’s performance?

3. How does spatial domain shift (i.e., change in scene ecosystem) between training and testing data influence
the semantic segmentation model’s performance?

This research aims to investigate the relationship between changes in LiDAR configurations and 3D LiDAR
semantic segmentation in off-road environments, providing referenceable experimental results for other research
and experiments. Furthermore, we expect that our findings will contribute to developing LiDAR datasets for au-
tonomous driving systems in off-road environments and help improve and optimize LiDAR semantic segmentation
model performance.

2. RELATED WORK
2.1 LiDAR technology in robotics

Light Detection and Ranging (LiDAR) technology enables an autonomous system to reconstruct the geometry
of the surrounding environment in the form of a 3D point cloud. LiDAR works by counting the time between
acquiring backscattered energy from a pulsed laser beam and using these time measurements together with the
speed of light in air to compute distances to objects and surfaces in the surrounding environment.'® As the main
form of 3D perception for many autonomous driving systems, LiDAR plays an important role in localization,'4
object classification,!® scene segmentation,'® and traversability estimation.!” Compared to cameras, LiDAR is
advantageous for navigational tasks because it can be used to directly measure the distance to obstacles which
enables robots to navigate effectively while avoiding obstacles.!® LiDAR also enables dynamic reconstruction of
a robot’s workspace!® which is useful for tracking and manipulating objects.

Primary LiDAR models used in robotics research include those manufactured by Velodyne, Ouster, Hesai,
and RoboSense.! With the growth of research interest in autonomous driving, there is a wide variety of LiDAR



models in the market with different hardware configurations and specifications such as (i) number of channels,
which controls the number of LIDAR beams in the vertical direction, (ii) horizontal resolution, which controls the
horizontal spacing between consecutive LIDAR returns, (iii) vertical resolution, which controls the vertical spacing
between consecutive LIDAR returns, (iv) field-of-view, which specifies the minimum and maximum LiDAR beam
angle, and (v) maximum range, which determines the maximum distance that can be measured by the LiDAR.
Some previous works have investigated the effect of LiDAR configuration changes for specific variables such as
sensor position?® and scanning style.?! Other works have explored ways to overcome the configuration differences
through reinforcement learning-based adaptation®? or solving for the optimal configuration.?? However, there
still exists a research gap in comprehensively analyzing the effect of all LIDAR configuration parameters, as well
as in analyzing the effect of differing LiDAR configuration between training and testing.

2.2 LiDAR semantic segmentation

In the context of LiDAR point clouds, semantic segmentation refers to the task of assigning a semantic label
to every 3D point in the point cloud. Semantic segmentation can be carried out using various methods such
as region growing,'® or point-level classifiers trained using machine learning methods. Most recent works in
semantic segmentation rely on the latter method paired with deep neural networks trained on large datasets to
learn high-level features from point cloud data. Some neural network architectures process a point cloud directly
as a unordered set?% 25 and use pooling layers to combine information across the whole set. Other architectures
pre-process the point cloud using a voxel®® or cylindrical'? grid before applying convolutional layers to extract
features. On the other hand, transformer-based architectures®” use self-attention layers instead of convolutional
layers to operate on the point cloud. There are also architectures that make use of context information from
point clouds collected from multiple views over time.?®2? Despite the wealth of available methods for semantic
segmentation, their robustness to different configurations of LIDAR hardware has not been well studied.

2.3 LiDAR datasets

Most datasets currently used for training autonomous driving models such as Semantic KITTL” nuScenes,® and
SemanticPOSS? feature on-road environments. On the other hand, off-road environments contain challenging
features such as changing terrain types and vegetation with complex geometry. Only a few datasets exists for
off-road environments, which are RELLIS-3D,'® ORFD,® and CaT;?* and out of these, only RELLIS-3D offers
labeled LiDAR data. Due to the challenge in annotating LiDAR datasets, some studies rely on simulations
to generate labeled data. Simulated datasets offer an advantage compared to real datasets in that manual
annotations are not needed to generate ground truth labels.?! Recent simulated datasets include LidarSim,3?
which utilizes a catalog of 3D static maps and 3D dynamic objects, and KITTI-CARLA,?? which uses the
CARLA simulator to simulate a vehicle with sensors identical to the KITTI dataset. Overall, even though these
standard datasets and benchmark are widely used to train and test autonomous driving models, the significance
of domain shift caused by differing LiDAR configurations is still unclear. Additionally, no studies have analyzed
the impact of LiDAR configuration on off-road datasets.

3. METHODOLOGY

In this study, we investigate the impact of various LiDAR configurations on the performance of off-road se-
mantic segmentation models by training and testing the Cylinder3D model on both simulated and real-world
datasets. The simulated dataset is generated using the Mississippi State University Autonomous Vehicle Simu-
lator (MAVS), which can automatically assign ground truth semantic labels. The real-world dataset is sourced
from the publicly available RELLIS-3D dataset, containing LiDAR point clouds from an off-road environment
on Texas A&M University’s Rellis Campus. This dataset provides manually annotated labels based on synched
image dataset.

Our experiments are divided into two parts. In the first part, we use MAVS to generate a simulated dataset
with three distinct types of LiDAR sensors: OS-1, Velodyne Ultra Puck, and VLP-16. We also create different
versions of the VLP-16 sensor in MAVS with varying configuration parameters such as field of view (FoV), range,
resolution, and sensor position. These simulated datasets are separately trained and tested on the Cylinder3D
model to evaluate the impact of changing each LiDAR configuration on semantic segmentation performance.



Furthermore, we examine the combined effects of spatial and sensor domain shifts by testing the trained model
on two separate test datasets: one from the same off-road environment as the training set and another from a
different off-road environment. In the second part of our experiments, based on the results from the simulated
dataset, we analyze the influence of sensor domain shifts on the semantic segmentation model’s performance
in real-world settings using the RELLIS-3D dataset, which comprises LIDAR point clouds from OS-1-64 (64
channels) and Velodyne Ultra Puck (32 channels) sensors.

In the following subsections, we outline detailed descriptions of the datasets used in our experiments, including
the RELLIS-3D dataset and off-road LiDAR simulation datasets generated using MAVS. We also discuss the
Cylinder3D model utilized to train and test these datasets and discuss the experimental details and processes.

3.1 RELLIS-3D Dataset

The RELLIS-3D dataset is one of the few real-world off-road driving datasets containing LiDAR, point clouds.
The dataset was collected on Texas A&M University’s Rellis Campus using various sensors, such as LiDAR and
RGB-D sensors, mounted on a Clearpath Warthog robot. Each raw sensor data frame, including images and 3D
LiDAR point clouds, is synchronized. Additionally, the dataset provides pixel-wise image annotations as well as
point-wise LiIDAR annotations derived from the image annotations.

In this paper, we utilize only the data collected from the two LiDAR sensors available in the RELLIS-3D
dataset, namely the 64-channel Ouster OS1-64 and the 32-channel Velodyne Ultra Puck. Both LiDAR sensors
utilized a spinning frequency of 10 Hz during data collection. The OS1-64 sensor has a 45-degree vertical FoV,
while the Ultra Puck has a 40-degree FoV. The relative position between the two sensors was fixed, with the OS1-
64 mounted 7 cm above the Ultra Puck. These two LiDAR datasets contain 15 classes, including void, grass,
tree, pole, water, vehicle, log, person, fence, bush, concrete, barrier, puddle, mud, and rubble. We excluded
points in the dirt, asphalt, object, and building classes other than the 15 used by the authors when testing their
dataset for LIDAR semantic segmentation models because those classes have only a few points.'®

Table 1. Details about the RELLIS-3D dataset with different splitting methods

Split Method 1 (original) Split Method 2 (modified)
Sensors Velodyne Ultra Puck ‘ 0S1-64 | Velodyne Ultra Puck ‘ 0S1-64
Number of Scans
Train 7792 7800 9296 9313
Valid 2409 2413 2180 2184
Test 3335 3343 2056 2059
Number of Points
Train 191M 576M 224M 726 M
Valid 64M 205M 54M 14T
Test 76M 233M 52M 139M
Number of Classes Present
Train 14 14 14 14
Valid 10 10 12 12
Test 14 14 12 12

The data split is performed in two ways to examine the impact of LiDAR configuration changes on model
performance with and without spatial domain shifts. The first approach follows the same procedure used by
the authors in their published benchmark,'® distributing all five off-road scenes collected from different locations
evenly across the training, validation, and test sets. The second approach involves assigning scenes 00, 01, and 02
as the training set, scene 03 as the validation set, and scene 04 as the test set. With the first approach, LiDAR
scans from the same scene could appear in both the training and test sets. In contrast, the second approach



ensures that the training and test sets comprise data collected from distinct locations. Table 1 illustrates the
changes in the number of scans, points, and classes of the RELLIS-3D dataset according to each splitting method.
Additionally, Appendix B provides point cloud class distribution graphs corresponding to each split approach.

3.2 MAVS

Creating LiDAR datasets by changing a single sensor configuration parameter at a time while keeping other
factors constant in the real world is practically impossible. Numerous factors, such as weather, lighting, and
driving conditions, affect sensor performance, making it difficult to control these factors precisely when creating
datasets with different sensor configurations. Furthermore, even when collecting data using multiple sensors
simultaneously, each sensor must be mounted at different locations and operate at different times, necessitating
synchronization. However, accurately synchronizing all sensor data is quite challenging. Moreover, accurately
annotating all collected datasets, typically performed by humans, is time-consuming, labor-intensive, and error-
prone. To conduct repeatable experiments in a precisely controlled environment without those problems and
possibly erroneous annotations, we generate simulated datasets using MAVS (Mississippi State University Au-
tonomous Vehicle Simulator). MAVS is an autonomous vehicle simulator developed by Mississippi State Uni-
versity, employed as a virtual simulation platform for developing and testing autonomous driving technologies
in both on- and off-road environments. It facilitates the simulation and control of various virtual off-road scenes
and automatically annotates sensor data from the simulated scenes.

Table 2. Three different LIDAR sensor models used in the MAVS dataset. For the horizontal resolution values, the smaller
the number, the higher the resolution.

Simulated Sensors VLP-16 Velodyne Ultra Puck 0S1-64
Maximum Range 100m 200m 120m
Vertical FoV 30° (£ 15°) 40° (-25° - +15°) 45° (£ 22.5°)
Vertical Resolution 16 32 64
Horizontal FoV 360° 360° 360°
Horizontal Resolution 0.2° 0.2° 0.18°
Rotation Rate 10Hz 10Hz 10Hz

In this paper, we generate simulated datasets with five classes: rough trail, low vegetation, high vegetation,
smooth trail, and obstacle. These datasets are collected under identical simulated environmental conditions using
three different virtual LIDAR sensors configured as shown in Table 2: OS1-64, Velodyne Ultra Puck (32 channels),
and VLP-16. Furthermore, to investigate the impact of individual LiDAR configuration parameters such as
maximum range, field of view (FoV), number of channels, horizontal resolution, and sensor position on semantic
segmentation, we create twelve supplementary datasets using multiple VLP-16-based LiDAR. configurations,
modifying only one parameter at a time. In our experiments, the default VLP-16 configuration is shown in Table
2, featuring 16 channels, a maximum detection range of 100m, a vertical FoV between -15 and 15 degrees, a
horizontal resolution of 0.2, and a sensor position of x = Om, y = Om, and z = 1.2m, relative to the center of the
vehicle at the ground level. In the supplementary datasets, we introduce changes to the default configuration
as follows: channels set to 32 or 64, maximum range adjusted to 150m or 200m, FoV maintained at 30 degrees
while modifying the angles by 5 degrees up or down, horizontal resolution set to 0.1 or 0.4, and LiDAR position
adjusted by 10 cm in each direction (up, down, left, and right). Each of the simulated datasets contains four
scenes (00, 01, 02, 03), with three scenes (00, 01, 02) sharing the same simulated ecosystem and one scene
(03) using a different simulated ecosystem. The scenes contain 2702, 2717, 2717, and 2792 scans, respectively.
Appendix A provides further information about the differences.

Similar to the RELLIS-3D dataset experiment, we apply two splitting approaches to the datasets created
through MAVS to investigate the impact of LiDAR configuration shifts accompanied by spatial domain shifts.
The first approach assigns three scenes with the same environmental ecosystem presets (which control factors
such as tree species, vegetation height, and vegetation density) to the training (00), validation (01), and test



sets (02). This means that the training, validation, and test sets will have similar class distributions. The second
approach uses two different types of scenes using different environmental ecosystem presets. The training (00)
and validation (01) sets use the first scene type, whereas the test set uses a different scene type (03). This means
the training and test sets will have different vegetation species in their off-road scenes. Figure 1 illustrates the
differences in datasets collected under two different simulated off-road scene conditions, even though the same
virtual sensor is used.

Figure 1. Example simulated off-road environments in MAVS with different ecosystems. Left: Labeled 3D LiDAR point
cloud for off-road scenes 00, 01, and 02, which share the same ecosystem. Right: Labeled 3D LiDAR point cloud for
off-road scene 03, which is from a different ecosystem

3.3 Cylinder3D

Our study employs the Cylinder3D model, a neural network for LiDAR semantic segmentation in driving sce-
narios proposed by Zhu et al.!? This model leverages point clouds’ 3D topology relationships and structures
in driving scenes, effectively capturing local and global contextual information to enhance segmentation per-
formance. Cylinder3D consists of several key components, including cylinder partition, asymmetric residual
blocks, and dimension-decomposition-based context modeling. Cylinder3D adopts a cylindrical representation
to improve computational efficiency and accuracy by converting LiDAR point clouds into a cylinder coordinate
system. This representation allows for a more even distribution of points across different regions while preserving
the geometric structure.

For the simulated datasets in MAVS, Cylinder3D is trained for 6 epochs, with a batch size of 2 and a learning
rate of 0.001. For the RELLIS-3D dataset, Cylinder3D is trained for 40 epochs with a batch size of 2 and a
learning rate of 0.001.

At the time of its release, Cylinder3D was the best-performing semantic segmentation model on the Se-
manticKITTI? and nuScenes® datasets. At the time of this study, Cylinder3D placed 5th on the SemanticKITTI
leaderboard and 10th on the nuScenes leaderboard. Due to its availability of open-source code and good perfor-
mance in 3D semantic segmentation for outdoor scenes, we chose to use Cylinder3D for our experiments.

4. RESULTS
4.1 Evaluation Metrics

This study evaluates the Cylinder3D model’s performance using the mean Intersection over Union (mIoU) metric.
mloU is a widely used metric for semantic segmentation,”® as it quantifies the overlap between the predicted
segmentation and the ground truth. A higher mIoU value indicates better model performance.

The mlIoU is calculated as follows:

N
1 TP;

IoU = — - 1

Il = 2 TR T R EN) W

where N is the number of classes, T'P; is the number of true positive predictions for class i, F'P; is the number
of false positive predictions for class i, and F'N; is the number of false negative predictions for class 7. In our
experiments, we compute the mloU for each class and average them to obtain the final mIoU value.
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Figure 2. Visualizations of simulated datasets generated using MAVS, comparing the effects of different LiDAR con-
figuration parameters on point cloud data. The top row shows point clouds generated with varying field of view (FoV),
the second row shows variations in range values, and the third row shows the impact of changing the vertical resolution.
The fourth row shows the effect of modifying the horizontal resolution, while the bottom two rows show the impact of
adjusting the LiDAR position.

4.2 Effect of Change in Individual LiDAR Parameter

To establish a baseline for the Cylinder3D model performance without sensor configuration changes between
training and testing, we trained the model on MAVS simulated datasets, with single sensor configuration param-
eters altered. Figure 2 illustrates visualizations of the generated simulated datasets using MAVS, comparing the
visual changes caused by the different LiDAR configuration parameters in the point clouds. The first experiment



investigated the impact of altering individual LiDAR parameters without spatial domain shift (Table 3). We
observed that the model performance remained relatively stable when the range was adjusted from 100m to
150m or 200m, with mIoU decreasing only by 0.2% and 0.3%, respectively. The mloU fluctuated as the field
of view (FoV) was modified; the model performed better with a [-20, 10] FoV configuration than the original
[-15, 15] FoV, increasing by 0.25% mloU. However, the mIoU decreased by 1.5% when the FoV was set to [-10,
20]. A consistent improvement in the model’s performance was observed as the vertical resolution increased,
with mIoU increasing by 1.62% when the vertical resolution was doubled from 16 to 32 and by 2.26% when it
was quadrupled to 64. The model’s performance improved with an increase in horizontal resolution from 0.2 to
0.1, resulting in a 1.42% increase in mloU, while a decrease in resolution to 0.4 resulted in a 1.55% reduction in
mloU. The model’s performance slightly varied with changes in LiDAR, position; when the LiDAR was moved
10 ¢cm up, down, left, or right, the mIoU fluctuated between 93.92% and 94.71%. The most significant decrease
in mIoU occurred when the LiIDAR was moved 10 cm to the right, resulting in a decline of 0.7%. Overall, the
model appeared relatively robust to small changes in LiDAR position in this scenario. In the absence of sensor
and spatial domain shifts, the Cylinder3D model was generally robust to changes in LIDAR parameters, with
some sensitivity to the field of view and horizontal resolution.

Table 3. Performance metrics for the Cylinder3D model on MAVS simulated datasets with varying individual LiDAR
parameters under no spatial domain shift.

Configuration High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Modified maximum range

100m (original) 99.31 90.36 92.46 98.86 92.12 94.62
150m 99.11 90.91 90.28 98.74 93.17 94.44
200m 99.14 90.83 90.32 98.56 92.77 94.32
Modified FoV

[-15, 15] (original) 99.31 90.36 92.46 98.86 92.12 94.62
[-10, 20] 99.21 91.47 88.87 98.32 87.71 93.12
[-20, 10] 98.83 92.48 90.12 98.76 94.18 94.87
Modified vertical resolution

(vres: 16) (original) 99.31 90.36 92.46 98.86 92.12 94.62
(vres: 32) 99.54 94.70 93.98 98.98 93.98 96.24
(vres: 64) 99.69 95.15 95.37 98.99 95.20 96.88
Modified horizontal resolution

(hres: 0.1) 99.44 92.61 94.51 99.21 94.42 96.04
(hres: 0.2) (original) 99.31 90.36 92.46 98.86 92.12 94.62
(hres: 0.4) 99.00 87.14 88.71 98.77 91.73 93.07
Modified position

(Om, Om, 1.2m) (original) 99.31 90.36 92.46 98.86 92.12 94.62
10 cm up 99.33 90.84 91.10 98.94 91.96 94.433
10 cm down 99.21 90.72 91.76 98.67 92.39 94.55
10 cm left 99.26 90.48 92.27 98.93 92.62 94.71
10 cm right 99.27 90.06 91.66 98.58 90.08 93.92

In the second experiment, we examined the impact of altering individual LiDAR parameters when a spatial
domain shift was present (Table 4). When the range was adjusted from 100m to 150m or 200m, the mloU
increased by 0.3% when the range changed to 150m and by 3.43% when it changed to 200m. This contrasted
with the findings of the first experiment, which displayed a slight but consistent decrease in mIoU as the range
increased. The influence of modifying the FoV was more significant than in the first experiment, with the mloU
decreasing by 12.99% when the FoV was set to [-10, 20] and slightly increasing by 2.82% when the FoV was



set to [-20, 10]. Enhancing the vertical resolution positively impacted the model’s performance, with the mIoU
increasing by 3.56% when the vertical resolution was doubled from 16 to 32 and by 3.58% when it quadrupled to
64. In line with the first experiment’s results, the model could benefit from higher vertical resolution when spatial
domain shifts were present. The effect of altering the horizontal resolution was more noticeable when there was
a spatial domain shift. When the horizontal resolution was increased from 0.2 to 0.1, the mIoU increased by
2.24%, while the mIoU decreased by 4.41% when the resolution was reduced to 0.4. The model’s performance
was more sensitive to changes in LiDAR position when a spatial domain shift was present. When the LiDAR
was moved 10 cm up, down, left, or right, the mIoU fluctuated between 7.79% and 44.51%. The most substantial
increases in mIoU occurred when the LiDAR was moved 10 cm left and right, resulting in a decrease of 30.37%
and 30.81%, respectively. This indicates that the model is more sensitive to changes in LiDAR position when
there is a spatial domain shift.

Table 4. Performance metrics for the Cylinder3D model on MAVS simulated datasets with varying individual LiDAR
parameters under spatial domain shift.

Configuration High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Modified maximum range

100m (original) 47.10 11.92 8.42 43.88 81.68 38.60
150m 48.62 13.95 3.48 49.51 78.94 38.90
200m 59.20 13.90 2.17 55.15 79.72 42.03
Modified FoV

[-15, 15] 47.10 11.92 8.42 43.88 81.68 38.60
[-10, 20] 48.91 8.18 11.34 6.85 52.77 25.61
[-20, 10] 41.58 10.29 2.67 67.91 84.67 41.42
Modified vertical resolution

(vres: 16) 47.10 11.92 8.42 43.88 81.68 38.60
(vres: 32) 50.62 7.48 2.88 62.61 87.22 42.16
(vres: 64) 48.99 4.91 2.88 68.74 85.38 42.18
Modified horizontal resolution

(hres: 0.1) 46.65 10.93 9.14 49.70 80.89 39.46
(hres: 0.2) (original) 47.10 11.92 8.42 43.88 81.68 38.60
(hres: 0.4) 57.96 11.81 4.93 60.11 71.29 41.22
Modified position

(Om, Om, 1.2m) (original) 47.10 11.92 8.42 43.88 81.68 38.60
10 cm up 48.84 6.12 7.66 43.17 74.51 36.06
10 cm down 56.96 15.45 4.95 66.63 78.55 44.51
10 cm left 31.52 8.74 0.55 0.03 0.31 8.23
10 cm right 27.76 0.32 1.72 6.39 2.74 7.79

In conclusion, the Cylinder3D model generally performed well even when individual LiDAR parameters were
changed, provided there was no spatial domain shift. The experimental results demonstrated that, without a
spatial domain shift, the Cylinder3D model is relatively robust to changes in LiDAR parameters, displaying a
tendency for performance improvement when increasing vertical and horizontal resolution. Additionally, perfor-
mance increased when the FoV was oriented more toward the ground. However, when a spatial domain shift
occurred, the model became more sensitive to changes in specific parameters, such as field of view and horizontal
resolution. In this scenario, an increase in vertical resolution and a lower FoV still contributed to performance
improvement, but unlike the experiment without a spatial domain shift, increasing the horizontal resolution led
to the degradation of the model’s performance. Furthermore, sensitivity to LIDAR position changes increased,
especially when moving left or right, resulting in substantial performance decreases.



4.3 Combined Effects of Multiple LIDAR Configuration Parameters

We investigated the combined effects of multiple LiDAR configuration parameters in these experiments by per-
forming tests on the MAVS simulated datasets generated with VLP-16, Velodyne Ultra Puck, and OS1 configu-
rations (Table 5). It is important to note that each LiDAR has a different range, FoV, vertical, and horizontal
resolution (described in Table 2). A close examination of Table 5 reveals that the Velodyne Ultra Puck config-
uration achieved the highest mean mIoU (96.25) across all classes, closely followed by the OS1-64 configuration
(95.81). The VLP-16 configuration, on the other hand, had a slightly lower mean mIoU of 94.62.

Table 5. Results of the experiments on the MAVS simulated datasets generated with VLP-16, Velodyne Ultra Puck, and
OS1 configurations under no spatial domain shift.

Configuration High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
VLP-16 99.31 90.36 92.46 98.86 92.12 94.62
Velodyne Ultra Puck 99.45 94.05 92.94 98.94 95.86 96.25
0S1-64 99.48 93.18 93.27 98.80 94.33 95.81

Table 6 displays the results of the experiments under spatial domain shifts. The Velodyne Ultra Puck config-
uration again demonstrated the best overall performance with a mean mlIoU of 46.16. The OS1-64 configuration
followed with a mean mloU of 44.32, and the VLP-16 configuration had the lowest mean mlIoU at 38.60. The
mean performance of the models across different LIDAR configurations was relatively high in the no spatial
domain shift scenario, ranging from 94.62 to 96.25. Additionally, the standard deviations were low, indicating
that the model’s performance is consistent across different classes. In contrast, in the spatial domain shift sce-
nario, the mean performance of the models was significantly lower, ranging from 38.60 to 46.16. The model’s
performance also varied considerably across different classes. This highlights the challenges faced by the model
when generalizing to new environments.

Table 6. Results of the experiments on the MAVS simulated datasets generated with VLP-16, Velodyne Ultra Puck, and
OS1 configurations under spatial domain shift.

Configuration High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
VLP-16 47.10 11.92 8.42 43.88 81.68 38.60
Velodyne Ultra Puck 56.39 7.90 2.06 75.59 88.88 46.16
0S1-64 52.88 6.89 2.87 71.49 87.48 44.32

Based on the two experimental results, we can see that the Velodyne Ultra Puck configuration consistently
outperformed the other configurations with or without spatial domain shifts in these experiments. The OS1-64
configuration also demonstrated competitive performance, surpassing the VLP-16 configuration in most cases.
However, these findings did not directly align with what we observed regarding the impact of individual LiDAR
configuration parameters in Table 3 and Table 4, particularly the notion that increasing the vertical resolution
consistently improved the model’s performance in both scenarios. This suggests that the interplay between
different parameters can lead to complex and sometimes unexpected impacts on the model’s performance.

4.4 Impact of Sensor Domain Shift between Training and Testing

We assessed the impact of sensor domain shift between training and test by evaluating the Cylinder3D model’s
performance on MAVS simulated datasets generated with varying LiDAR configurations under sensor domain
shift, considering both cases with and without spatial shift. Table 9 (Appendix A) presents the experimental
results of the Cylinder3D model’s performance on MAVS simulated datasets with varying LIDAR parameters



under sensor domain shift and without spatial shift. As Table 9 shows, the model experienced a substantial
performance decline when the training and testing datasets had different vertical resolution (vres) values. The
most considerable performance drop occurred when the training data had a vres of 16, and the testing data had
a vres of 64, yielding a mean mloU of 81.48. Similarly, the model’s performance significantly decreased when
the training and testing datasets had different horizontal resolution (hres) values. The worst performance was
observed when the model was trained on hres: 0.1 and tested on hres: 0.4, with a mean mlIoU of 72.19.

Table 10 (Appendix A) presents performance metrics for the Cylinder3D model on MAVS simulated datasets
under sensor domain shifts and spatial shifts. The model’s performance significantly decreased when there was
a spatial shift between the training and testing datasets compared to when there was no spatial shift; the mean
mloU is below 40 for all conditions. In cases where the model was pre-trained on the original dataset, the
most substantial performance degradation occurred when tested with a vres of 64. The worst performance
degradation among all cases was observed when the model was trained on hres: 0.1 and tested on the dataset
with hres: 0.4, resulting in a mean performance of 22.78, compared to a mean performance of 39.46 when trained
and tested on hres: 0.1. In this scenario, the model’s performance was susceptible to changes in vertical and
horizontal resolution. When the training and testing datasets had different vertical resolution values, the model’s
performance dropped significantly, as shown in the experiments with vres: 16 and vres: 64. A similar trend was
observed for horizontal resolution, with the poorest performance when the model was trained on hres: 0.1 and
tested on hres: 0.4.

The results of the same experiments using MAVS simulated datasets generated with VLP-16, Velodyne Ultra
Puck, and OS1 configurations are presented in Tables 11 and 12 (Appendix A). Table 11 shows the results under
sensor domain shift without spatial domain shift. The performance slightly decreased when testing the model
pre-trained on the Velodyne Ultra Puck dataset with data from other sensors, but it did not significantly impact
the results. Similarly, when training with the OS1-64, the performance slightly decreased when tested with data
from other sensors, but it also did not significantly impact the results. A significant performance drop compared
to the other two sensor datasets occurred when there was a combination of sensor and spatial domain shifts
was present. In line with the other experiments involving spatial domain shift, Table 12 shows that the model’s
performance significantly declines compared to the results from experiments without spatial domain shift.

Overall, the experiments indicated that training and testing on the same sensor data often result in better
performance than when the training and testing datasets are from different sensors. Nevertheless, it is worth
noting that the sensor domain shift between training and testing datasets did not always lead to a decline
in performance. In some instances, better performance was achieved when training and testing on different
sensor data rather than using the same sensor data. However, most experiments showed improved performance
when the sensor data for training and testing were consistent, with some exceptions. The experiments revealed
that performance degradation occurs in most scenarios when a sensor domain shift is present, especially when
there is a spatial domain shift. Notably, performance decreased more significantly when testing on datasets
with higher vertical resolution than the training datasets compared to when testing on datasets with the same
vertical resolution. Conversely, when testing on datasets with lower vertical resolution than the training datasets,
the performance varied depending on the presence of a spatial domain shift. Without spatial domain shift,
performance decreased more when testing on datasets with lower vertical resolution than those with the same
vertical resolution. However, with spatial domain shift, testing on datasets with lower vertical resolution actually
led to improved performance compared to testing on datasets with the same vertical resolution.

As observed in sub-section 4.2, when there was no sensor domain shift or spatial domain shift, increasing
the horizontal resolution of the training dataset improved the performance on the test dataset. However, when
a spatial domain shift was present, performance decreased. On the other hand, without sensor domain shift,
the performance was generally lower when testing on domains with different horizontal resolutions compared to
testing on domains with the same horizontal resolution, regardless of the presence of spatial domain shift.

Experiments with the three sensors (Table 11 and Table 12) did not show results that fully aligned with the
previous findings, where increase in vertical resolution led to performance improvement. However, in all other
scenarios, the results were consistent with the findings obtained when testing with only one configuration change.



4.5 Results on RELLIS-3D
4.6 Results on RELLIS-3D

The experimental results using the RELLIS-3D dataset are presented in Table 7 and Table 8. These experiments
were conducted to simulate practical scenarios in which LiDAR sensors might be replaced with other sensor
models, allowing us to examine the effects of sensor and spatial domain shifts on model performance using a
real-world off-road dataset. The results for the real off-road environment dataset RELLIS-3D displayed similar
trends to the previously discussed MAVS simulation dataset results as shown in Tables 11 and 12 (Appendix A),
discussed in sub-section 4.2.

Table 7. Results on RELLIS-3D under no spatial domain shift.

Trained on - Tested on ‘ grass ‘ tree ‘ bush ‘ concrete ‘ mud ‘ person ‘ puddle ‘ rubble ‘ barrier ‘ log ‘ fence ‘ vehicle ‘ pole ‘ water ‘ mean
Velodyne Ultra Puck - Velodyne Ultra Puck | 69.92 | 64.07 | 77.77 87.80 5.030 | 88.41 21.73 1.98 38.93 | 417 | 811 28.18 | 12.11 | 0.00 | 36.30
Velodyne Ultra Puck - OS1-64 30.90 | 59.32 | 53.92 46.65 0.28 3.39 1.49 0.00 2.44 | 0.00 | 0.60 7.64 12.80 | 0.00 | 15.68
0S1-64 - Velodyne Ultra Puck 0.64 | 2.86 | 0.96 0.00 0.28 | 27.64 0.00 0.00 0.00 | 0.00 | 0.00 0.24 0.00 | 0.00 2.32
0851-64 - OS1-64 64.05 | 74.76 | 71.09 81.24 9.47 | 86.39 23.69 0.59 67.58 | 1.07 | 3.46 | 65.71 | 56.33 | 0.00 | 43.24

Table 8. Results on RELLIS-3D under spatial domain shift.

Trained on - Tested on grass | tree | bush | concrete | mud | person | puddle | rubble | barrier | log | fence | vehicle | pole | water | mean
Velodyne Ultra Puck - Velodyne Ultra Puck | 44.51 | 72.85 | 68.49 | 44.09 4.85 | 86.36 12.10 | 52.66 | 77.27 | 3.08 | 0.00 | 27.23 | 0.00 | 0.00 | 35.25
Velodyne Ultra Puck - OS1-64 44.57 | 69.82 | 37.73 2.41 0.00 0.14 0.02 2.42 0.94 0.12 | 0.00 11.91 | 0.00 | 0.00 | 12.14
0S1-64 - Velodyne Ultra Puck 0.34 | 3.05 | 14.39 0.05 0.02 0.61 0.20 0.00 0.00 | 0.00 | 0.01 0.22 | 0.14 | 0.00 | 1.36
0S1-64 - OS1-64 51.26 | 84.29 | 43.76 | 38.27 10.41 | 85.67 | 35.10 | 54.72 | 63.44 | 7.19 | 0.00 | 38.94 | 0.00 | 0.00 | 36.68

However, there were some differences in sensor performance and the impact of sensor domain changes between
the experiments on the simulated datasets and the RELLIS-3D dataset. In contrast to the scenarios trained and
tested on the Velodyne Ultra Puck, which showed the best performance regardless of spatial domain changes
in Table 11 and Table 12, both experiments with RELLIS-3D showed that the OS1-64 sensor model when
trained and tested, achieved the best performance irrespective of spatial domain changes. Furthermore, while
the pre-trained model on OS1-64 improved performance when tested on the Velodyne Ultra Puck dataset in the
experiments on the simulated datasets, the RELLIS-3D experiment exhibited a significant performance decline.

Based on these findings, it can be inferred that, in the absence of sensor domain changes, the OS1-64
sensor model, with its higher horizontal and vertical resolution, can process more information and deliver better
performance. However, when sensor domain changes are present, this advantage might lead to overfitting in a
specific domain, resulting in a lack of generalization capability and a substantial decrease in performance when
tested on a different sensor.

5. DISCUSSION

In this section, we discuss the limitations of our study and the implications for future research. First, our
simulated dataset created using MAVS may not accurately represent real-world scenarios due to its limited
scope and diversity. Due to the limited number of classes in the datasets and the lack of variability in the
objects included in the simulated off-road environments, these simplified environments may not fully capture
the complexity of real-world 3D LiDAR semantic segmentation. Second, our study focused exclusively on the
Cylinder3D model, raising the question of whether the results can be generalized to other 3D LiDAR semantic
segmentation models. Our future research should examine the performance of various models and explore the
potential benefits of combining multiple techniques to address this concern. Third, we identified a significant
number of annotation errors in the RELLIS-3D dataset, which can be attributed to the manual labeling process.
This issue highlights the challenges associated with human annotation, as it is nearly impossible to achieve the



same level of accuracy as a simulation program like MAVS. Our future research should focus on developing self-
supervised approaches for 3D LiDAR segmentation and methods for improving semantic segmentation models to
address the problems caused by human manual annotation processes and the lack of diverse datasets for off-road
3D LiDAR semantic segmentation. The impact of sensor and spatial domain shifts, as well as configuration
changes, on semantic segmentation performance was evident in our study. This underscores the importance of
researching domain adaptation techniques to alleviate these issues and enhance the robustness of 3D LiDAR
semantic segmentation models in diverse settings. In summary, our study has several limitations, including
the reliance on simulated datasets, the exclusive use of the Cylinder3D model, and annotation errors in the
RELLIS-3D dataset. These factors, coupled with the challenges posed by sensor and spatial domain shifts,
suggest the need for further investigation and the development of novel approaches to improve the performance
and applicability of 3D LiDAR semantic segmentation models in real-world situations.

6. CONCLUSION & FUTURE WORK

In summary, this study investigated and analyzed the effect of varying different LiDAR configurations such
as number of channels, field of view, range, resolution, and sensor mounting position on the resulting point
cloud semantic segmentation performance. Experiments were conducted using the Cylinder3D neural network
with LiDAR data acquired from the RELLIS-3D dataset as well as the MAVS simulator. Results show that
the number of channels had a significant effect on the segmentation accuracy whereas the field of view, range,
resolution, and sensor position had minor effects on the segmentation accuracy. In addition, sensor domain
shift (i.e. using different types of LiDARs between training and testing data) as well as spatial domain shift (i.e.
having different types of vegetation and terrain between training and testing data) caused significant degradation
in the segmentation accuracy. The results from this study suggests that the following recommendations can be
made for deployment of LiDAR point cloud semantic segmentation models: (i) using LiDARs with larger number
of channels, which results in larger vertical field of view and vertical resolution, is advantageous for obtaining
more accurate models (ii) using different types of LiDARs for training and deployment should be avoided (iii)
using training data from a different spatial domain compared to the deployment environment should be avoided.

In future work, we plan to expand the scope of the study by considering a larger number of different LiDAR
models as well as a larger number of different environments. In addition, we will investigate the effect of changing
LiDAR configuration on different types of neural network architectures such as Point Transformers and Point
Pillars. We will also explore more advanced learning techniques such as domain adaptation, self-supervised
learning, or contrastive learning that can effectively make use of training data despite the domain shift between
training and deployment.
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Table 9. Performance metrics for the Cylinder3D model on MAVS simulated datasets with varying individual LiDAR
parameters under sensor domain shift and no spatial shift.

Trained on - Tested on High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Trained on original

original - original 99.31 90.36 92.46 98.86 92.12 94.62
100m (original) - 150m 98.99 87.23 86.76 98.22 90.73 92.38
100m (original) - 200m 98.93 85.86 86.01 97.95 89.36 91.62
[-15, 15] (original) - [-10, 20] 99.07 88.24 86.40 98.06 86.83 91.72
[-15, 15] (original) - [-20, 10] 98.63 89.68 87.96 98.61 93.58 93.69
(vres: 16) (original) - (vres: 32) 99.11 90.55 89.57 98.27 89.18 93.34
(vres: 16) (original) - (vres: 64) 98.06 78.17 57.86 90.58 82.77 81.48
(hres: 0.2) (original) - (hres: 0.1) 99.45 91.20 93.68 98.98 93.07 95.28
(hres: 0.2) (original) - (hres: 0.4) 98.96 84.53 87.09 96.80 73.12 88.10
(Om, Om, 1.2m) (original) - 10cm up 99.37 89.43 92.05 98.78 90.64 94.05
(Om, Om, 1.2m) (original) - 10cm down 99.19 90.87 92.44 98.85 93.06 94.88
(Om, Om, 1.2m) (original) - 10cm left 99.31 90.32 92.45 98.85 92.08 94.60
(Om, Om, 1.2m) (original) - 10cm right 99.31 90.29 92.42 98.84 91.96 94.56
Trained on 150m

150m - 150 m 99.11 90.91 90.28 98.74 93.17 94.44
150m - 100m (original) 99.17 88.45 92.51 99.07 93.17 94.48
150m - 200 m 99.09 90.07 90.12 98.44 93.00 94.15
Trained on 200m

200m - 200 m 99.14 90.83 90.32 98.56 92.77 94.32
200m - 100m (original) 99.21 89.41 92.46 99.02 92.64 94.54
200m - 150 m 99.14 91.42 90.12 98.73 92.83 94.44
Trained on vertical FOV [-10, 20]

[-10, 20] - [-10, 20] 99.21 91.47 88.87 98.32 87.71 93.12
[-10, 20] - [-15, 15] (original) 99.22 88.88 90.70 98.19 86.11 92.62
[-10, 20] - [-20, 10] 98.75 87.58 78.69 98.49 89.13 90.528
Trained on vertical FOV [-20, 10]

[-20, 10] - [-20, 10] 98.83 92.48 90.12 98.76 94.18 94.87
[-20, 10] - [-15, 15] (original) 99.27 90.14 91.64 98.92 92.73 94.54
[-20, 10] - [-10, 20] 99.2 91.45 88.47 98.38 89.24 93.34
Trained on (vres: 32)

(vres: 32) - (vres: 32) 99.54 94.70 93.98 98.98 93.98 96.24
(vres: 32) - (vres: 16) (original) 99.28 88.12 91.42 98.72 91.05 93.72
(vres: 32) - (vres: 64) 99.57 94.10 94.20 98.80 93.98 96.133
Trained on (vres: 64)

(vres: 64) - (vres: 64) 99.69 95.15 95.37 98.99 95.20 96.88
(vres: 64) - (vres: 16) (original) 98.57 80.99 87.84 98.23 89.06 90.94
(vres: 64) - (vres: 32) 99.48 94.51 93.02 98.90 93.40 95.86
Trained on (hres: 0.1)

(hres: 0.1) - (hres: 0.1) 99.44 92.61 94.51 99.21 94.42 96.04
(hres: 0.1) - (hres: 0.2) (original) 99.15 88.22 91.27 98.24 85.63 92.50
(hres: 0.1) - (hres: 0.4) 98.53 61.06 79.67 94.66 27.01 72.19
Trained on (hres: 0.4)

(hres: 0.4) - (hres: 0.4) 99.00 87.14 88.71 98.77 91.73 93.07
(hres: 0.4) - (hres: 0.2) (original) 99.05 87.65 87.84 08.48 89.55 92.52
(hres: 0.4) - (hres: 0.1) 98.66 80.28 80.4 97.85 84.87 88.41




Table 10. Performance metrics for the Cylinder3D model on MAVS simulated datasets with varying individual LiDAR
parameters under sensor domain shift and spatial shift.

Trained on - Tested on High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Trained on original

original - original 47.10 11.92 8.42 43.88 81.68 38.60
100m (original) - 150m 37.21 5.28 8.59 14.36 79.97 29.08
100m (original) - 200m 37.25 5.26 8.59 14.30 79.76 29.03
[-15, 15] (original) - [-10, 20] 48.46 5.26 7.12 8.70 71.46 28.20
[-15, 15] (original) - [-20, 10] 26.94 6.40 6.27 24.37 82.04 29.20
(vres: 16) - (vres: 32) 37.52 3.47 5.60 19.76 73.50 27.99
(vres: 16) - (vres: 64) 40.26 2.26 291 13.32 70.40 25.83
(hres: 0.2) - (hres: 0.1) 44.74 7.18 9.34 39.41 82.68 36.67
(hres: 0.2) - (hres: 0.4) 48.82 17.62 6.53 41.06 63.18 35.44
(Om, Om, 1.2m) (original) - 10cm up 53.39 14.19 7.34 48.23 81.46 40.92
(Om, Om, 1.2m) (original) - 10cm down 40.84 9.82 9.36 36.60 78.61 35.05
(Om, Om, 1.2m) (original) - 10cm left 47.08 11.94 8.40 43.72 81.64 38.56
(Om, Om, 1.2m) (original) - 10cm right 47.06 11.87 8.35 43.99 81.60 38.57
Trained on 150m

150m - 150 m 48.62 13.95 3.48 49.51 78.94 38.90
150m - 100m (original) 61.68 20.00 5.35 66.42 81.15 46.92
150m - 200 m 48.63 13.93 3.49 49.34 78.92 38.86
Trained on 200m

200m - 200 m 59.20 13.90 2.17 55.15 79.72 42.03
200m - 100m (original) 64.57 19.61 5.10 70.00 82.69 48.40
200m - 150 m 59.27 13.91 2.17 55.25 80.38 42.20
Trained on vertical FoV [-10, 20]

[-10, 20] - [-10, 20] 48.91 8.18 11.34 6.85 52.77 25.61
10, 20] - [-15, 15] (original) 43.75 12.49 14.10 32.41 75.58 35.67
[-10, 20] - [-20, 10] 26.96 6.56 7.77 31.08 78.17 30.11
Trained on vertical FoV [-20, 10]

20, 10] - [-20, 10] 41.58 10.29 2.67 67.91 84.67 41.42
[-20, 10] - [-15, 15] (original) 58.59 17.58 5.95 68.44 82.17 46.546
[-20, 10] - [-10, 20] 57.38 9.43 2.96 38.44 71.47 35.94
Trained on (vres: 32)

(vres: 32) - (vres: 32) 50.62 7.48 2.88 62.61 87.22 42.16
(vres: 32) - (vres: 16) (original) 66.63 16.03 5.13 69.34 85.28 48.48
(vres: 32) - (vres: 64) 47.43 5.62 3.01 56.34 86.04 39.69
Trained on (vres: 64)

(vres: 64) - (vres: 64) 48.99 491 2.88 68.74 85.38 42.18
(vres: 64) - (vres: 16) (original) 55.27 19.81 9.61 69.31 78.61 46.52
(vres: 64) - (vres: 32) 48.31 7.27 3.22 66.24 84.15 41.84
Trained on (hres: 0.1)

(hres: 0.1) - (hres: 0.1) 46.65 10.93 9.14 49.70 80.89 39.46
(hres: 0.1) - (hres: 0.2) (original) 47.67 13.90 7.23 44.64 68.24 36.34
(hres: 0.1) - (hres: 0.4) 45.35 16.74 5.68 30.11 16.01 22.78
Trained on (hres: 0.4)

(hres: 0.4) - (hres: 0.4) 57.96 11.81 4.93 60.11 71.29 41.22
(hres: 0.4) - (hres: 0.2) (original) 53.62 6.96 5.31 61.58 71.29 39.75
(hres: 0.4) - (hres: 0.1) 50.25 3.84 5.49 60.31 66.66 37.31




Table 11. Results of the experiments on the MAVS simulated datasets generated with VLP-16, Velodyne Ultra Puck, and
OS1 configurations under sensor domain shift but no spatial domain shift.

Trained on - Tested on High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Trained on VLP-16

VLP-16 - VLP-16 99.31 90.36 92.46 98.86 92.12 94.62
VLP-16 - Velodyne Ultra Puck 99.00 80.59 64.35 95.10 93.69 86.55
VLP-16 - OS1-64 97.23 75.28 59.28 87.79 63.93 76.70
Trained on Velodyne Ultra Puck

Velodyne Ultra Puck - Velodyne Ultra Puck 99.45 94.05 92.94 98.94 95.86 96.25
Velodyne Ultra Puck - VLP-16 99.15 88.23 91.57 98.82 91.99 93.95
Velodyne Ultra Puck - OS1-64 99.19 91.11 89.57 97.55 84.40 92.37
Trained on OS1-64

0S1-64 99.48 93.18 93.27 98.80 94.33 95.81
0S1-64 - VLP-16 98.48 84.99 85.40 98.18 87.90 90.99
0S1-64 - Velodyne Ultra Puck 98.90 92.13 86.99 97.65 89.53 93.04

Table 12. Results of the experiments on the MAVS simulated datasets generated with VLP-16, Velodyne Ultra Puck, and
OS1 configurations under both sensor domain shift and spatial domain shift.

Trained on - Tested on High Vegetation | Low Vegetation | Obstacle | Rough Trail | Smooth Trail | Mean
Trained on VLP-16

VLP-16 - VLP-16 47.10 11.92 8.42 43.88 81.68 38.60
VLP-16 - Velodyne Ultra Puck 39.48 5.14 241 36.43 80.19 32.73
VLP-16 - OS1-64 39.23 3.57 3.80 10.75 57.29 22.93
Trained on Velodyne Ultra Puck

Velodyne Ultra Puck - Velodyne Ultra Puck 56.39 7.90 2.06 75.59 88.88 46.16
Velodyne Ultra Puck - VLP-16 61.89 15.99 4.96 66.39 81.76 46.20
Velodyne Ultra Puck - OS1-64 59.54 7.43 1.89 45.06 76.70 38.13
Trained on OS1-64

0S1-64 52.88 6.89 2.87 71.49 87.48 44.32
0S1-64 - VLP-16 53.32 16.99 8.89 72.46 79.96 46.32
0S1-64 - Velodyne Ultra Puck 49.73 7.70 2.55 75.82 86.55 44.47




APPENDIX B. RELLIS-3D CLASS DISTRIBUTION GRAPHS
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Figure 3. RELLIS-3D OS1-64 dataset’s point cloud class distribution with respect to each split approaches in log scale.
The top row shows distributions from the second approach (modified split), and the bottom row shows distributions from
the first approach (original split).
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Figure 4. RELLIS-3D Velodyne Ultra Puck dataset’s point cloud class distribution with respect to each split approaches
in log scale. The top row shows distributions from the second approach (modified split), and the bottom row shows
distributions from the first approach (original split).
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