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Abstract
When it comes to climate crisis research, current
debates are increasingly thematizing the needs but also
the challenges of collaborative, transdisciplinary work.
Geophysical characterizations of climate change are
increasingly deemed insufficient to respond to the chal-
lenges that vulnerable communities face worldwide. In
this paper, I describe the work of studying-while-caring
for an environmental data infrastructure in order to
address this issue. I suggest framing “data management”
anthropologically as a question of collective stewardship
that is better conceived as a “knowledge infrastruc-
ture” (Edwards 2010) instead of a formal approach to
automated data curation. To examine the sociotechni-
cal blindspots of data management, I elaborate on the
anthropological concept of “infrastructural blues” based
on the data engineering work I conducted. For the
conclusion, I discuss the concept of “common”as a sub-
stitute for “open” technologies and address the broader
implications of the proposed shift toward community
stewardship and self -determination as guiding practices
for socio-environmental data governance.
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INTRODUCTION

When it comes to climate research, current debates are increasingly thematizing the needs
and the challenges of collaborative, transdisciplinary work. Geophysical characterizations
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of climate impact are increasingly deemed insufficient to respond to the challenges that
vulnerable communities face worldwide (Crate & Nuttall, 2016; Lahsen & Turnhout, 2021;
Reyes-García, 2016; Robards et al., 2018). It is in this context that new collectives are being
formed with researchers, technologists, and climate-impacted community organizations to
create new methodologies, datasets, analysis and visualization tools, and infrastructures for
collaborative socio-environmental research (Eicken, 2021; Pulsifer, 2012).

In this article, I describe the experimental work of studying-while-caring for an environmen-
tal research infrastructure. This work was conducted as a contribution to the NSF-sponsored
project “Understanding the Changing Natural-Built Landscape in an Arctic Community,” led by
an interdisciplinary team at University of Virginia (UVA) for the study of the impact of climate
change on the built infrastructure in Utqiagvik, Alaska. The research team was composed
of environmental scientists and social scientists in addition to local Indigenous compa-
nies, organizations, and government authorities (such as Tribn, UIC-Science, Taġiuġmiullu
Nunamiullu Housing Authority, and the North Slope Borough Department of Planning and
Community Services). I was invited to join the project as a technologist with expertise in
community-based environmental sensing networks. But, as soon as I started to learn about
Arctic science debates on “co-production of knowledge,” I realized that I could contribute
as well as an anthropologist by examining questions of data protection, openness, and reci-
procity,while conducting and translating the technical work that was necessary for the project.
I took on the responsibility of organizing the environmental data that was generated by a
micro-meteorological sensor network. My work involved the design and implementation of a
research data workflow in consultation with project members and local organizations, which
I visited to present the work I report on here and inquire about the environmental issues they
perceived as the most urgent. In this process, I realized that an anthropological approach was
urgently needed to examine the exchange across sociotechnical differences of knowledge
and expertise, interpreting relations and tensions in data management in the register of the
gift (Caillé, 2007;Mauss, 1985 ).

Critical voices are joining in unison to demand from Arctic scientists that listening and recip-
rocating through collaborative research is more important than collecting data and publishing
on impacted environments, which has historically characterized the “normal” technoscientific
attitude (Erickson, 2020; Smith, 2012; Yua, 2022). “Collaboration,” “participation,” and “co-
production” are disputed keywords, raising, at once, hopes and red flags, triggering historical
wounds and inter-generational trauma for Arctic communities in their interactions with South-
ern colonial enterprises (Stevenson, 2012; Zanotti et al., 2020). In this context, the National
Science Foundation “Navigating the New Arctic” (NSF-NNA) program is far from neutral.After
I accepted to join the project with Arctic scientists, the first document I read was a protest letter
drafted by Indigenous organizations (Kawerak inc.,Association of Village Council Presidents,
Bering Sea Elders Group, and Aleut Community of St. Paul Tribal Government). The signa-
tories write: “We appreciate the recognition in the NNA request for proposals (RFPs) of the
need for research in a rapidly changing Arctic to take a co-production of knowledge (CPK)
approach. However, there was no meaningful effort at CPK as far as we have seen for these
proposals” (Kawerak,2020,7).At an elementary anthropological level, the message delivered
was loud and clear: scientists have taken but have not given back. History repeating itself,
except this time with added layers of complexity and abuse concerning the production, use,
distribution, control, and attribution of data.

To redress historical wounds and engage in reparation, the NSF funded the “Navigating the
New Arctic Community Office” (NNA-CO) as a hub to support collaborative research. To help
realize what researchers saw as a promise of “co-production of knowledge,” the NNA-CO has
been proactive in bringing community members, scientists, artists, and students together to
create ties that may serve to interrupt extractive practices of the technosciences. While it is
still early to evaluate the outcome of the NNA-CO, its community events have created space
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38 ANNALS OF ANTHROPOLOGICAL PRACTICE

for powerful listening sessions, increasing awareness of the importance of ties of respect
and trust for meaningfully “co-productive” research. In the very first NNA-CO meeting in 2020,
the Iñupiat artist Joseph Senungetuk described to the scientists in the audience the diary
of his father, a subsistence hunter who kept a detailed record of his activities, starting with
a daily account of environmental conditions. On the slide, the participants of the NNA-CO
meeting could see one of Senungetuk’s paintings with the representation of a Iñupiat “story
knife” (a story-telling device) above the sentence: “Not high tech. The story knife sufficed for
centuries to help us remember the important ways of knowing.Colonization came like a giant
eraser.” In the context of the “community office,” the call helped scientists to understand that
forms of knowledge exchange through story-telling were key for self -sufficient Arctic ways
of life. During Q&A, another Iñupiat resident of the North Slope of Alaska added that the
presumption of “newness” of the NSF program was itself grounded in a colonialist attitude
and trope of the “new frontier;”while another community member reminded the environmental
scientists that data collection from native environments should be understood as Indigenous
data, and, therefore, subject to Indigenous rights to self -determination and tribal government
oversight.

In what follows, I will proceed by describing the steps I took to avoid falling into the trap of
data extraction as an anthropologist-turned-technologist. I will explain how I reframed data
management as a problem of community data stewardship that is better examined as a
“knowledge infrastructure”—here understood as a “network of people, artifacts, and institu-
tions that generate, share, and maintain specific knowledge about the human and natural
worlds” (Edwards, 2010, 17). To examine the challenges and potentialities of this alterna-
tive framing, I discuss the notion of “infrastructural blues” that stems from the experience with
unequal power dynamics in scientific data management. I further describe the efforts of work-
ing across conflicting demands for the integration between FAIR data guidelines and CARE
data principles in the space of heightened epistemic conflict. FAIR is an acronym used by
the data management community that stands for “Findable, Accessible, Interoperable, and
Reproducible” data (Wilkinson, 2016). The basic goal of FAIR is to facilitate what is called
“computer-actionable,” automated data management, given the rapid increase in size, scale,
velocity, and variability of data collection. CARE, on the other hand, stands for “Collective
Ownership,Authority to control,Responsibility,and Ethics”and concerns Indigenous data gov-
ernance with an emphasis on aspects of data ethics that cannot be automated. CARE has
been an influential reaction to the shortcomings of FAIR in the context of data stewardship
(Carroll et al., 2020), hence its central importance for the promotion of community data stew-
ardship more broadly. To engage this debate, I will foreground the anthropological aspects
of data engineering through which technologists feel (and empathize with those who feel)
the “blues” of exploitative, data-extractive practices. This is meant to be a tactic positioning,
I suggest, for situating us in the context of everyday data practices where “data standards”
are not so standard; where “data sharing” guidelines are imposed and often disputed, where
“openness” in sociotechnical arrangements is hard won, when it is achieved at all; where
the “blues,” in sum, strike those who are made invisible behind data stores, pipelines, and
management plans. The technopolitical invisibilities and impossibilities created by the “giant
erasers” of large-scale data collection and processing can be challenged, I argue in conclu-
sion,at various aspects of data work to promote collaborative futures for socio-environmental
research.

FROM DATA MANAGEMENT TO DATA STEWARDSHIP

Data management (DM) is a curious domain of sociotechnical work on information infrastruc-
tures, architectures, standards, and interfaces often identified, after Susan Leigh-Star (1999),
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HOW TO AVOID THE “INFRASTRUCTURAL BLUES”? 39

with the study of “boring things.” DM concerns the application of expert knowledge to the
machine-actionable administration of technical objects: from forms of representation (as
“datum”) to forms of indexical representation about representations (“meta-datum”) that are
encompassed by human-plus-machine “management policies” for data disposition, integrity,
access, protection, preservation, and sharing (Moore et al., 2015; Miksa et al., 2019). Data
managers assume the role of those who specify, plan, regulate, prescribe, and proscribe
through exercises of expert authority that does not go unchallenged, un- or misrecognized,
or ignored out of sheer obliviousness in “userland” (sphere where so-called “computer users”
operate) about what happens in the digital “backend”—domain of the cryptotechnique (of
data infrastructures) that is opposed to the phanerotechnique of data management plans
(Simondon, 2008). Respectively, the domain of the profound technicity to the initiated versus
the one that is visible to the so-called “users.”DM experts often come from engineering, com-
puter and library science, and exchange among themselves in regular gatherings, propose
and update protocols,standards,data andmetadata services.They promote institutional cam-
paigns to instruct data producers and users on how to manage themselves and their data,
often with mixed results and truck-loads of frustrations. Whereas expert management is a
well-established and studied modernist obsession for governing populations (rendered as
data) through bureaucratic institutions, self -management has become the main orientation
with populations now rendered atomized individuals, where behavioral modification is guar-
anteed through digital mass surveillance (Deleuze, 1992; Weber, 1922 [1978]; Zuboff, 2019).
It is in this emergent global network of networks, where data represents the “machine oil” of
digital surveillance platforms, that the call for data sovereignty proves to be urgent to address
the pernicious effects of “Big Data.”

If it is knowingly the case that management is a fundamental part of the modernist project
with an underlying history of violent (data) extraction, data engineers are not left with many
alternatives but to resituate and recreate their practices in the context of exchange on com-
munity data stewardship with “care” for and alongside those who are “targeted”by knowledge
infrastructures (Carroll et al.,2020;Kukutai & Taylor,2016;Lovett et al.,2019). It is in this emer-
gent space of dispute for the digital otherwise that community organizers, researchers, and
technologists can find the most generative reorientation of their work with digital infrastruc-
tures, mediating sociotechnical relations they entertain with their environments, themselves,
and other-than-humans (Amrute & Murillo,2020;Murillo & Dosemagen,2021).This is the also
the generative space where the question of the “digital common” can be recast under a new
light: one that makes tangible the limitations of the liberal, Euro-American romance of “Free
Culture”; while, at once, maintaining its critical mass for disputing intellectual property maxi-
malism and fostering data protection and privacy by default for racialized communities that
carry the brunt of the environmental crises (Brown, 2004; Dosemagen et al., 2021; Hayden,
2010; Nixon, 2011). “Caring for data” in this context is encompassed by other forms of care
for humans and non-humans.

To illustrate this point,we can turn to a recent but transformative event that took place in the
context of the Research Data Alliance (RDA) “Indigenous Data Sovereignty Interest Group”
with the release of the “CARE manifesto” by a group of researchers, technologists, and data
management experts (Caroll et al.2020).CARE principles were first articulated as a response
to the FAIR guidelines for “Findable, Accessible, Interoperable, and Reproducible” research
data (Wilkinson, 2016). While the latter was primarily meant to be machine-actionable, the
former represented first and foremost, a technopolitical demand for entering and cultivat-
ing careful relationships that are not amendable to digital automation. If FAIR was meant
to facilitate the automation of very complex data management tasks, CARE represented a
call for establishing Indigenous communities’ control over data governance matters. Recent
efforts have been directed by the original CARE proponents to, not only operationalize CARE
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40 ANNALS OF ANTHROPOLOGICAL PRACTICE

with FAIR guidelines, but to advance other technical aspects of data management, such as
the specification of a provenance metadata standard (IEEE “Recommended Practice for
Provenance of Indigenous Peoples’ Data”) that requires the contextualization of data from
Indigenous and other marginalized groups (Caroll et al., 2021). CARE offered, overall, an
integrative proposal: “Given the tension between protecting Indigenous rights and interests
in data while encouraging FAIR data in a global research environment that also supports
open data,” the CARE proponents write, “implementation of the CARE Principles should be
seen as a required dimension of open and FAIR data that ensures the use of data aligns
with Indigenous rights, is as open as determined by Indigenous communities, is purposeful,
and enhances the wellbeing of Indigenous Peoples” (Carroll et al., 2022, 2). It is crucial to
emphasize here that,while integrative efforts can be extended to non-Indigenous colleagues
working on data modeling and engineering problems, the work of CARE for Indigenous data
must be performed by Indigenous engineers and scientists for and by themselves as Carroll
et al. (2022) remind us.

Another key point concerns CARE in the public debate on data governance: while its
pressing need is indisputable, its realization is far from straight-forward. One of the major
difficulties lies in the details of the actual work of integration with FAIR guidelines in a ter-
rain of dispute over what counts as carefully contextualized data practices,bringing about the
“infrastructural blues”we feel when we take into consideration the disconnect between oppos-
ing moral economies of technopolitical projects, the utilitarian and the relational, the legal
frameworks for individual versus collective rights,but also, the unprecedented level of concen-
tration of power among data experts and digital platform owners in contrast with Indigenous
and other racialized communities. A peculiar kind of “blue,” I would add, is experienced by
those who operate in this problem space with a paradox at hand. The more data manage-
ment is advanced, at the level of the actual data practice, the more technologists or scientists
tend to alienate those who need the most to be part of governance decisions.1 The question,
then, becomes: how can technoscientific experts embrace collective data governance prac-
tices? This is the point where anthropological sensibilities for studying-while-caring for data
stewardship can be of great help.

DATA INFRASTRUCTURE AS AN ANTHROPOLOGICAL PROBLEM

In 1974 Roberto Da Matta published his essay “The Ethnographers’ Craft, or How to have
Anthropological Blues” which soon became one of the most important introductory texts
in Brazilian anthropology. In his piece, Da Matta approaches the ethnographic experience
through ritual analysis, describing it in three phases: (1) preliminary, or “intellectual phase,”
where anthropologists learn from publications on theory and method; (2) intermediary or
“practical phase” where researchers are fundamentally occupied by everyday matters (such
as obtaining visas, permits, figuring out where to stay, who to contact, etc.); and, finally (3)
personal or “integrative phase,” in which “we must,” in Da Matta’s words, “synthesize biogra-
phy with theory, and the practice of the world with that of the (ethnographic) craft.” These
phases are well-known to any practicing ethnographer, which are punctuated in the personal
or integrative phase by something that Da Matta calls “anthropological blues.” The “blues”
was first suggested to the author by Jean Lave, based on her experience in the Amazon
that involved the most personal aspects of ethnography, such as the overpowering senti-
ment we feel as we enter intricate meshes of relations, but also of improvisation that leads
to the most important insights about what it means to be human alongside other humans
and other-than-humans. The “anthropological blues,” Da Matta observes, “insinuates itself
in ethnographic practice unexpectedly” (op. cit., p. 30,my translation). The “blues” opens up
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HOW TO AVOID THE “INFRASTRUCTURAL BLUES”? 41

the experience of participant observation to human struggles and affects, solidarities and
disaffects.

In data management, a similar experience seizes upon the technologist with the overpow-
ering sentiment of helplessness due to inter-incomprehension and, often, isolation as one
attempts to take possibilities for collaborative work seriously.The data engineer treads through
similar stages of: (1) ideation (with “over-abstraction”of data problems);(2) realization of prac-
tical urgencies; and (3) experimentation of the blues of data protection and sharing (that may
never happen). To transpose the historical metaphor to another context of encounter across
power differentials, the “infrastructural blues” can be analogized with the descent of the folk-
loric “blue devils” at the level of the digital interface that some of us feel while working, for
example,on a datamanagement plan that is supposed to be executed as it was written (with its
human and machine-actionable provisions); while a very few outside information science cir-
cles can actually understand what the effort actually entails.What exclusions,occlusions,and
erasures are (re)produced through digital media in the process? From the existing literature
on data infrastructures,we learn that large-scale scientific collaborations have been identified
by ethnographers as sites of sociotechnical breakdowns and standard fictions (Bowker et al.,
2010; Edwards et al., 2011; Ribes & Jackson, 2013; Star, 1999). It is well-documented in the
infrastructure studies literature, in particular, the phenomenon Paul Edwards (2010) called
“data frictions” of climate modeling which accounts for the multiple determinations (social,
technical, institutional) of data as it moves about from instruments to databases, from com-
puter consoles to published papers. The work of data engineering that is required involves
communicating through standards, specifications,management plans, source code, reposito-
ries,data types and formats,and interfaces for making applications “talk to each other”through
Application Programming Interfaces (APIs). It demands domain knowledge that is perceived
to be sufficient to operationalize a scientific “workflow” into a running “data pipeline,” but, for
the purposes of community data stewardship, it hardly is.

Paradoxically, the better a data engineer aligns oneself with the technical requirements
of data management, the stronger is the tendency to alienate those who need to be part
of data governance since the most important condition is absent: the distribution of power
(with decentralized technical expertise and infrastructural capacity).This is always much eas-
ier said in data management plans than done, and, evidently far from good enough when it
comes to the goal of supporting data sovereignty projects. FAIR without CARE can lead to
extractive practices.Data openness without data literacy can bemoot,because the common—
as a political principle of communality—does not exist to mutually benefit those involved
(Dardot & Laval, 2014; Federici, 2018). Despite these hard challenges, there are practical
steps that data engineers can take to support community-driven data stewardship. In what
follows, I will describe these steps through the lessons I learned the hard way to the tune of
the “infrastructural blues.”

STEPS TOWARD A COMMON ENVIRONMENTAL DATA STACK

When searching for open technologies that could be adopted for integrating FAIR principles
in very-small-to-very-large data infrastructure projects I found the HDF Group,a team of data
experts that have been practicing “Open Science”for 2 decades avant la lettre.Historically, the
HDF Group has been very important for the environmental sciences for creating a file format
for large-scale data storage with rich metadata (“Hierarchical Data Format,” HDF) but also,
more recently, a data service (“Highly Scalable Data Service,” HSDS) for scientific comput-
ing. The HDF Group has its roots in the National Center for Supercomputing Applications at
University of Illinois (NCSA), known for its contributions to the further development of CERN
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web technologies, such as the web browser NCSA Mosaic. The history of the HDF format
specification is connected with the history of Mosaic since both came from the same group.
Mosaic was the first browser to display images in hypertext,and HDF was first envisioned as a
data sharing and visualization format.HDF derived from the “All-Encompassing-Hierarchical-
Object-Oriented” format (AEHOO), a humorous acronym that, as Mike Folk identified through
his efforts of digital archaeology,2 appears in the meeting minutes of the earliest specification
engineers. As early as 1987, the group had already described the need for a new standard
format that would have “extensible data storage mechanism, speed, options for compression,
and clear capability for gridded data storage” (Folk 2010). In the following meeting, AEHOO
was proposed with key features that would be later developed with the HDF format, such as
platform portability, focus on research applications, and ability to be extended to include sev-
eral data formats within one AEHOO file. Here we can see what HDF would soon become in
response to the requirement of science funders for large-scale data preservation. By 1988,
the HDF specification (version 1.0) was first drafted to provide a standard container for data
sharing.A series of HDF-based tools for visualization and (remote,collaborative) manipulation
of data tables was developed and released as NCSA software.

From its early history to the present, the HDF specification has gone through several ver-
sions,extensions,and improvements to accommodate the needs of large-scale scientific data
management. In its current implementation,HDF version 5 introduced the “user block,”the first
section of an HDF file meant for storing metadata. At a micro-sociological level, this exten-
sion was crucial for rendering (partially) visible the labor that goes into preparing a data store.
This is also the space for encoding key information about context as “data provenance”—
since HDF files are meant to circulate, but not without proper care in observance of data
governance guidelines from their communities of origin. This is a small but important step
as “provenance” encoding is fundamental for preventing communities from having their data
taken, used, and circulated without their consent. We need to know how the data was pro-
duced, where it came from, what changes it has gone through over time, and who should we
contact if we have questions. This rather arcane technical feature is crucial when it comes to
one of the principles articulated in the CARE manifesto, “Authority to control.”

For the purposes of environmental monitoring, it is common to find digital and analog instru-
ments that have their data aggregated in “comma-separated values” (CSV) files. While this
format may be sufficient for local experiments by small teams, it is often not suitable for data
sharing,archival,or preservation as no contextual information is included.When engaging dis-
cussions about the comparison between HDF and other formats for data storage, I presented
my interlocutors with a question: for someone who is not part of this data management group,
what additional information would be necessary to help make sense of an observation?

In interpretative data modeling work, we find “(technical) specifications all the way” down
in nested structures of abstraction (with their corresponding material and computational sup-
port). The digital representation of a single field “observation” on Figure 1 for a “water level”
sensor is encoded in a serialized format (JSON) with a “dictionary”structure,where both data
andmetadata are presented in key-value pairs.Data comes with a metric in the “standard sys-
tem of units” (“si_value”), but also converted to the US unit (for the convenience of users in
the United States who have no scientific application for the data).The original “observation” is
presented with rather limited metadata: a “datetime” string with the timestamp of data acqui-
sition, persistent identifiers for the monitoring station (“logger_sn”) and its attached sensor
serial number (“sensor_sn”) as well as other identifiers that pertain to a (non-standardized)
ontology defined by the manufacturer.

By going through every field in the example above, it becomes clear that elementary con-
textual information is missing (let alone any relevant ethnographic data).Some of the missing
information is represented inside the bracket of Figure 1: where is the sensor located? How
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F IGURE 1 What is missing from individual environmental observations?

is it placed with respect to the source under observation? What are the sensor characteris-
tics (i.e., operational resolution, precision, accuracy, drift, thermal profile, cross-sensitivities)?
If the measurement has been standardized by the climate science and informatics com-
munity, using, for example the “Climate and Forecast Metadata” standard (CF), what is the
“standard_name” for the measurement? What is the standardized unit of measurement? If
standards have not been yet established, how do we communicate our research needs to
the standardization community? Questions such as these demand and expect a particular
kind of expertise that is often found at the intersections of informatics and environmental
sciences. It is with this set of questions that I started the process of data management and
documentation with the Arctic research group. It was in the context of this experience that
I realized the need for translation and explanation of technical details, so other aspects of
FAIR and CARE integration could be placed in the environmental scientists’ agenda.

In data management circles, “rich metadata” is a popular boundary-object that describes
conditions for data preservation and sharing (Star,2010).It is also one of themost emphasized
aspects of FAIR.Yet, the work of metadata description is often perceived as time consuming,
when not ignored outright as a waste of time. “Countless discussions of the importance of
metadata in the literature reflect the nearly insuperable difficulty of getting research scientists
to record even the most basic metadata,” report a group of expert infrastructure ethnogra-
phers, “let alone the meticulously detailed descriptions needed for long-term,multidisciplinary
data sharing. For example, some of our interviewees estimated that up to two full days of
work is required to fill in the metadata questionnaire for each of the hundreds of model runs
(simulation datasets)” (Edwards et al., 2011, 673). At a most elementary level of scientific
labor,sensor maintenance is hard as well. “Scratch the silicon surface,”writes another group of
expert infrastructure researchers, “and you will uncover a frustrated field technician recalibrat-
ing a vandalized weather monitoring station for the third time that month” (Ribes & Jackson,
2011, 152). These are well-known sources of “infrastructural blues” for “invisible technicians”
(Shapin, 1989). They signal that a very important group has been left out of the technosci-
entific project. As described by the CARE principle of “Collective benefit,” not only scientific
advancement must be considered, but, first and foremost, “inclusive development,” “citizen
engagement,” and, finally, “equitable outcomes” (Carroll et al., 2020).

Once the need for collective support for the hard work of data curation, protection, and
sharing is realized, hope for integrating CARE and FAIR guidelines can be regained with
the inclusion of project participants that may not be data experts themselves. Some practi-
cal steps can be taken in this regard by expanding “contextual information” of a dataset, not
only information that only technoscientific experts can interpret. Another step concerns the
recognition of the labor that goes into preparing a dataset by translating the work with “data
storytelling” sessions with the concerned public (Gabrys et al., 2016).When combined, these
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44 ANNALS OF ANTHROPOLOGICAL PRACTICE

F IGURE 2 Plain text file with sensor metadata.

steps can help to ward off the “anthropological blues,”while helping to unblock a fundamental
space of debate and deliberation about the goals and parameters of an environmental study.
In the particular case of the Arctic research project,as we discussed levels of precision,accu-
racy,granularity, and specificity the environmental scientists required, I took the opportunity to
also pose fundamental questions concerning what should be studied as a priority, where, for
whom,with whom,and for what purposes? It is well-known in Arctic science that local commu-
nity members have been historically excluded from the process of project design and agenda
setting, and employed as support personnel whose knowledge was identified as “anecdotal”
and irrelevant for studying climate change (Erickson, 2020; Zanotti et al., 2020). This is yet
another source of “infrastructural blues” that stems not only from the experience of inter-
incomprehension among technoscientific experts, but also from the experience of exclusion
for those on the other side of the symbolic divide between scientists and non-scientists.

As a contribution to the Arctic research group, John Readey (from the HDF Group) and
I wrote an application called “hobo-request” to facilitate the task of obtaining sensor data,
organizing it, and attaching metadata by filling out plain text files collaboratively (Figure 2).
My primary motivation was to have an interface that could be used in workshops to engage
the collective exercise of metadata description. And so, I proceeded to discuss with research
members and collaborators in events, meetings, and conferences what pieces of contextual
information had to be included in our data store. In retrospect, this was a small but critical
contribution toward rendering visible the invisible aspects of our work.

The HDF5 data format is composed of three parts that accommodate heterogeneous data
structures in the same file: (1) “databases” as homogeneous arrays of data; (2) “groups” for
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HOW TO AVOID THE “INFRASTRUCTURAL BLUES”? 45

storing and organizing heterogeneous databases; and (3) “attributes” to annotate databases
and groups, as well as the “root” (“user block”) of the HDF5 file itself (Collette, 2013). To
generate metadata attributes, we read instrument datasheets and engaged in discussion
with research co-participants about the fields that they considered important to be added.
In addition to standard metadata fields, such persistent identifiers (“sn” for “serial number”)
and measurement names (as “standard_name” based on the “Climate and Forecast (CF)
Metadata Conventions”), we added provenance fields for identifying loggers by name and
address in both English and Iñupiaq languages. In addition to the instrument operational
characteristics, we included information about sensor installation for the purposes of com-
parison across research sites.When the “schema” (the structure of data and metadata fields
and their relationships) was finally settled, we marked it with a version number so future
modifications could be tracked.

FAIR guidelines were observed at every step of the data curation. Findability (the “F” in
FAIR) was improved with the inclusion of metadata fields that could be harvested at the level
of an institutional repository,such as the NSF Arctic Data Center while we started,most impor-
tantly, a debate about the need for data infrastructures that should be located in the Arctic for
the Arctic community. We made a conscious effort to ensure that our data service could not
only be accessed, but also entirely replicated on infrastructures of all sizes (from the local
infrastructure of a community center to the university high-performance computing cluster).
“Accessibility” (“A” in FAIR) was improved in our case through the application of a common
format that is highly portable, so the data could be shared in its unprocessed format (HDF5),
but also as a NetCDF4 file,which includes a standard schema that is familiar to environmen-
tal scientists. Interoperability (“I” in FAIR) was ensured with the multi-platform affordances of
HDF5, so our research data could be read,manipulated, and changed for different purposes
by other community organizations and research groups using open tools without proprietary,
corporate lock-ins. Finally, reproducibility (“R” in FAIR) was observed by documenting all the
steps of the data acquisition and processing in addition to the base technologies and their
settings.

While this is all part of the data engineering work, my attention was primarily directed
toward questions of collective data stewardship (which, in turn, depended on the details of
our “data pipeline” and its supporting infrastructures). As soon as the data store was well-
organized and annotated with its metadata, I moved on to the other aspects of the data work
that consisted in providing interfaces for data access, analysis, and visualization.At this level,
I was assisted again by John Readey (from the HDF Group) who implemented the Highly
Scalable Data Service (HSDS) and provided us with local and remote access to our data store.
The approach we took had many benefits for collaborating outside university walls as our data
service was conceived to run on fairly limited infrastructures (of one or more computers)
as well as on institutional computing clusters. John and I configured HSDS at University of
Virginia and University of Notre Dame,but the underlying motivation was to create conditions
for the same data service to be installed in Alaska in the near future, so the benefits of the
large-scale data service could be governed and used to benefit local organizations, students,
and governmental officers more.

The data workflow (Figure 3) was conceived and implemented with four components
that can be interpreted as constitutive parts of a data governance plan: (1) data access,
acquisition, and transmission; (2) storage and preparation; (3) analysis and visualization; and,
finally, (4) data sharing and long-term deposit. All these components were meant to be gov-
erned by a stewardship committee. The first component requires making collective decisions
about the scope of the research according to pressing environmental challenges and com-
munity needs. The second describes storing, annotating, and processing data, so they can
be put to common use through analysis and visualization. For this component, our research
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46 ANNALS OF ANTHROPOLOGICAL PRACTICE

F IGURE 3 Data workflow.

project took unprocessed environmental data and extended them with metadata before they
were made available for analysis.As an additional step,we are currently finalizing a NetCDF4
file converter (a popular format among environmental scientists) to process instrument data
and making it available for project partners and other scientific groups (in compliance with
NSF’s “Open Access”mandate).Once data processing is completed, the dataset is be made
available for analysis using web-based research notebooks that can be collectively created,
modified,shared,and redistributed according to the community orientation toward data mutu-
alization.Finally, in the fourth component,NetCDF files with “good enough”metadata are sent
to a long-term repository.

At this high level of model abstraction, it is important to note, the data workflow looks suspi-
ciously simple and “seamless.”All the relevant sociotechnical details and frictions are hidden,
just like the blue devils in minute devilish details. The struggle for getting metadata in place is
often the object of what the anthropologist of science, Sharon Traweek, has called “corridor
talk,” where questions of community-driven data stewardship may recede from view as non-
experts drown in technical detail. “Openness” does not look as difficult to achieve when it is
perceived to be a simple “technical choice.” It may even appear as a “given” since everything
that infrastructures our infrastructure (at the level of digital technologies) is mostly based
on Free and Open Source technologies that can be “automagically” used. In the context of
the Arctic project, however, the “blues” appeared at various stages of this process. “Open-
ness”opened some doors for creating new collaborations, but it also closed many doors with
established scientists who did not see the “incentives”to engage in exchange circuits with non-
scientists. The data stewardship layer has proven to be the most difficult to bring together for
the lack of interest, time, and capacity, but also due to opposition to “Open Access” in gen-
eral. Among project participants, including scientists and non-scientists, there were widely
divergent positions regarding the importance, the need, or the adequacy of “open data.”

TWO REGIMES OF DATA GOVERNANCE: “OPEN” AND “COMMON”

The question of “openness,” albeit controversial, is tightly coupled with the question of data
stewardship, given the unprecedented concentration of computational power (as an exten-
sion of political power) in control of a small number of Internet companies (Srnicek, 2017;
Terranova, 2022; Zuboff, 2019). “Openness” can be a deceptive notion as it can work against
its intended technopolitical uses. One of the most problematic aspects of advocacy for
“openness” I experienced has to do with its identification as a panacea for problems of “trans-
parency” with complete disregard for historic inequities in terms of access to information,
knowledge, and computational infrastructures. For the case I am reporting here, “openness”
must be understood, conversely, as one of the key characteristics of reciprocal ties we must
cultivate to render any socio-environmental project meaningfully collaborative.What is critical
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HOW TO AVOID THE “INFRASTRUCTURAL BLUES”? 47

here is the point where the question of “open data” ethics touches upon questions of reci-
procity and care for the other. According to Gilbert Simondon (2008), “open technical objects”
can be distinguished by one fundamental but often overlooked characteristic: “producer” and
“user” must be found in the same person. This is important for our discussion because it
brings up the question of alienation through data engineering. That is, it helps us to iden-
tify and cast the problem of exclusion of the “non-technical Others” (which encompasses
those who do not get to learn about the digital tools and infrastructures they depend upon).
At this level of ethical questioning, “open technical objects”have relational properties instanti-
ated through gift-economies: they embody and convey, to paraphrase Simondon (op. cit.), the
“respect for the other” for they can be studied, modified, shared, and extended to integrate
other sociotechnical systems.

“Openness” is never an obvious point of departure, never a “given” as often suggested in
the institutional (or,more recently, corporate) discourse on “Open Science.” In this experiment,
with studying-while-caring for an environmental data stack, it became quite clear how much
it all depended upon collective cycles of gift-giving that, as the newest social movements
suggest, runs on the slow temporality of relationships, not the accelerated time of commer-
cial software development. At this sociotechnical level, the “infrastructural blues”strikes when
possibilities of mutual-aid are foreclosed, when collective data work is deemed “superfluous
or inefficient,” when data infrastructures only serve the machine-automated use of human
beings for the purposes of data extraction (Zuboff, 2019). It is also at this level that identifying,
contributing, and supporting common technologies could be considered part of data stew-
ardship. Below I will describe the blueprint for a data politics that diverts the tension involving
“open”provisions for data sharing.This approach requires substituting the term “open”to qual-
ify technical objects and practices, given the confusion it creates with utilitarian and legalistic
understandings of Open Source development. This confusion introduces fundamentally the
misidentification of a substantial moral economy for a software development methodology
or a set of alternative open licenses for digital objects (see Coleman, 2012; Kelty, 2008; and
Leach, Nafus and Krieger, 2009 for the anthropological elaboration of this point).

The problem of “openness” and access control has been navigated before by the same
group of data experts who drafted the CARE manifesto, except with the difference that they
have not examined it from an anthropological perspective. In one of their latest publica-
tions on CARE, they presented us with the problem of operationalization of their principles
(Carroll et al., 2021).The proponents of CARE for data governance argue that their principles
are meant to be complementary to FAIR principles. Yet, fundamental differences in scope of
the role of data stewardship are at stake: for the former, a much broader understanding of
data management is encompassed by data sovereignty that necessarily involves Indigenous
communities. For the latter, the goal is to solve hard problems of scale in data management
through the promotion of automated, computer-actionable data management policies. FAIR
has clear limitations that have been spelled out by CARE proponents: “The FAIR Principles
are aligned to the global shift towards open science and open data,promoting data centric cri-
teria that facilitate increased data sharing among entities while ignoring relationships, power
differentials,and the historical conditions associated with the collection of data.” (Carroll et al.,
2021, 3).

To help facilitate the work of data stewardship, I describe below a provisory schema that
may serve for determining accessibility, control, and usability along three dimensions, instead
of two of the usual binary between “open” and “closed / proprietary” data. It may be fruitful in
the debate between FAIR and CARE to distinguish, I suggest, between open, common, and
personal data (Table 1).

This basic schema suggests a “common” data access policy that encodes principles of
reciprocity with community-led governance in its process of production,organization, registry,
and distribution. It is selectively “open” when it needs to be for those who are responsible
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48 ANNALS OF ANTHROPOLOGICAL PRACTICE

TABLE 1 Governance data types.

Data type Access policy

Open Public domain or openly licensed data

Common Defined by collective governance mechanisms that are community-driven and
context-dependent

Personal Pertains to persons (human or non-human) as conceived by a particular group, that is,
according to the cultural and/or juridical definitions of what counts as a person; this type of
data assumes privacy by default and requires meaningful consent or collective deliberation
by the data stewards to be made either open or common

for its stewardship. But it is also delimited to an assigned group, not having the permission
to circulate without restrictions. “Common”data mediates as a new category between “open”
and “personal,” helping data stewardship collectives decide what can be rendered “open” (as
in public) or what needs to be kept for the persons (under strict and restricted access). The
goal of using this schema is to initiate discussion and deliberation on more complex data
access policies that are context-dependent and sensitive. The “common” concerns, after all,
the governance of data at the local level. One example of common (not open) data can
be found in the definition of “Indigenous data” provided by Carroll et al. (2021): “Indigenous
data are data, information, and knowledge, in any format, that impact Indigenous Peoples,
nations, and communities at the collective and individual levels; data about their resources
and environments, data about them as individuals, and data about them as collectives” (1).

CONCLUSION: “STUDYING-WHILE-CARING” FOR COMMON
RESEARCH TOOLS

How we can convert the “infrastructural blues” of data management into the experience of
collaborative design for new ecological ways of life with socio-environmental projects that
eliminate the traps of extractive technoscientific relations? Research design, like any other
form of design, we are reminded by Arturo Escobar (2018), is a form of “ontological design”
for particular forms of life. How can we recast in socio-environmental research, therefore,
data governance as ours and not “someone’s problem,” a common problem for the future of
common data stewardship?

I started this article with a brief reflection on the role that exchange practices have in the
context of Arctic communities to devise a type of common data infrastructure and data access
policy that partakes in the anthropological register of gift-giving. Albeit in a provisional form, I
hope to have demonstrated that important lessons for the future of community data steward-
ship can be found at the basic level of the technical work with open technologies.But there is
much more. Key lessons can also be found in the ongoing work of Indigenous technologists
and scholars to create guidelines for common data stewardship. This is not meant to sug-
gest the expropriation of Indigenous initiatives for non-Indigenous purposes,but to learn from
them to problematize the indiscriminate practices of data extraction of Indigenous and non-
Indigenous peoples.My inspiration for working in this space comes from Indigenous debates
on data sovereignty, but also from Free and Open Source technology projects from the
Global South where technical objects figure as gifts that are given, that can be accepted, that
require engagement to be understood,modified,and shared by communities outside the main
(exclusionary) axes of technoscientific development (Silva et al., 2022). To receive a gift is to
enter relationships of mutualization or “commoning” (with a history of relationships that are
reflected in the demands that are made upon us) and assume a form of responsibility that
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HOW TO AVOID THE “INFRASTRUCTURAL BLUES”? 49

involves observing provisions,at the infrastructural level of any data store, for FAIR and CARE
as I have demonstrated in an existing environmental data workflow.

FAIR guidelines—as exemplified in the way we care for our data (designing, documenting,
implementing, depositing, protecting, and sharing)—may meet CARE principles through an
economy of the gift.“Collective benefit”may be achieved through amoral economy of common
data.Caring for “common data infrastructures”means in practice caring for the collective and
its environment from which the data has been generated. “Authority to control” confronts us
with another dimension of gift-giving: from the “open by default” of the Open Data movement
to an urgent and renewed understanding of the “common”(as a political principle and operator
of relationships) that concerns sociotechnical ties and not solely flexible licensing or technical
affordances for manipulating “open resources”with “open tools.” “Responsibility” and “Ethics,”
finally, may mean designing common digital objects and infrastructures with responsibility
for the relationships we must cultivate in order to conduct any meaningful project in a truly
collaborative register.

What I presented in this article represents the initial steps I have taken to create con-
ditions for mutualization (“commoning”) and stewardship of data infrastructures. The work
is ongoing and much of the data governance aspects have yet to be established. As I
discussed in previous sections, there are key aspects of data governance in debate today
concerning questions of autonomy, sovereignty, and access that are still wide open. These
aspects involve high-level political decisions, agreements, and treaties, but also, as I hope to
have demonstrated, rely on everyday,micro-level practices of data modeling and engineering.
At this level of ordinary technical practices,where “invisible engineers,”such as myself (in the
skin of an anthropologist), operate, it is not really up to the technoscientific experts to decide
on a particular data management scheme at their universities or corporate offices far away
from climate-impacted communities.Studying-while-caring for environmental data infrastruc-
tures can be one of the antidotes to the “infrastructural blues”that stem from the isolated work
of data curation. There are plenty of gifts of common technology that may keep on giving if
we open ourselves to acknowledge and redress the sources of the “blues” that can be heard
in ongoing technoscientific projects in multiple locales and scales.
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ENDNOTES
1For a telling example about this debate, see the NACER report prepared by community science activists for the
Environmental Protection Agency in United States (Dosemagen et al., 2018) where questions of power and trust
are discussed as key issues in the relationship that government organizations have entertained (for the purposes of
environmental monitoring, but also environmental data management) with environmentally-harmed communities.

2Mike Folk,HDF/HDF-EOSWorkshop XIV,September 28,2010.Accessed on May 26,2022.URL:https://vimeo.com/
33973242
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