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Exoplanets classified as super-Earths are commonly observed on short period

orbits, close to their host stars, but their abundance on wider orbits is poorly

constrained. Gravitational microlensing is sensitive to exoplanets on wide or-

bits. We observed the microlensing event OGLE-2016-BLG-0007, which indi-

cates an exoplanet with a planet-to-star mass ratio roughly double the Earth-

Sun mass-ratio, on an orbit longer than Saturn’s. We combine this event with

a larger sample from a microlensing survey to determine the distribution of

mass ratios for planets. We infer there are ∼ 0.35 super-Earth planets per star

on Jupiter-like orbits. The observations are most consistent with a bimodal

distribution, with separate peaks for super-Earths and Jupiters. We suggest

this reflects differences their formation processes.

Information about the formation and evolution of planetary systems is encoded in the dis-

tribution of exoplanet masses and orbital separations. Many exoplanets have been observed on

short-period (P < 1 yr) orbits, including large numbers of super-Earths, (1–4) which are planets

larger than Earth, but smaller than Neptune. These terms are qualitative, so they can be defined

as a range of either planetary radii, planetary masses, or planet-star mass ratios depending on

the observing technique. For longer-period orbits (P > 1 yr), only the frequency of larger plan-

ets, gas and ice giants, has been determined (5–7). The population of smaller planets, including

those we classify as Earth and super-Earth planets because the logarithms of their mass ratios

(q) are log q < −4.5, on orbits with P > 1 yr is poorly constrained. Microlensing is sensitive

to such planets (Figure 1).

Gravitational microlensing occurs when a foreground object (referred to as the lens) passes

between an observer and a background object (the source). This focuses the light from the

source, causing a transient apparent increase in the source brightness as a function of time (its

light curve). For microlensing events in which both the lens and source are stars, this brighten-
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ing typically lasts several months. If the lens star is orbited by a planet with a suitable alignment,

an additional brightening is superimposed on the light curve, lasting days or hours. Super-Earth

planets are challenging to detect with microlensing because they often cause only a small bright-

ening of the light curve for only a few hours. Light curves measured by a single observatory will

have gaps due to the day-night cycle or poor weather. Therefore, detecting super-Earth planets

using microlensing usually requires combining data from multiple observatories to provide a

continuous light curve.

We analyze data from the Korea Microlensing Telescope Network (KMTNet), which has

telescopes at three different sites (8). Each telescope provides 2 to 40 observations per night

of the same target region, so the network provides densely sampled light curves (9–11). Mi-

crolensing events with planets are identified in the KMTNet data by a semi-automated pipeline

called ANOMALYFINDER (12, 13).

A long-period super-Earth planet

The microlensing event OGLE-2016-BLG-0007 was initially identified as an ongoing microlens-

ing event by the Optical Gravitational Lensing Experiment (OGLE) on 2016 February 10 (14,

15). It was also observed by KMTNet and the Microlensing Observations in Astrophysics

(MOA) collaboration. Our analysis of the KMTNet data with ANOMALYFINDER
1 identified

an additional bump in the light curve. Figure 2 shows the light curve including data from all

three groups. The bump has a low-magnification, Abump ≃ 1.09, peaking at time tbump ∼

2016 September 25 UT 00 ∼ 7656.5 HJD′ (where HJD′ is the heliocentric Julian date minus

2,450,000), which lasts for ∆tbump ∼ 2.1 days. The bump is superimposed on a standard

stellar microlensing curve with parameters (t0, u0, tE) = (7498.4 ∼ 2016 April 19 UT 21:30,

1.253, 73.8 days), where (t0, u0, tE) are the time of the peak of the event, the impact parameter

1Materials and methods are available as supplementary materials.
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between the source and lens stars, and the timescale of the event. We investigate whether the

bump is caused by a small planet orbiting the lens star.

There are three possible configurations that could produce this light curve (Fig. S2). We

investigate each, finding that the most plausible solution (the Wide model) is a planet located

more than one Einstein radius (θE, the characteristic spatial scale of the event) from the lens

star. The two other possible configurations involve either a larger planet (higher q) located

less than one Einstein radius from its star or a second (much fainter) source star rather than a

planet (16). We modeled both of these alternate possibilities but rule them out at high confidence

(∆χ2 = 38.5 and 145.6, respectively, see Table S1).

The Wide model indicates the separation s between the host star and the planet is s =

2.83 ± 0.01 θE (values and uncertainties are medians and 68% confidence ranges respectively,

unless otherwise stated) and the mass ratio between the planet and its star q is q = 6.79× 10−6

(log q = −5.17 ± 0.13). This mass ratio is roughly twice that of the mass ratio between the

Earth and Sun (qEarth ≡ MEarth/MSun = 3 × 10−6, where MEarth and MSun are the masses of

Earth and the Sun, respectively). This makes OGLE-2016-BLG-0007Lb (where “L” indicates

the lens star and “b” indicates the planet orbiting that star) a super-Earth planet.

We combine the microlensing parameters with a model of the distribution of stars in the

Milky Way galaxy to estimate the likely lens mass 0.59+0.41
−0.30 MSun and distance from the Sun

4.3+1.1
−1.4 kiloparsecs (kpc). These values imply a planet with a mass of mp = 1.32+0.91

−0.67 MEarth

on an orbit with semi-major axis a = 10.1+3.8
−3.4 au (where 1 au is approximately the distance

from the Earth to the Sun) and period P = 39+21
−9 yr (Table 1).

These properties correspond to a super-Earth planet with an orbital period longer than Sat-

urn’s. Such planets are commonly produced by population synthesis models (17), but they are

absent in previous observations of normal (main sequence) stars (Figure 1). The only other

planet similar to OGLE-2016-BLG-0007Lb was found in orbit around a pulsar (18). Planets
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known to orbit pulsars are excluded from the Figure because the supernova that created the

pulsar is assumed to have strongly affected its local planetary system, and the detected pulsar

planets may even have formed after the explosion (19).

Mass-Ratio Distribution from Microlensing

To investigate the population of planets detected using microlensing, we combine OGLE-2016-

BLG-0007Lb with the other planets identified in the KMTNet survey using ANOMALYFINDER.

Our dataset consists of observations from KMTNet seasons 2016 to 2019. All planets with

log q > −4 are from the 2018 and 2019 KMTNet seasons (13,20–22). Planets with log q < −4

are rarer, so we include planets identified in the 2016 to 2019 KMTNet seasons (12, 23, 24),

such as OGLE-2016-BLG-0007Lb. In total, our sample consists of 63 planets identified in 60

microlensing events observed with KMTNet.

To determine the sensitivity of the ANOMALYFINDER algorithm and KMTNet observations,

we inject simulated planet signals into measured light curves from the 2018 and 2019 seasons,

then determine the fraction of those that are recovered by the algorithm. The sensitivity func-

tions were calculated separately for the 2018 and 2019 seasons; we find they are very similar,

especially at log q < −4 (Figure S1). KMTNet maintained the same observational setup from

2016 to 2019 with only minor changes due to routine maintenance, so we assume 2016 and 2017

observations have a sensitivity function equal to the average of the 2018 and 2019 sensitivity

functions.

We correct the number of planet detections using the sensitivity functions for each year to

determine the underlying planet distribution. This determines the planet frequency distribution

from log q = −5.2 to log q = −1.5. The lower limit is set by OGLE-2016-BLG-0007Lb, which

has a mass-ratio of log q = 5.17, the lowest in the sample. Over this range (−5.2 < log q <

−1.5), the total planet frequency is 0.65+0.35
−0.15 planets per star per dex (where ‘dex’ is one decade
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in log s). For super-Earths , which we assume occupy the range −5.2 < log q < −4.5 (the upper

limit would correspond to a ∼ 10 MEarth planet orbiting a 1 MSun host), there are 0.35+0.34
−0.14

planets per star per dex.

Fig. 3A shows the distribution of logarithmic mass ratios log q of the planet detections and

the planet distribution corrected by the sensitivity function. The bin size changes at log q = −4

because four seasons (2016-2019) of detections are considered for log q < −4, but above that,

we use only the 2018 and 2019 seasons. For −6.0 < log q < −5.25, we show the upper limits

on the planet frequencies from Poisson statistics. If we were trying to demonstrate that the non-

detections are significant, 3σ limits would be appropriate. We show 1σ limits to demonstrate

the opposite: a substantial population of planets could be consistent with the non-detections.

We fit the distribution using a single power-law function,

dN

d log q
= 0.18± 0.03

(

q

10−4

)−0.55±0.05

(1)

where N is the number of planets per star, finding it qualitatively reproduces the data (see Fig

3).

Fig. 3B shows the cumulative distribution of individual detections as a function of log q. In

this Figure, the power-law model, rather than the data, is corrected by the sensitivity function.

The slight break in the model distribution at log q = −4 reflects the change in the number of

observational seasons used in the analysis above and below this point.

Planet formation theory does not predict a single power law distribution from super-Earths to

gas giants. For example, in the core-accretion planet formation scenario, runaway gas accretion

occurs once a proto-planet exceeds a critical mass, causing them to rapidly grow from tens

to hundreds of Earth masses (25–27). This process would produce two separate populations of

planets in different mass regimes, one at ∼ 10MEarth and one above ∼ 100MEarth with a deficit

between them. The alternative gravitational instability scenario produces gas giant planets via
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direct collapse of a proto-planetary disk (28) but does not produce lower-mass rocky planets,

which must form via a different mechanism. This would also produce a population of gas giants

(with masses above ∼ 100 MEarth) and a separate population of less massive planets.

We therefore investigated whether there is evidence for two populations in our derived mass

ratio distribution. There is a sharp change in the slope of the cumulative mass-ratio distribution

(Fig. 3B) at log q = [−3.6,−3] (also visible as a slight dip at log q = [−3.5,−3] in Fig. 3A).

Because log q = −3.2 for a ∼ 100MEarth planet orbiting a 0.5MSun star, this is approximately

where we expect the division between planets that have and have not undergone runaway gas

accretion. In addition, there appear to be other changes in the slope of the cumulative mass ratio

distribution at both the high (log q > −2) and low (log q < −5) ends (Fig. 3B). The power-law

model predicts four planets with −6 < log q < −5 in the KMTNet sample, but only one has

been detected, which has a probability of 9% assuming a Poisson distribution. We reproduce

these features by fitting a double-Gaussian function of log q (also shown in Fig. 3):

dN

d log q
= A1 × 10n1(log q−log qpeak,1)

2

+A2 × 10n2(log q−log qpeak,2)
2

. (2)

which has peaks at log qpeak,1 = −4.7+0.2
−0.3 = log(7.4 × qEarth) and log qpeak,2 = −2.6 ± 0.1 =

log(770×qEarth), amplitudes A1 = 0.52±0.13 and A2 = 0.058±0.013, and n1 = −0.73±0.35

and n2 = −1.8± 0.6, where n
−1/2
1 and n

−1/2
2 are the effective widths of the Gaussians.

Quantitatively, the double-Gaussian is a better fit than the single-power law by −2∆ lnL =

22.6, where −2∆ lnL is -2 times the difference in the log likelihoods of the models. We calcu-

lated the false alarm probability p is 1.60 × 10−4 for observing a −2∆ lnL = 22.6 preference

for a double-Gaussian model if the true distribution is the power law described above. This in-

dicates statistical preference for the double-Gaussian model over the power law model, despite

the increased number of free parameters. We also regard the double-Gaussian model as more

consistent with theoretical predictions, because it has log q peaks in the expected ranges of two
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classes of planets formed by runaway gas accretion.

Integrating each Gaussian separately from log q = −5.2 to −1.5 yields 0.57± 0.13 planets

per star per dex in the lower mass ratio Gaussian and 0.053 ± 0.013 planets per star per dex in

the higher mass-ratio Gaussian.

Comparison to Previous Work

Independent of the specific functional form of the mass-ratio distribution, our results indicate

an abundance of super-Earths in Jupiter-like orbits. This was not evident in previous studies

of the microlensing mass-ratio distribution that found a mass-ratio distribution described by a

broken-power-law with a sharp break around log q ∼ −4 (5, 29, 30). In contrast, we find no

evidence for a break at either log q = −3.77 or −4.26 as found in those studies. The change in

slope we identify in the cumulative mass-ratio distribution did not previously appear (5). Figure

S9 compares the two cumulative distributions; the previous work found an over-abundance of

planets from log q = −3.5 to −3.0, relative to a smooth distribution, which contributed to the

previous preference for a broken power-law distribution (5). Differences in the methodology

may contribute to differences in the inferred distributions (see Supplementary Text).

Our mass-ratio distribution is more consistent with a previous microlensing study of only

nine planets, the smallest of which had log q = −4.32 (6). That also did not find a change

in slope in the cumulative mass-ratio distribution in the range log q = [−3.6,−3], but nor

was there an over-abundance of planets in that range. We attribute this to the low number of

planets included in that study. The power-law model that study fitted to the data in the range

−4.9 < log q < −1.4 is consistent with our power law model, though had larger uncertainties

(6).

Another study of six microlensing planets spanning log q = [-4.5, -2], found three of those

planets were in the range log q = [−3.6,−3] (31). This is a greater proportion than we find,
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but we assess the small number of planets included in that study or differences in methodology

could explain the tension between the results (see Supplementary Text).

Comparisons between microlensing results and planets detected using the alternative radial

velocity technique are complicated because they are sensitive to planets on different orbits (32),

measure different quantities (mass, mp, or mp sin i, where i is the inclination of the orbit, rather

than mass ratio), and the properties of most microlensing host stars are not measured whereas

radial velocity studies tend to group their results by host star spectral type. We nevertheless

compared our results to those from radial velocity studies (see Supplementary Text).

Implications for planet formation

We compare our results to predictions from theoretical simulations of planet formation. A

direct, quantitative comparison is challenging because the host stars of microlensing planets

span a wide range of masses, and the mass of any particular host star is usually unknown or

poorly constrained. Previous comparisons (33) have shown that the population of microlensing

planets is not consistent with the theoretical predictions, especially when the simulations include

the effect of planet migration (34, 35).

We qualitatively compare our mass-ratio distribution to predictions from simulations [ (33),

their figure 2]; we find that they are not consistent if the simulations include planet migration.

However, alternative models (36, 37) without migration produce two distinct populations of

planets, which is qualitatively similar to our derived distribution, although the locations and

heights of the peaks differ from our fitted values. Other models (38, 39) without migration are

also qualitatively consistent with our observations, although updated versions of those models

do not form any giant planets around stars < 0.5MSun (17). Because any type of star can

produce a microlensing event, many of the events are expected to be produced by the most

abundant type of star, those < 0.5MSun. We derive a giant planet (−4 < log q < −1.5)
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frequency of 12.3+3.9
−2.6%. This can only be consistent with the updated versions of the models if

the great majority microlensing events with giant planets are produced by host stars with masses

Mhost = 0.7MSun and above.

We conclude that the two separate populations we identify in the mass ratio distribution in-

dicate differentiation during the planet formation processes. This could be explained by a single

planet formation scenario in which the two populations are produced by runaway gas accretion

for planets above a mass threshold. Alternatively, the two populations could be produced by

different formation mechanisms: accretion and gravitational instability (40).
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Table 1. Derived system parameters for OGLE-2016-BLG-0007Lb

Parameter Symbol (units) Value (1σ uncertainty)

Planet/host mass ratio q (10−6) 6.9+2.3
−1.9

Planet mass mp (MEarth) 1.32+0.91
−0.67

Host mass Mhost (MSun) 0.59+0.41
−0.30

Lens distance DL (kpc) 4.3+1.1
−1.4

Two-dimensional host–planet separation a⊥ (au) 8.9+2.3
−2.9

Semi-major axis a (au) 10.1+3.8
−3.4

Planet orbital period P (yr) 39+21
−9
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Figure 2: Light curve of OGLE-2016-BLG-0007. Data points are color-coded by source (see

legend) and shown with 1σ error bars. The black-solid and gray-dashed lines shows the best-

fitting model light curves (see legend). A: All observations of the event taken in 2016. C: Zoom

highlighting the low-amplitude, short-duration anomaly in OGLE-2016-BLG-0007, indicating

a planet with an extremely small mass ratio of log q ∼ −5. B and D: residuals from the best-

fitting planetary model.
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Materials and Methods

S.1 OGLE-2016-BLG-0007

S.1.1 Observations

OGLE-2016-BLG-0007 was identified as a candidate microlensing event by the Optical Gravi-

tational Lens Experiment (OGLE) Early Warning System (14,15) on 10 February 2016, at right

ascension 17h53m25s.45 and declination −29◦38′32′′.10 (J2000 equinox), equivalent to Galac-

tic coordinates longitude 0◦.26891, latitude −1◦.82254. On 17 March 2016, it was indepen-

dently identified by the Microlensing Observations in Astrophysics (MOA) collaboration (44)

and assigned the designation MOA-2016-BLG-088. The event was also found by the KMTNet

post-season EventFinder algorithm (9, 10) and designated KMT-2016-BLG-1991. Following

standard convention, we adopt the OGLE designation because it was the first survey to identify

the event.

The light curve is shown in Figure 2. The OGLE data were taken using the 1.3m Warsaw

Telescope with a 1.4 deg2 field of view (FoV) camera at the Las Campanas Observatory in

Chile (45). The event is located in the OGLE BLG501 field (where “BLG” indicates the field

is toward the Galactic Bulge), which was observed with a cadence of ∼ 1 hr−1. The MOA

observations were carried out with the 1.8 m MOA-II Telescope with a 2.2 deg2 FoV camera

at Mount John Observatory in New Zealand (46). The event lies in the MOA gb5 field (where

“gb” indicates the field is toward the Galactic Bulge), which was observed with a cadence of

∼ 4 hr−1. The KMTNet data were taken from three identical 1.6m telescopes equipped with

4 deg2 FoV cameras located in Australia (referred to as KMTA), Chile (KMTC), and South

Africa (KMTS) (8). The target appears in two slightly offset KMT fields, BLG02 and BLG42

(see fig. 12 of (9)), with a combined cadence of ∼ 4 hr−1. In Figure 2, the KMTNet data

are labeled by site and field, e.g.“KMTC02” corresponds to data from field BLG02 taken by
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the KMTC telescope. For OGLE and KMTNet, the images were primarily taken in the I band,

with 9% of KMTC data, 5% of KMTS data, and occasional OGLE data taken in the V band for

source color measurements. The MOA images were mainly acquired in the MOA-Red band,

which is roughly the sum of the standard Cousins R and I bands.

Only the I band and MOA data were used in the light curve analysis to determine the

best-fitting model. Because microlensing is achromatic, data taken in different bands differ by

only a scale factor and offset. The astrophysical effect is identical except for the limb-darkening

effect, so converting between different flux systems or observational bandpasses is unnecessary.

In the fitting, we scaled the model to the individual datasets and accounted for the stellar limb-

darkening effect (which is relatively minor but bandpass dependent), see below. In Figure 2, all

data have been scaled to the OGLE flux system. The V band data are lower signal-to-noise, so

they were not used in the model fitting and are not shown in Figure 2. They were only used for

determining the source color.

The data used in the light-curve analysis were reduced using pipelines based on the differ-

ence image analysis (DIA) technique (47, 48), as implemented by OGLE (49), MOA (44), and

the TENDER-LOVING-CARE (TLC) PYSIS (50, 51) pipeline for KMTNet. For the KMTC02

data, we used PYDIA (52) photometry to measure the source color. This pipeline provides

the I and V band light curves and a catalog of field-star photometry on the same magnitude

system. PYDIA I-band magnitudes were calibrated using the OGLE-III star catalog (42). The

9-yr OGLE data show the source is variable but the variability is long-term (∼ 10 yr) and

low-level (∼ 0.03 mag). Therefore, for this event we only used the data from 2016, when the

microlensing effect occurred.
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S.1.2 Light-curve analysis

Because of the bump-type anomaly, a point-lens (1L1S) model is insufficient to fit the light

curve of OGLE-2016-BLG-0007. The most likely explanation for the bump is a planet orbiting

the lens star, which corresponds to a binary-lens (2L1S) model. An alternative model could be

a single star lensing a two-source system (a 1L2S model) (16).

S.1.2.1 Analytic estimates

Excluding the data points around the bump-type anomaly (7655 < HJD′ < 7659), we fitted

the light curve with a point-source, point-lens (PSPL) model using MULENSMODEL (53) to

determine the parameters of the underlying stellar event, finding:

(t0, u0, tE) = (7498.4, 1.253, 73.8 days). (S1)

Then, we used a heuristic analysis method (23, 54) to estimate the planetary parameters for the

2L1S model: s, q, and α, where s is the separation between the host star and planet as a fraction

of the Einstein radius, q is the mass of the planet divided by the mass of the host star, and α is

the angle of the source trajectory with respect to the axis connecting the two lensing bodies. We

also estimated ρ ≡ θ∗/θE, where θ∗ is the angular radius of the source star.

The time of the anomaly is tbump = 7656.6. The offset from the peak, τbump, and the offset

from the host star, ubump, both in units of θE, are

τbump =
tbump − t0

tE
= 2.144; (S2)

ubump =
√

u2
0 + τ 2bump = 2.483. (S3)

The planetary caustic is a closed curve in the source plane for which the magnification of a point

source would be infinite. It represents the region over which the planet has the largest effect

on the source star’s light. Because the position of the planetary caustic along the binary axis is

36



|s− s−1| ≃ ubump from the host star (55), we obtained

s+ ∼
√

u2
bump + 4 + ubump

2
= 2.83; (S4)

s− ∼
√

u2
bump + 4− ubump

2
= 0.36; (S5)

α+ = 2π − tan−1 u0

τbump

= 5.75 rad; (S6)

α− = π − tan−1 u0

τbump

= 2.61 rad; (S7)

where s+ and α+ correspond to the values for the Wide configuration and s− and α− are for the

Close configuration in the heuristic method. For the Wide configuration, the single planetary

caustic lies along the binary axis, so s = s+ and α = α+. By contrast, for the Close solution,

there are two planetary caustics with some vertical separation depending on q. The locations of

these caustics are described by equations 4 and 14 in (56), which we use in the next section to

derive initial starting values for s and α for the formal fitting.

There is an abrupt change in magnification at the onset of the bump-type anomaly, indicating

that the source has passed over a caustic. A point source crossing a caustic is always magnified

by a factor of at least three (57), so the lower observed Abump indicates that the source star

cannot be approximated as a point source. Instead, the angular size of the source affects the

observed magnification, referred to as the finite source effect (58). For the Wide case, the form

of the anomaly suggests the planetary caustic is likely to be smaller than the source. Under

these conditions, the source size for this Wide (+) case can be estimated to be

ρ+ ≥ ∆tbump

2tE
∼ 0.014, (S8)

where ∆tbump ∼ 2.1 days is the observed full width of the bump-type anomaly, and we assume

this is a lower limit because the caustic crossing time is ≤ 2tEρ for a larger source. The excess

magnification, ∆A, is then (59)

∆A =
2q+
ρ2+

(S9)
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where q+ is the planet-star mass ratio for the Wide case. From the light curve, we obtained

the peak magnitude of the anomaly, Ibump,peak = 15.42. The PSPL model yielded the baseline

magnitude at the time of the anomaly Ibump,base = 15.48 (Fig. 2C) and a source magnitude

of IS = 15.52. The normalized lens-source separation at the anomaly is u = s − 1/s. The

unperturbed magnification is A0 ≡ (u2 + 2)/u
√
u2 + 4 = K/

√
K2 − 4 where K ≡ u2 + 2.

Noting that K2 − 4 = (s2 − 1/s2)2 yields A0 = (s4 + 1)/(s4 − 1). Thus, after some algebra,

∆A = Abump −
s4 + 1

s4 − 1
= 0.06, (S10)

where Abump = 10−0.4(Ibump,peak−IS) and s = 2.83. Combining Equations S9 and S10, we

estimated

q+ =
∆Aρ2

2
≥ 6.0× 10−6. (S11)

For the Close cases, there are two, triangular planetary caustics whose separation from each

other increases as q1/2 (56). A large source that envelops both of the triangular caustics tends to

generate nearly zero excess magnification (59), so we expect that the source size in the Close

cases, ρ−, is close to or smaller than the caustic, ρ− < ρ+. In addition, when q is small, the

triangular caustics have a strongly demagnified region between them that the source will pass

through either before or after crossing the caustic. No such demagnification is apparent in the

light curve, which implies that the mass ratio for the Close cases, q−, would be large and the

triangular caustics would be widely separated, so, q− > q+.

S.1.2.2 MCMC analysis

Setting the initial parameters as the values from the heuristic analysis above, we conducted

a numerical analysis using Markov chain Monte Carlo (MCMC) χ2 minimization using the

emcee ensemble sampler (60) followed by a downhill algorithm (61) to yield the minimum

χ2. We employed the contour integration code VBBinaryLensing (62, 63) to calculate the
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magnification as a function of time, A(t).

The fitting process includes seven free parameters that determine A(t) for a static binary

lens (t0, u0, tE, ρ, s, q, α). For each data set i, we introduced two additional free parameters,

fS,i and fB,i, to represent the source flux and any blended flux, respectively. The blended flux

is the fixed component of the measured flux that represents the flux from any other stars, such

as the lens, that may be too close to the source to be resolved (and measured) separately. Then,

the observed flux fi(t) was modeled as

fi(t) = fS,iA(t) + fB,i. (S12)

Because fS,i and fB,i are linear, for each model A(t), we solved for fS,i and fB,i directly.

In principle, if the flux parameters, fS,i and fB,i, are measured on an absolute flux scale,

they should always be ≥ 0. However, small amounts of negative blending are possible in

microlensing events because there is a non-uniform background of unresolved dwarf stars. The

maximum amount of negative blending is expected to be approximately equal to the flux from

a dwarf star.

Allowing the blended flux parameter to vary, we find the blend flux parameter for the OGLE

dataset, fB,OGLE, which is measured on an absolute flux system, has a negative value: fB,OGLE =

−0.77fS,OGLE where fS,OGLE is the source flux measured for the OGLE dataset. The source is

much brighter than a typical dwarf star in this field (we show below that the source is a red-

clump giant), so such a large negative value is unphysical.

To verify that the negative blending does not indicate some other effect we have not ac-

counted for, we compared the χ2 of the fit allowing fB,OGLE to be a free parameter to a fit with

fB,OGLE = 0. This led to an improvement of only ∆χ2 = 9 (3σ). Fluctuations due to low-level

systematics in microlensing light curves with similarly low statistical significance are common,

so there is no evidence that the unphysical blending is meaningful. As discussed below, the
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source star likely accounts for almost all of the baseline flux, so we fixed fB,OGLE = 0.

Table S1 lists the parameters of the three 2L1S solutions found by the numerical analysis,

and the caustic structures of their best-fitting solutions are shown in Figure S2. For the Close

cases, we label the two solutions as Close Upper and Close Lower based on their caustic posi-

tions (Figure S2). The final parameters for both the Wide and Close cases determined by the

numerical analysis are consistent with the estimates from the heuristic analysis.

The Wide solution provides the best fit to the observed data in terms of χ2, while the Close

Upper and Close Lower solutions are disfavored by ∆χ2 = 38.5 (> 6σ) and 115.2 (> 10σ),

respectively. Figure S3 compares the Wide and Close solutions. The difference in χ2 arises

mostly from the region of the bump anomaly. The Wide model is a better fit to the anomaly

except for the KMTS data at HJD′ ∼ 7652.3. We therefore exclude the Close Upper and Close

Lower solutions.

Due to the source variability and the low magnification of this event, we did not include

the microlensing parallax effect in our analysis (64–66). Including lens orbital motion in the

model (67, 68) did not improve the goodness of fit.

S.1.2.3 1L2S models

We also investigated fitting binary source, point lens (1L2S) models. For such models, the

light curve is the superposition of the single-lens single-source curves of two sources, so the

total magnification, Aλ(t), in the photometric filter λ is (69)

Aλ(t) =
A1(t)f1,λ + A2(t)f2,λ

f1,λ + f2,λ
=

A1(t) + qf,λA2(t)

1 + qf,λ
, (S13)

qf,λ =
f2,λ
f1,λ

, (S14)

where fj,λ and Aj(t) (j = 1, 2) respectively represent the flux in the photometric filter λ and

magnification of each source. Each magnification curve, Aj(t), is defined by three parameters
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t0,j , u0,j , and tE where t0,j and u0,j are the same as for a PSPL model but for each source

separately. We adopted qf,I as the flux ratio between the secondary and the primary sources for

the OGLE and KMTNet data used in the light-curve analysis and qf,MOA for MOA.

The best-fitting parameters for the 1L2S model are presented in Table S1. The best-fitting

1L2S model is significantly disfavored by ∆χ2 = 146 (12σ) compared to the best-fitting 2L1S

model. If the 1L2S model were correct, the scaled source radius of the second source would

be constrained to ρ2 = (0.479 ± 0.034) × 10−2; such a second source would have an absolute

magnitude of MI,2 ∼ 8.6 mag (see below), yielding an angular source radius of θ∗,2 ∼ 0.25 mi-

croarcseconds and a lens-source relative proper motion of µrel = θ∗,2/ρ2/tE ∼ 0.25 mas yr−1.

Such a low µrel has a probability of ∼ 1.8 × 10−3 given the kinematics of the model of the

Milky Way Galaxy that we adopted and the µrel distributions of observed planetary microlens-

ing events (22, 70). Therefore, we reject the 1L2S model.

S.1.3 CMD and source properties

S.1.3.1 Measured properties

We constructed a color-magnitude diagram (CMD) of OGLE-III field stars within 120′′

centered on the baseline object (Fig. S4). We fitted the magnitude distribution of the red

giant clump in the CMD to find its centroid (71). It has a (V − I) color and I magnitude of

(V − I, I)cl = (2.69± 0.01, 16.22± 0.01).

The microlensing event was detected by observing a change in the flux of a cataloged star,

which we refer to as the baseline object. As discussed above, the flux of this object may be

divided into a component from the source and a separate, non-varying component arising from

other objects within the point-spread function of the images, including flux from the lens. We

measured the properties of the baseline object by matching the KMTC02 PYDIA catalog stars
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to the OGLE-III catalog (42) to calibrate the pyDIA magnitudes.

The baseline object from the KMTC02 images has a color of (V − I)Base = 2.99±0.03 and

a magnitude IBase = 15.49± 0.03, which is consistent with a red clump giant star in the bulge.

The proper motion of this object in the North (N) and East (E) directions, µBase(N,E), in Gaia

data release 3 (DR3) (72) was

µBase(N,E) = (−5.63± 0.07,−3.29± 0.11) mas yr−1, (S15)

with a Renormalised Unit Weight Error (RUWE) parameter of 1.01. This proper motion is

typical for a star in the Milky Way’s bulge (73) and the RUWE parameter is low, indicating the

measurement is well constrained.

In the KMTC02 images, the baseline object is located at (150.27±0.02, 151.18±0.02) pixel.

We measured the location of the magnified source in the difference images to be (150.278 ±

0.002, 151.202 ± 0.002) pixel. The pixel scale of the KMT images is 0.4 arcsec pix−1, so the

measured astrometric offset between the KMTC02 baseline object and the magnified source is

9.5± 8.0 mas.

The source color (V − I)S can be written in terms of the V -band flux, fS,V , and the I-band

flux, fS,I as

(V − I)S = −2.5 log10(fS,V /fS,I) (S16)

Each KMTC02 V -band observation was taken within one minute of a KMTC02 I-band obser-

vation. The magnification A(t) does not depend on the photometric filter and does not change

appreciably on a one minute timescale, which is very short relative to tE. Combining Equation

S16 with Equation S12 and all pairs of KMTC02 V and I observations, we measured the source

color to be (V − I)S = 3.06 ± 0.07. This is consistent with the color of the baseline object

within 1σ.
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S.1.3.2 The source as the baseline object

Because of the slight preference for strong negative blending from the light curve fitting, we

fixed the blend flux fB,OGLE = 0, effectively assigning all of the observed light to the source.

We now consider whether this assumption is consistent with the independent information about

the baseline object and source color. Using the OGLE-III catalog, we estimated the density of

stars with 15.4 < I < 15.6 and V − I > 2.0 in this region of the sky is 1.1 × 10−3 arcsec−2,

so the probability that an unrelated star dominates the I ∼ 15.5 mag light is ∼ 3 × 10−7.

Hypothetically, disregarding the light curve fitting, it would still be possible for most of the

flux from the baseline object to come from a companion to the source. The source (V − I)S

color implies it is either a giant or a low-mass dwarf star. If most of the flux from the baseline

object comes from a companion, the source would be dwarf star with an absolute magnitude

MI > 5.5 and so, IS > 21.8. From the light-curve analysis, we found that a model with

IS > 21.8 is disfavored by ∆χ2 > 490, so we exclude this possibility.

We therefore conclude that the baseline flux is dominated by light from the source star

itself. We ascribe the negative blending found in the model fitting to the long-term and low-

level source variability. We therefore adopted the source apparent magnitude IS = 15.52±0.01

from the light-curve analysis with fB,OGLE = 0 and the Gaia proper motion as the source proper

motion.

S.1.3.3 Derived source properties

We obtained the intrinsic color and de-reddened brightness of the source star (74) by locating

it on the CMD (Fig. S4). The intrinsic color and de-reddened brightness of the red clump are

(V −I, I)cl,0 = (1.06±0.03, 14.43±0.04) (75,76). The difference between these values and the

observed values yields a measurement of the interstellar extinction toward the event direction
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of AI = 1.79 ± 0.04 and reddening E(V − I) = 1.63 ± 0.03. The intrinsic color and de-

reddened brightness of the source star are therefore (V − I, I)S,0 = (1.43±0.08, 13.73±0.04).

This corresponds to a K-type giant star located in the Milky Way’s bulge [ (77), their table III].

Applying a color/surface-brightness relation for giants (78), we estimated an angular source

radius θ∗ = 11.0± 1.0 microarcseconds. The CMD parameters and θ∗ are summarized in Table

S2.

We used a color-temperature relation (79) to estimate the effective temperature of the source

Teff ∼ 4100 K. The closest value in a table of linear limb-darkening coefficients [ (80), table

u] is Teff = 4000, so we derived linear limb-darkening coefficients uI = 0.64 for the I band

and uR = 0.76 for the R band assuming Teff = 4000, surface gravity log g = 1.5 (which is

appropriate for a giant star), metallicity [Fe/H] = 0.0, microturbulent velocity ξ = 0.0 km s−1,

and choosing the results for the ATLAS atmospheric models and Least-Square method. For

the MOA data, we assumed uMOA = (uI + uR)/2 = 0.70. Because the coverage of the bump

anomaly is sparse, minor variations in the limb-darkening law or coefficients due to differences

in the assumptions or model choices would have almost no effect on the results.

S.1.4 Lens properties

Combining the angular source radius, θ∗, and the scaled source radius, ρ, we obtained the

angular Einstein radius: θE = θ∗/ρ = 0.73 ± 0.10 mas. We then derived the lens-source

relative proper motion µrel = θE/tE = 3.61± 0.51 mas yr−1 (Table S2).

The mass of the lensing object, ML, and the lens distance, DL, are related to θE and the

microlensing parallax, πE, by (64, 65)

ML =
θE
κπE

; DL =
1 au

πEθE + πS

, (S17)

where κ ≡ 4G/(c2) au−1 = 8.144 mas M−1
Sun, where au is the astronomical unit, and πS is the

source parallax. From those properties we derived the planetary mass, mp, and the projected
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host–planet separation, a⊥,

mp = qMhost; a⊥ = sDLθE (S18)

where Mhost = ML/(1 + q) is the mass of the host star. For OGLE-2016-BLG-0007, θE was

measured but πE was not, so we could not directly solve Equations S17 and S18 for the physical

properties of the lens or planet. We therefore estimated them statistically using a Bayesian

analysis based on a Galactic model. We adopted an existing Galactic model (12) but updated it

with the source proper motion measurements (Equation S15) from Gaia DR3 (72) .

We simulated a sample of 108 events from the Galactic model. For each simulated event

k with timescale tE,k, lens-source relative proper motion µrel,k, and Einstein radius θE,k, we

applied weights

wk = Γk × p(tE,k)p(θE,k), (S19)

where Γk = θE,k×µrel,k is the microlensing event rate, and p(tE,k) and p(θE,k) are the likelihood

of tE,k and θE,k given the uncertainties (σtE and σθE) on tE and θE from the model fitting (Tables

S1 and S2),

p(tE,k) =
exp[−(tE,k − tE)

2/2σ2
tE
]√

2πσtE

, (S20)

p(θE,k) =
exp[−(θE,k − θE)

2/2σ2
θE
]√

2πσθE

. (S21)

The resulting posterior probability distributions for mp, Mhost, DL, and a⊥ are shown in

Figure S5 and were used to determine the median and 68% confidence ranges listed in Table

1. The lens (host) star is consistent with being a low-mass dwarf star in the disk of the Milky

Way. This would contribute negligible light to the event, relative to the red clump giant source

star, consistent with our inferences above. Assuming a circular orbit and a random orientation

of the planet around the host star, we also calculated statistical probability distributions for the

semi-major axis, a, and the planet orbital period, P (Table 1).
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The median value of the orbital period is P ∼ 40 yr, and the 1σ confidence interval is ∼ 30

to 60 yr. In the model-fitting, we did not detect the orbital motion effect of the planet. This is

consistent with the long duration of the orbital period relative to both relevant timescales in the

event: the Einstein timescale, tE = 74 days (or 0.20 yrs), and the 0.43 yr between the the peak

of the stellar event, t0 = 7498.44, and the time of the planetary perturbation, tbump = 7656.5.

S.2 Wider microlensing planet sample selection

S.2.1 Overview

We combined OGLE-2016-BLG-0007 with previously published ANOMALYFINDER detec-

tions to assemble a statistical sample of planets from the 2016–2019 KMTNet microlensing

seasons. In those publications, the KMTNet images were reduced using a pipeline version

of pySIS (50) to produce the initial photometry, which is publicly available on the KMTNet

website (9, 10). The ANOMALYFINDER algorithm was applied to these public data to iden-

tify candidate planets. Some anomalies were already known to be planets or binary stars from

previous publications. Some anomalies due to binary-star systems were eliminated by visual

inspection. The remaining anomalies were fitted to determine their mass ratios, q. If there was

a viable solution with q < 0.06, the images were re-reduced to produce optimized photometry.

For the new planet candidates, these re-reductions were done using a revised TLC version of

PYSIS that uses more advanced image metrics (51). The revised photometry for each event

was fitted with a microlensing model, then planets and planet candidates were defined as events

with solutions that have q < 0.03. This is the same procedure and software used identify and

analyze OGLE-2016-BLG-0007Lb.

We started by using 2018 and 2019 as representative seasons (13, 20–22). To increase the

number of small planets, we extended the sample to include log q < −4 planet detections from

2016 and 2017 (23, 24).
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For the statistical sample, we required the planets to have well constrained mass-ratios.

Specifically, for solutions within ∆χ2 < 10 of the best-fitting solution, we required the differ-

ence in the logarithm of the mass ratio between that solution and the best-fitting solution to be

small: ∆ log q < 0.25. We also required the remaining solutions to have small uncertainties in

log q: σlog q < 0.2. Finally, we rejected planets in binary star systems, as well as events with

plausible binary-source (non-planetary) solutions. We discuss the impact of each of these cuts

below.

Our final sample consists of 63 planets, including 20 planets with log q < −4 and 43 planets

with log q > −4. Table S3 lists the event name, log q and s for degenerate solutions with

∆χ2 < 10 relative to the best-fitting solution, and references for the 63 planets.

S.2.2 Detailed sample selection

In the sample of planets from the 2018–2019 KMTNet seasons and 2016–2017 planets with

log q < −4, there were a total of 88 planets detected by the ANOMALYFINDER algorithm. We

considered six different factors when evaluating these planets for inclusion in our statistical

sample.

First, we considered the 44 anomalous events that were analyzed based on photometry pro-

duced prior to the development and widespread application of the revised TLC version of PY-

SIS (51). The previously analyzed photometry for some of these events was produced using

the original PYSIS software (50), but with the parameters and reference images tuned to the

specific event to produce improved photometry relative to the pipeline version of the data that is

publicly available. Previous photometry for other events was produced using an earlier version

of the revised TLC PYSIS software, which did not include all of the updates introduced in (51).

We found three events with non-negligible differences in the photometry when reduced

with the revised TLC version of PYSIS. They are OGLE-2018-BLG-0532, KMT-2018-BLG-
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1025, and KMT-2019-BLG-1953. For OGLE-2018-BLG-0532, a 2σ tension between the light-

curve-based solution and the constraints from blended light was previously reported (81). We

obtained the same tension with the revised pipeline, so for simplicity we adopted the previously-

published results. For KMT-2018-BLG-1025 previous work (82) found that the light curve was

best fitted by a solution with log q = −4.081 ± 0.141 but there are two degenerate solutions

with (∆ log q,∆χ2) = (0.28, 8.4) and (0.29, 11.8), respectively. Using photometry from the

revised TLC version of PYSIS (51), the two degenerate solutions are disfavored by ∆χ2 > 30,

and the best-fitting solution has log q = −4.203 ± 0.137; we adopted these values. For KMT-

2019-BLG-1953, the previous report (83) identified a weak anomaly in the high-magnification

peak (maximum magnification Amax ∼ 900), which was interpreted as a planet with log q =

−2.706±0.139. We found that the eight most magnified data points over the microlensing peak

are affected by saturation. After excluding those eight data points, the anomaly is too weak to

pass our selection criteria, so we excluded this planet from our sample.

Second, we excluded four planets in binary-star systems (OGLE-2018-BLG-1700 (84),

KMT-2019-BLG-1715 (85), OGLE-2019-BLG-1470 (86), and KMT-2019-BLG-1470 (13)),

because the ANOMALYFINDER algorithm cannot yield a homogeneous sample for planets in

binary-star systems. We also excluded known binaries from the planet sensitivity calculation

(see below) for consistency. Including planets around binaries could also introduce ambiguities

to the planet population. For example, three of the four planets could be either circumbinary

planets (P-type orbit) or circumstellar planets (S-type orbit) with different implications for the

formation and evolution of the planets. In all cases, the presence of the stellar companions could

influence the formation or evolution of the planets, which is also grounds to exclude them from

the main sample.

Third, we excluded five planet candidates [KMT-2016-BLG-0212 (87), KMT-2018-BLG-

2164 (20), KMT-2018-BLG-2718 (20), OGLE-2018-BLG-1554 (20), OGLE-2019-BLG-0344
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(22)] that have degenerate binary-star solutions (log q ≥ −1.5). We considered all solutions

within ∆χ2 < 10 of the best-fitting model to be viable solutions. We therefore excluded four

planet candidates because they have degenerate binary-star solutions within ∆χ2 < 10 of the

planetary solution. In addition, KMT-2018-BLG-2718 has a binary-star solution with ∆χ2 =

12.7. During the anomaly in that event many data points had high sky background due proximity

to the moon, so could have low-level systematics, so we also excluded it.

Fourth, we excluded nine planet candidates because there is a degeneracy (16) between

the best-fitting 2L1S and 1L2S models: KMT-2016-BLG-0625 (88), KMT-2016-BLG-1105

(24), OGLE-2018-BLG-1554 (20), KMT-2018-BLG-0173 (21), KMT-2019-BLG-0304 (22),

and KMT-2019-BLG-0414 (22), KMT-2018-BLG-1497 (21), KMT-2018-BLG-1714 (21), KMT-

2018-BLG-2004 (20). We excluded planet candidates with a χ2 for the best-fitting 1L2S model,

χ2
1L2S, with χ2

1L2S−χ2
2L1S ≤ 15, where χ2

2L1S is the χ2 for the best-fitting planetary model. This

accounts for eight of the candidates. In addition to the χ2 information from the light-curve anal-

ysis, we also considered the probabilities from the “color argument” for the second source (89)

and the “kinematic argument” for the lens-source relative proper motion µrel (22, 70). KMT-

2018-BLG-0173 has χ2
1L2S − χ2

2L1S = 16.3, but we still excluded it for the same reasons of

moon proximity as above.

Fifth, we excluded two planets for which any of the degenerate solutions has an uncer-

tainty in log q of σlog q ≥ 0.20. This criterion ensured each solution in our sample has a

well-constrained mass ratio for the frequency calculation. The two planets were in events

KMT-2018-BLG-1988 (90) and OGLE-2018-BLG-1126 (20). For OGLE-2018-BLG-1126, the

anomaly was also covered by MOA, so we re-analyzed the event including the MOA data, but

the resulting σlog q for both of the degenerate solutions was still > 0.20.

Sixth, we excluded four planets for which the log q difference, ∆ log q, between any pair of

degenerate solutions was ∆ log q > 0.25. This criterion means that the 1-σ uncertainty of the
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combined probability distribution of log q for all solutions is < 0.20 as long as the uncertainties

in individual solutions, σlog q, are ≤ 0.15.

For the remaining 63 planets, 60 have σlog q ≤ 0.15 for all solutions while three have at

least one solution with 0.15 < σlog q < 0.18. For all three planets with solutions that have

0.15 < σlog q < 0.18 (OGLE-2017-BLG-1691, (91); OGLE-2017-BLG-1806, (24); KMT-2017-

BLG-1003, (24)), the maximum ∆ log q ≤ 0.14, so the uncertainty in log q from the combined

probability distribution for all solutions is < 0.2. For the ∆χ2 criteria of degenerate solutions,

if we were to adopt a criterion of 16 (equivalent to 4σ) instead of 10, the only excluded planet

would be the planet in OGLE-2017-BLG-1806, and if we were to adopt a criterion of 25 (5σ),

only the planets in OGLE-2018-BLG-0596 (92) and KMT-2019-BLG-1216 (22) would be fur-

ther rejected. Therefore, most of the planets (> 95%) in our sample have a well-constrained

mass ratio regardless of the ∆χ2 criteria of degenerate solutions, especially the six planets with

log q < −4.4.

Our final sample of 63 planets found in 60 events is listed in Table S3.

S.3 Sensitivity calculation

We selected the sample of events for determining the planet sensitivity function, S(log s, log q),

from the 2018 and 2019 KMTNet seasons. In the 2018 and 2019 seasons, the KMTNet ALERTFINDER

(11) and EVENTFINDER (9,10) pipelines and subsequent vetting processes identified 2781 and

3303 events, respectively.

We fitted all non-binary events with a PSPL microlensing model. We tested whether finite-

source effects needed to be included in the light curve model by fitting a finite-source–point-lens

(FSPL) model to the data. If there was a ∆χ2 improvement of > 30 relative to a point-source

model, ρ was considered to be measured, and we adopted the FSPL model as the best-fitting

point-lens model. Otherwise, we used the PSPL model. We additionally checked the microlens
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parallax. If the best-fitting point-lens model including parallax improved the χ2 by ∆χ2 > 30

relative to a model with zero parallax, the microlens parallax is constrained to be non-zero. We

then used the parallax models to evaluate the criteria listed in Table S4.

We applied the set of cuts given in Table S4 using the parameters of the best-fitting point-

lens model. Cut-1 was used to exclude variable stars with low-amplitude pulsations. Cuts-2

and -3 were used to reject non-microlensing events. Cut-4 ensured that there were a sufficient

number of data points, Ndata, in the time interval t0 ± tE to detect a planetary signal; Ndata was

evaluated in two halves, one for the rising side of the light curve, Nr, and one for the falling

side, Nd. Cut-5 eliminated microlensing events in which the peak was located either outside

of the observing season or too close to the beginning or end of the season; Nteff is the number

of data points in the range t0 ± teff (where teff ≡ u0 × tE). Cut-6 was applied because in all

planetary events, the source is brighter than 23 mag in the I-band.

Our final sample of events for determining the planet sensitivity consists of 1780 events

from 2018 and 1877 events from 2019 (which includes the 31 and 22 events with planets from

2018 and 2019, respectively).

We calculated the sensitivity, Sℓ(log s, log q), for each individual event ℓ by injecting sim-

ulated planets with properties log s, log q, and α into the light curve data. We then evalu-

ated Sℓ(log s, log q) as the fraction of angles, α, for a given (log s, log q) pair that produced

an anomaly that was recovered by the ANOMALYFINDER algorithm (12, 13). The injected

planets were drawn from a uniform grid of −1 ≤ log s ≤ 1, −7.0 ≤ log q ≤ −1.4, and

0 deg ≤ α ≤ 358 deg with steps of ∆ log s = 0.04, ∆ log q = 0.1, and ∆α = 2 deg. Given

a particular set of planet parameters (log s, log q, α), we generated a planetary model using the

best-fitting values for t0, u0, and tE; we also included the two (North and East) components of

the microlens parallax vector, (πE,N, πE,E), if the parallax was constrained to be non-zero. To

generate a planetary model, we also needed a value of the source size, ρ. When this was not
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measured from the original light curve, we estimated it from the source magnitude assuming

that the source is in the Galactic bulge following the same procedure as a previous study (93).

We estimated the angular source radius by combining the observed source magnitude and color

with a 10 gigayear stellar isochrone (94), and we estimated the lens-source relative proper mo-

tion from a model of the Milky Way Galaxy (95). Next, we added the planetary model to the

residuals from the best-fitting model to the data to generate a simulated light curve, and then

ran ANOMALYFINDER on the simulated light curve.

If the ANOMALYFINDER algorithm recovered the planetary signal from these simulated

data, we conducted a series of additional tests. First, we defined the anomaly region as the time

range (tAF,0,anom − 3tAF,eff < tAF,0,anom < tAF,0,anom + 3tAF,eff), where tAF,0,anom and tAF,eff

are the anomaly time and duration parameters reported by ANOMALYFINDER (12, 13). In this

region, we defined several parameters and criteria to eliminate planetary signals that pass the

basic ANOMALYFINDER threshold but would not make it into our final sample. A major source

of false positives in this injection/recovery analysis arises from weak, long-timescale anomalies

that cannot be distinguished from systematics in the real data. The following criteria ensured

that the signal from the planet is concentrated enough in time and strong enough for it to be

identified by eye as a real anomaly given the typical level of systematics in the KMTNet data.

We calculated the total χ2 contribution from datapoints during the anomaly region defined

above for the best-fitting PSPL model, FSPL model, and planetary (2L1S) model fitted to the

simulated data: χ2
anom,PSPL, χ2

anom,FSPL, and χ2
anom,2L1S. We defined ∆A3 and ∆A4 as follows:

For a given point at time t, ∆A(t) = A2L1S(t)−AFSPL(t), where A2L1S(t) is the magnification

of the 2L1S model at time t and AFSPL(t) is the magnification of the FSPL model. Then,

∆A3 = max(|∆A(t+ 1)−∆A(t)|) and ∆A4 = max(|∆A(t)/AFSPL(t)|). We required

1. χ2
anom,PSPL − χ2

anom,2L1S > 50.
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2. χ2
anom,FSPL − χ2

anom,2L1S > 30.

3. the minimum absolute change in magnification due to the planet to be ∆A3 > 0.06.

4. the minimum fractional magnification due to the planet to be ∆A4 > 0.015.

Additionally, before a simulated planet can be considered “detected”, we checked point-

lens–binary-source (1L2S) models. We required that

5. χ2
1L2S − χ2

2L1S > 15 as calculated from the whole light curve.

This eliminated anomalies that would be considered too ambiguous to be included in the planet

sample defined in Section S.2. As a sanity check, we also explicitly checked the log q < −4

planet detections in our sample, because such planets would tend to have the weakest signals,

and confirmed that they pass these cuts.

To determine the sensitivity function, S(log s, log q), we summed over the individual event

sensitivities Sℓ(log s, log q) for all events in the sample. Finally, we integrated over log s, to

obtain the sensitivity as a function of log q, S(log q). We checked for variations in the sensi-

tivity function by calculating it separately for the 2018 and 2019 seasons and for both seasons

together. The results are shown in Figure S1 and are nearly identical.

S.4 Frequency calculation

S.4.1 Fitted functions

We followed existing methodology (5, 96, 97) to determine the mass-ratio function, f(q), by

maximizing the likelihood, L:

L = e−Nexp

Nobs
∏

m=1

f(qm)× S(log qm). (S22)
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Nobs is the number of planets detected, qm is the mass ratio for each of the planets detected, and

Nexp is the expected number of planets detected for a given mass-ratio function:

Nexp =
∫ 10−1.5

10−6.0
dq f(q)× S(log q). (S23)

For each planet m, we adopted

log qm =
Ndeg
∑

n=1

log qm,n/Ndeg, (S24)

where log qm,n is the value for each degenerate solution n, and Ndeg is the total number of

degenerate solutions.

As discussed in the main text, we fitted the data with two fiducial mass-ratio functions. They

are

Power Law :

f(q) = A
(

q

10−4

)γ

(S25)

where A is the normalization and γ is the power-law index; and

Double Gaussian :

f(q) = A1 × 10n1(log q−log qpeak,1)
2

+A2 × 10n2(log q−log qpeak,2)
2

. (S26)

The power-law was chosen because it is commonly used for describing astronomical mass func-

tions. It is also the simplest function that differs from a completely flat distribution (i.e., requires

the fewest free parameters). The double-Gaussian was chosen to produce a bi-modal distribu-

tion and because it is the simplest expression for describing two distinct, non-infinite popula-

tions. We adopted uniform priors for all parameters and set bounds on the peaks for the two

Gaussians:−6.0 < log qpeak,1 < −3.5 and −3.0 < log qpeak,2 < −2.0. We obtained the poste-

rior probability distributions of the parameters using MCMC analysis. The resulting parameters
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are presented in Table S5, including the best-fitting values, the median values, and 68% confi-

dence interval for each parameter. The best-fitting model with the double-Gaussian function is

favored over the power-law model by −2∆ lnL = 22.6. Figure 3 shows these functions with 1σ

confidence intervals constructed from the MCMC analysis as the region within −2∆ lnL = 1

of the best-fitting models.

Poisson statistics determine the uncertainties for calculating the preference for the double-

Gaussian over the power-law but are difficult to infer from Figure 3 because of the logarithmic

scale. That figure is also shows errors on the both the data and the models even though, formally,

there are no errors on the data. Figure S6 is an alternative format for visualizing the results. It

compares the observed number of planets in various log q bins, nobs, to the number of planets,

nexp, predicted by each model to be observed given our data and sensitivity function. We use

the approximation σ =
√
nexp to illustrate the uncertainties on these predicted values.

The preference for the double-Gaussian over the power-law comes in large part from under-

abundances of observed planets in three regions of the log q distribution: log q = [−6.0,−5.0],

[−3.6, 3.0], and [−2.0,−1.5]. These regions were determined from inspection of the cumulative

distribution in Figure 3 and differ slightly from the bin widths in Figure 3A. Figure S7 shows

the Poisson distributions for the expected number of planets in each of these bins compared

to the observed number of planets (1, 3, and 3 for the log q = [−6.0,−5.0], [−3.6, 3.0], and

[−2.0,−1.5] bins, respectively). These distributions are a more accurate representation of the

uncertainties than the
√
nexp approximation used above. They show the power-law model has a

low probability for observing such a small number of planets in these bins. Figure S7 shows the

probability, P , in each of the six panels corresponding to the total magenta area in each panel,

i.e.,

P = e−nexp

nobs
∑

ν=0

nν
exp

ν!
(S27)

where ν is a dummy variable, nobs is the number of observed planets in the bin (in contrast to
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Nobs the total number of planets in the sample), and nexp is the number expected for that bin

from the model.

We also investigated fitting a broken power-law model (5), which has four free parameters.

Our data disfavors the previous model [(5), the “qbr-Fixed, MOA-only” model in their table

5] by −2∆ lnL > 14.8 relative to the single-power-law model, even when we allowed the

parameters to vary within the quoted 1σ ranges. Allowing all parameters to be free-parameters,

we found a broken-power-law function is favored over a power-law function by −2∆ lnL = 5.5

(i.e., it has a false-alarm probability of 6.4%, so the improvement is not significant). The best-

fitting broken power law model has a break at log qbreak ∼ −5.0 and is shown in Figure S8.

For this solution, γ = −0.585 at log q > log qbreak, which is the same as the single-power-law

index within its uncertainties (Table S5). For log q < log qbreak, the power-law index is > 0 but

is poorly constrained because there is only one detected planet with log q below log qbreak. We

also tested a broken-power-law model with log qbreak ≡ −3.77 [as in previous work (5)] and

found the goodness of fit improves by −2∆ lnL = 1.7, which is also not significant. Hence,

although the distribution appears to be flat for log q < −4.25, we reject the broken-power-law

model as unsupported by the mass-ratio distribution.

S.4.2 False-alarm probability

The double-Gaussian model has more free parameters than the single-power law, so −2∆ lnL

is not sufficient for model comparison. However, as we argued in the main text, either runaway

gas accretion or gravitational instability could plausibly produce a bimodal planet distribution,

which might produce a distinct population of massive, gaseous planets (similar to Jupiter). In

core-accretion theory, these two populations could correspond to planets whose growth termi-

nated in Phase II versus Phase III of planet formation, i.e., before or after the onset of run-

away gas accretion (25). We therefore regard a two-population model as physically motivated
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whereas the single power-law model is not. There is no simple numerical factor that can de-

scribe this prior expectation in a Bayesian sense. For our analysis, we chose a 6-parameter,

double-Gaussian model to represent the two populations.

For model comparison, we considered the false alarm probability (FAP). Under the assump-

tion that the power-law model is correct, we calculated the probability that, solely due to sta-

tistical noise, the data would appear to be more consistent with a double-Gaussian model with

−2∆ lnL > 22.6 (the observed improvement of the double-Gaussian over the single power

law).

In the limit of large-number statistics, −2∆ lnL → ∆χ2 for which the false-alarm proba-

bility would be given by p = (1+∆χ2/2) exp(−∆χ2/2) = 1.49×10−4. However, because the

number of detections is subject to Poisson statistics rather than the Gaussian limit, we expect

that p will be greater than this. Therefore, we carried out an explicit calculation of the FAP as

follows:

1. Assume an underlying qobserved function equal to the best-fitting power-law model, and

multiply it by the sensitivity function, taking into account the two times higher sensitivity

for log q < −4 due to 4 seasons of observations rather than 2.

2. Generate a million simulated data sets each containing 63 planets.

3. Fit each of these simulated populations with both double-Gaussian and single-power law

models.

4. Calculate the fraction with −2∆ lnL > 22.6.

Out of 1 million trials, 160 had −2∆ lnL > 22.6. Thus the measured FAP is p = (160 ±
√
160) × 10−6 = (1.60 ± 0.13) × 10−4, which is very similar to but slightly higher than the

value calculated assuming Gaussian statistics.
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S.4.3 Potential correction factor for excluded planets

Twenty-five planets or planet candidates were eliminated from our original sample through the

cuts described above. The effect of these cuts on our inferences about the underlying planet

population primarily depends on whether or not our calculation of the sensitivity reproduced

those cuts. In our sensitivity calculation (described above), we explicitly accounted for po-

tential degeneracies between 2L1S and 1L2S models. Hence, the elimination of nine planet

candidates due to this degeneracy and the two candidates that also have degenerate binary so-

lutions was already accounted for in our calculation. In addition, we excluded events with

clear binary signals from the calculation of the planet sensitivity, which accounted for the four

planets eliminated for being in binary star systems. One planet was eliminated for failing the

ANOMALYFINDER cuts. This left six planets whose mass ratios were too uncertain to include

in our mass-ratio distribution and three planet candidates that could instead be binary stars. Our

sensitivity calculation did not evaluate potential ambiguities or uncertainties in the log q of the

injected planetary signals. This gives a minimum correction factor to the overall frequency of

planets of 9.5% to account for the known planets and a maximum of 14.3% if all of the objects

with binary solutions are real planets.

Assuming a uniform distribution over this interval and Poisson statistics, leads to a nominal

correction factor calculated from the mean of 11.9%±4.6%. This additional (4.6%) uncertainty

is small compared to the
√

1/63 = 12.6% Poisson uncertainty in the normalization derived

above, and if included, would only increase the overall uncertainty from 12.6% to 13.4%. Be-

cause of the large uncertainties in this correction factor and the minimal effect on the results

relative to the existing uncertainties, we do not include it in our reported values for the planet

frequency.
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S.4.4 Checking effect of log q uncertainties

We also considered the uncertainties in log q for the KMTNet planets. For our sample of 63

planets, we assumed that degenerate solutions were equally probable. To marginalize over the

log qj uncertainties, we drew K samples for the nth solution of planet m assuming a Gaussian

distribution. Equations S22 and S23 become

L = e−Nexp
∏Nobs

m=1

(

1
Ndeg

∑Ndeg

n=1
1
K

∑K
z=1 f(qmnz)× S(log qmnz)

)

, (S28)

Nexp =
∫ 10−1.5

10−6.0 dq f(q)× S(log q) (S29)

and the models were re-fitted to the data. We found that the best-fitting parameters change by

< 0.1σ for both the power-law function and the double-Gaussian function.

When we included the uncertainty of log qj and weighted the different solutions by e−∆χ2/2,

where ∆χ2 is the χ2 difference compared to the best-fitting solution, the resulting parameters

also differ by < 0.1σ for both functions and the difference between them is still −2∆ lnL =

22.6. This is because our sample was selected to only include planets with well-determined

mass ratios, so their uncertainties have little effect.

However, in our sample selection (see above), we also excluded four planets with ∆ log q >

0.25 and three planet candidates with alternative solutions with log q > −1.5 (two other planet

candidates with log q > −1.5 solutions do not need to be reconsidered because they also suffer

from the 2L1S/1L2S degeneracy, and so are already accounted for in our sensitivity calculation).

We reintroduced those planets and planet candidates to our sample and weighted the degenerate

solutions by ∆χ2 according to the above prescription. We find that the difference between the

power-law and double-Gaussian models is almost identical (−2∆ lnL = 22.8). For planet

candidates excluded because of the 2L1S/1L2S degeneracy and planets in binary-star systems,

those effects were already accounted for in our sensitivity calculation. As discussed above, a

correction factor of 11.9% would account for the ambiguous planets and planet candidates.
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All these tests continue to prefer a double-Gaussian model over a power-law model when

fitted to our planet sample.
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Supplementary Text

S.5 Comparison of methodologies

Two of the previous works discussed in the main text (5, 31) used by-eye inspection of the

data to identify planets and planet candidates. Those works calculated the planet sensitivity

function for their samples by generating and fitting simulated data for planetary events (98).

The simulated data had the same epochs and uncertainties as the real data, but without noise.

Those data were fitted with a PSPL light curve to quantify the magnitude of the planetary signal.

Another work discussed in the main text (6) used an algorithm to search their data for

planetary signals. That algorithm is based on evaluating the contribution of any given subset of

the data to the χ2 of the point lens fit relative to a threshold. That work calculated the planet

sensitivity function by simulating data for 2L1S events with the epochs and uncertainties of the

real data and adding random noise. They determined the planet sensitivity function by applying

the search algorithm to the simulated data.

Similar to that work (6), our study uses an algorithm for identifying planetary signals in

both the real and simulated data, although the algorithm itself differs. Another difference is that

we used the residuals to the best-fitting point lens model to create the simulated data rather than

random noise. This allows us to account for correlated noise in our sensitivity calculation.

We observe that the adoption of ANOMALYFINDER led to a significant increase in the KMT-

Net planet identifications relative to by-eye searches, particularly at the smallest mass ratios. For

the 43 planets in our sample with log q > −4, 29 had previously been identified by eye prior

to the ANOMALYFINDER search (67%), whereas only nine of the 20 (45%) log q < −4 planets

in our sample had been identified by eye. This contrasts with a previous argument that by-eye

detections were relatively unbiased (31).

These differences in methodologies could contribute to differences in the derived mass-ratio
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distributions.

S.6 Comparison to radial velocity studies

The mass distribution for FGK dwarfs from a radial velocity survey (2,99) showed no evidence

of runaway gas accretion for planets with 10 MEarth < mp < 100 MEarth (100). For a 1 MSun

host star, this corresponds to −4.5 < log q < −3.5, mostly below where we identify the change

in slope in the cumulative log q distribution. The parameter range in that study only partially

overlaps with our results, for a single bin of radial velocity periods ∼ 0.7 yr to ∼ 5.3 yr.

A radial velocity study of M dwarfs found a low occurrence rate of Jupiter-like planets

(defined as similar to Jupiter in mass and received stellar flux) around mid-to-late M dwarfs

(101). For planets in the mass range 0.3 < mp sin i/MJup < 10 (where MJup is the mass of

Jupiter), that study found a planet occurrence rate of < 7.6%, which is consistent with our

observed frequency of 4.6+1.1
−0.8% over the range −3 < log q < −1.5, which we regard as the

equivalent range of mass-ratios.
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Figure S1: Sensitivity function of KMTNet. A: Contours showing the total number of planets

that would have been detected in the 2018–2019 KMTNet sample if every star had a planet with

a given log s and log q. Contours are drawn at various values with different line styles as shown

in the legend. B: Sensitivity as a function of log q, marginalized over log s. The 2018 (blue

dotted line), 2019 (magenta dashed line), and combined 2018+2019 (black solid line) curves

are nearly identical. C: The fractional differences between the combined 2018+2019 curve and

the 2018 (blue dotted line) and 2019 (magenta dashed line) sensitivity curves.
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Figure S2: Geometries of three potential solutions for OGLE-2016-BLG-0007. These are

shown in the plane of the source, scaled to the Einstein radius (θE), with the xS axis aligned with

the axis connecting the host star and planet and the yS axis in the perpendicular direction. The

locations of the host star and planet are indicated by the blue arrows and the resulting caustic

structure is shown in magenta. The trajectory of the source relative to the lens is shown as the

red line with an arrow indicating its direction. A–C: The Wide solution, which we conclude is

the most probable for this event; D–F: The Close Upper and G–I: Close Lower solutions are

excluded by the light-curve modeling. The top panel in each set of three panels shows the full

caustic structure, the host star, and the planet. The bottom panels show a zoom on the source to

demonstrate its relative size and a zoom on the planetary caustic to show its detailed structure.

The green circle shows the source star to scale at its location just after the planetary anomaly

(HJD′ = 7658.8 for panel C and HJD′ = 7658.4 for panels E and H).
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Figure S3: Comparison of models fitted to the light curve of OGLE-2016-BLG-0007. A:

the cumulative χ2 between the best-fitting solution and the Close Upper solution. B: Same as A

but for the Close Lower solution. C: The data (see legend) and fitted models over the same time

range. The best-fitting solution is the Wide solution (black line), while the Close Upper and

Close Lower solutions are significantly disfavored by the data. The 1L1S model corresponding

to the Wide model but without the planet is shown as the dashed gray line to demonstrate the

effect of the planet on the light curve. D–F: Residuals between the data and the models. The

preference for the Wide solution comes from datapoints from multiple observatories and fields

taken during the anomaly. The data are shown with 1σ error bars.
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Figure S4: Color-Magnitude Diagram of stars around OGLE-2016-BLG-0007. Black

points are data for stars in the OGLE-III catalog (42) within 120′′ of OGLE-2016-BLG-0007.

The red star is the centroid of the red clump, and the blue circle shows the location of the source

star with 1σ error bars.
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Figure S5: Posterior probability distributions for the lens system properties derived from

the MCMC analysis (orange). The black lines indicate the median (dashed line) and 68% con-

fidence interval (dotted lines). The primary physical properties of the the lens are the host mass

Mhost (A), planet mass mp (B), projected host-planet separation a⊥ (C) and the distance to the

lens system DL (D). The posteriors for the semi-major axis a (E) and period P (F) were derived

assuming circular orbits. Also shown is the posterior probability for the mass-ratio q (G).
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Figure S6: Comparison of observed and predicted numbers of planet detections. The cyan

points show the number of observed planet detections, nobs, for bins of log q with various

widths indicated by the horizontal errorbars. The values predicted by the best-fitting models

corrected by the sensitivity function, nexp, are shown in black for the power-law model (A)

and in magenta for the double Gaussian model (B). The uncertainties in the model values are

Poisson and are approximated to be
√
nexp (vertical errorbars); see Fig. S7 for a more accurate

representation of the Poisson distribution function for a subset of these bins.

68



Figure S7: Poisson probabilities for the expected number of planets, nexp, in each mass-ratio

bin for which the observed number is significantly smaller than the prediction of the power-law

model. A, C, and E show the Poisson distributions (black bars) for the expected number of

planets in each log q bin (labeled in each panel) for the best-fitting double-Gaussian model

compared to the observed number of planets (blue line). The magenta-shaded regions indicate

cases with the same or fewer planets detected. The total probability of the magenta regions,

P , is labeled in magenta in each panel. B, D, and F are the same except for the best-fitting

power-law model.
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Figure S9: Fractional cumulative distributions of planets with log q > −4.5 as a function

of log q. Our planet sample (blue line) is compared to the previously published MOA planet

sample (5) (orange). KMT planets with log q < −4 are drawn from four seasons, rather than

two (as for log q > −4) and have been weighted accordingly.
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Table S1. Fitted parameters for four potential models of the OGLE-2016-BLG-0007 light

curve. The Wide solution is preferred by the data. The uncertainties are the 68% confidence

intervals centered on the median from the MCMC fits.

Parameter 2L1S Parameter 1L2S

Wide Close Upper Close Lower

χ2/degrees of freedom 10777.0/10777 10815.5/10777 10892.2/10777 10922.6/10776

t0 (HJD′) 7498.44± 0.10 7498.44± 0.10 7498.46± 0.11 t0,1 (HJD′) 7498.43± 0.12

... ... ... ... t0,2 (HJD′) 7656.824± 0.022

u0 1.2532± 0.0033 1.2469± 0.0037 1.2568± 0.0033 u0,1 1.2549± 0.0033

... ... ... ... u0,2 (10−4) 0.0± 4.8

tE (days) 73.92± 0.31 73.37± 0.31 73.55± 0.31 tE (days) 74.96± 0.37

ρ (10−2) 1.51± 0.17 0.554± 0.038 0.552± 0.028 ρ2 (10−2) 0.479± 0.034

... ... ... ... qf,I(10
−4) 1.62± 0.10

... ... ... ... qf,MOA(10
−4) 0.38± 0.29

α (rad) 5.7565± 0.0016 2.5943± 0.0014 2.6336± 0.0015 ... ...

s 2.8287± 0.0088 0.3510± 0.0010 0.3516± 0.0010 ... ...

log q −5.17± 0.13 −4.063± 0.032 −4.087± 0.027 ... ...

IS 15.5213± 0.0063 15.5208± 0.0063 15.521± 0.0063 IS 15.523± 0.0063
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Table S2. Colors, magnitudes, and other physical properties measured, fitted, or derived

for OGLE-2016-BLG-0007. Values are given with 1σ uncertainties.

Colors

Parameter Symbol (units) Value

Color of red clump centroid from CMD (V − I)cl (mag) 2.6863 ±
0.0052

Intrinsic color of red clump centroid (75) (V − I)cl,0 (mag) 1.060 ±
0.030

Source color from model fitting (V − I)S (mag) 3.059 ±
0.072

Derived intrinsic source color (V − I)S,0 (mag) 1.433 ±
0.078

Magnitudes

Parameter Symbol (units) Value

Apparent magnitude of red clump centroid from CMD Icl (mag) 16.220 ±
0.011

Expected intrinsic apparent magnitude of red clump centroid

(76)

Icl,0 (mag) 14.430 ±
0.040

Apparent magnitude of source from model fitting IS (mag) 15.5213 ±
0.0063

Derived intrinsic apparent magnitude of source IS,0 (mag) 13.731 ±
0.042

Physical Properties

Parameter Symbol (units) Value

Angular radius of the source star from (V − I, I)S,0 and sur-

face brightness relations (78)

θ∗ (microarcseconds) 11.0± 1.0

Derived angular Einstein radius θE (mas) 0.73± 0.10

Derived lens-source relative proper motion µrel (mas yr−1) 3.61± 0.51
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Table S3. Microlensing planets selected for our statistical sample. Entries are listed by the

mean log q of the solutions. The Event Name is the primary designation for each event based

on which survey identified the event first. The KMTNet Name is the designation assigned

by the KMTNet Collaboration. Both the event names and KMTNet names are presented in

abbreviated format: SBYYNNNN, where S is the survey that identified the event (O = OGLE,

and K= KMT), B indicates that the event was identified in the Galactic Bulge fields observed

by that survey, YY is the 2-digit abbreviation for the year (e.g. 16 = 2016), and NNNN is the

4-digit number assigned to the event by the survey in the order that the events were identified

within a year. For each planet, we give the log q and s of each degenerate solution and the

reference(s) those solutions were taken from.

Event Name KMTNet Name log q s Reference

OB160007 KB161991 −5.168± 0.131 2.8287± 0.0088 This work

OB191053 KB191504 −4.885± 0.035 1.406± 0.011 (12)

OB190960 KB191591 −4.830± 0.041 1.029± 0.001 (102)

−4.896± 0.024 0.997± 0.001 ...

−4.896± 0.024 0.996± 0.001 ...

−4.845± 0.043 1.028± 0.001 ...

KB180029 KB180029 −4.738± 0.052 1.000± 0.002 (103)

−4.755± 0.055 1.000± 0.002 ...

KB191806 KB191806 −4.714± 0.116 1.035± 0.009 (24)

−4.717± 0.117 1.034± 0.009 ...

−4.724± 0.117 0.938± 0.007 ...

−4.734± 0.109 0.938± 0.007 ...

KB171194 KB171194 −4.582± 0.058 0.806± 0.010 (24)

KB190842 KB190842 −4.389± 0.031 0.983± 0.013 (104)

KB190253 KB190253 −4.387± 0.076 1.009± 0.009 (23)

−4.390± 0.080 0.929± 0.007 ...

OB180977 KB180728 −4.382± 0.045 0.897± 0.007 (23)

OB171806 KB171021 −4.352± 0.171 0.857± 0.008 (24)

−4.392± 0.180 0.861± 0.007 ...

−4.441± 0.168 1.181± 0.011 ...

−4.317± 0.126 1.190± 0.012 ...

OB161195 KB160372 −4.339± 0.037 0.991± 0.004 (105–107)

−4.337± 0.037 1.076± 0.005 ...

KB171003 KB171003 −4.373± 0.144 0.910± 0.005 (24)

−4.260± 0.152 0.889± 0.004 ...

KB191367 KB191367 −4.303± 0.118 0.939± 0.007 (24)

−4.298± 0.103 0.976± 0.007 ...

KB170428 KB170428 −4.295± 0.072 0.882± 0.004 (24)

−4.302± 0.075 0.915± 0.005 ...
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Table S3. (cont.)

Event Name KMTNet Name log q s Reference

OB171434 KB170016 −4.242± 0.011 0.979± 0.001 (29)

−4.251± 0.012 0.979± 0.001 ...

KB181025 KB181025 −4.202± 0.137 0.943± 0.021 (82)

OB181185 KB181024 −4.163± 0.014 0.963± 0.001 (108)

OB180506 KB180835 −4.117± 0.133 1.059± 0.021 (23)

−4.109± 0.126 0.861± 0.018 ...

OB171691 KB170752 −4.013± 0.152 1.003± 0.014 (91)

−4.150± 0.141 1.058± 0.011 ...

OB180532 KB181161 −3.994± 0.024 1.012± 0.001 (81)

−4.017± 0.025 1.013± 0.001 ...

OB180516 KB180808 −3.880± 0.046 1.006± 0.005 (23)

−3.918± 0.045 0.867± 0.004 ...

OB180298 KB181354 −3.705± 0.099 0.957± 0.018 (21)

−3.861± 0.081 1.079± 0.016 ...

KB190953 KB190953 −3.750± 0.083 0.736± 0.010 (23)

OB191492 KB193004 −3.719± 0.132 0.898± 0.015 (23)

−3.754± 0.133 1.044± 0.018 ...

OB180596 KB180945 −3.738± 0.031 0.512± 0.017 (92)

−3.726± 0.031 0.499± 0.018 ...

OB180383 KB180900 −3.670± 0.069 2.453± 0.026 (109)

KB191216 KB191216 −3.644± 0.116 1.083± 0.013 (22)

−3.658± 0.120 1.037± 0.022 ...

−3.661± 0.121 1.086± 0.016 ...

−3.639± 0.114 1.047± 0.023 ...

OB181269 KB182418 −3.225± 0.017 1.124± 0.033 (110)

−3.240± 0.020 1.123± 0.032 ...

KB192974 KB192974 −3.209± 0.076 0.854± 0.011 (13)

KB191042 KB191042 −3.201± 0.041 1.017± 0.004 (13)

−3.194± 0.043 1.125± 0.004 ...

OB180932 KB182087 −2.922± 0.026 0.536± 0.001 (20)

OB181212 KB182299 −2.908± 0.015 1.451± 0.016 (20)

−2.909± 0.015 0.680± 0.007 ...

OB180567 KB180890 −2.907± 0.024 1.806± 0.019 (111)

KB181996 KB181996 −2.821± 0.112 1.455± 0.091 (112)

−2.772± 0.098 0.672± 0.041 ...

KB182602 KB182602 −2.782± 0.071 1.182± 0.065 (21)

OB181428 KB180423 −2.766± 0.014 1.423± 0.002 (113)

OB181119 KB181870 −2.74± 0.11 1.426± 0.047 (21)

−2.78± 0.11 1.081± 0.038 ...

75



Table S3. (cont.)

Event Name KMTNet Name log q s Reference

KB180748 KB180748 −2.693± 0.032 0.939± 0.003 (114)

OB190954† KB193289 −2.667± 0.056 0.710± 0.005 (13)

OB180962 KB182071 −2.624± 0.014 1.246± 0.027 (111)

KB180087 KB180087 −2.668± 0.092 0.898± 0.024 (21)

−2.569± 0.083 0.638± 0.014 ...

KB190298 KB190298 −2.603± 0.059 1.892± 0.030 (22)

OB180799 KB181741 −2.582± 0.023 1.116± 0.008 (115)

KB180030 KB180030 −2.563± 0.048 1.580± 0.013 (21)

KB181976 KB181976 −2.504± 0.132 1.227± 0.064 (112)

−2.539± 0.119 0.708± 0.030 ...

OB191180 KB191912 −2.480± 0.072 1.867± 0.010 (116)

−2.465± 0.063 1.874± 0.011 ...

OB181367 KB180914 −2.48± 0.12 0.566± 0.044 (20)

−2.50± 0.13 1.71± 0.14 ...

KB192783 KB192783 −2.483± 0.101 0.814± 0.007 (22)

KB181292 KB181292 −2.450± 0.033 1.366± 0.010 (117)

−2.474± 0.037 1.355± 0.010 ...

OB190468∗ KB192696 −2.451± 0.022 0.853± 0.003 (118)

−2.480± 0.026 0.854± 0.004 ...

KB181990 KB181990 −2.452± 0.044 0.963± 0.007 (119)

−2.438± 0.044 0.960± 0.007 ...

−2.378± 0.050 1.095± 0.010 ...

−2.380± 0.044 1.099± 0.009 ...

−2.423± 0.035 0.963± 0.005 ...

−2.426± 0.029 0.963± 0.003 ...

−2.245± 0.026 1.118± 0.009 ...

−2.253± 0.034 1.115± 0.012 ...

OB180740 KB181822 −2.343± 0.049 1.26± 0.01 (120)

−2.369± 0.042 0.86± 0.01 ...

OB190679 KB192688 −2.319± 0.013 2.216± 0.023 (22)

KB191552 KB191552 −2.333± 0.049 0.780± 0.007 (13)

−2.290± 0.050 0.776± 0.006 ...

KB180247 KB180247 −2.149± 0.034 1.118± 0.005 (21)

−2.203± 0.032 0.972± 0.005 ...

OB190362 KB190075 −2.126± 0.089 0.898± 0.021 (121)

−2.148± 0.096 1.234± 0.029 ...
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Table S3. (cont.)

Event Name KMTNet Name log q s Reference

OB190249 KB190109 −2.127± 0.015 0.543± 0.010 (22)

−2.127± 0.016 0.545± 0.010 ...

−2.106± 0.013 1.777± 0.014 ...

−2.107± 0.013 1.775± 0.015 ...

OB190954∗ KB193289 −2.044± 0.042 0.802± 0.004 (112)

OB181011∗ KB182122 −2.007± 0.011 1.281± 0.009 (122)

−2.034± 0.010 0.750± 0.005 ...

OB181647 KB182060 −2.001± 0.028 1.433± 0.014 (20)

OB190299 KB192735 −1.998± 0.028 0.990± 0.002 (123)

OB190468† KB192696 −1.976± 0.020 0.717± 0.007 (118)

−1.980± 0.021 1.379± 0.012 ...

OB181011† KB182122 −1.824± 0.018 0.582± 0.005 (122)

−1.817± 0.017 0.577± 0.005 ...
∗Planet b in a two-planet system.
†Planet c in a two-planet system.
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Table S4. Selection criteria for our sample of microlensing events

Criteria Description

Cut-1 ∆I > 0.1 mag Require a minimum change in I-band magnitude

between the baseline magnitude, Ibase, and peak

magnitude, It0 , of the event: ∆I = Ibase − It0;

rejects low-amplitude variables.

Cut-2 u0 < 2 AND

tE < 300 days Reject extreme values for the u0 and tE parameters

of the PSPL model, which usually correspond to

light curves of non-microlensing events.

Cut-3 σ(u0)/u0 < 0.3 AND

σ(tE)/tE < 0.3 Require the u0 and tE parameters of the PSPL

model to be well-constrained; light curves that fail

this cut usually correspond to non-microlensing

events.

Cut-4 (Nr ≥ 6 AND Nd > 0) OR

(Nr > 0 AND Nd ≥ 6) Require a minimum number of data points on both

the rising and declining sides of the light curve,

where Nr is the number of data points within the

time interval (t0 − tE < t < t0) and Nd is the

number of data points within (t0 < t < t0 + tE).

Cut-5 IF 0 < Nd < 6,

Nr ≥ 6 AND Nteff ≥ 6

IF 0 < Nr < 6,

Nd ≥ 6 AND Nteff ≥ 6 Nteff is the number of data points in the time range

|t−t0| < u0×tE; rejects events that peak too close

to or outside the beginning or end of the observing

season.

Cut-6 IS < 23.0 mag Require a maximum I-band source magnitude

(equivalent to a minimum source brightness).
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Table S5. Microlensing planet mass-ratio function parameters. The models were fitted

to the data using a Markov Chain Monte Carlo. The best-fitting values are from the highest-

likelihood sample. The full posterior probability distributions are summarized here as the me-

dian and 68% confidence intervals.

Power-Law Double-Gaussian

Parameter Best-fitting value Posterior Parameter Best-fitting value Posterior

lnL −28.22 lnL −16.90

A 0.175 0.177+0.028
−0.026 A1 0.475 0.52+0.19

−0.13

γ −0.542 −0.547+0.050
−0.049 A2 0.057 0.058+0.014

−0.012

log qpeak,1 −4.651 −4.67+0.19
−0.33

log qpeak,2 −2.635 −2.63+0.09
−0.11

n1 −0.772 −0.73+0.31
−0.41

n2 −1.727 −1.78+0.54
−0.69
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